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Preface 

The International Symposium on Distributed Computing and Artificial Intelligence 
2012 (DCAI 2012) is a stimulating and productive forum where the scientific com-
munity can work towards future cooperation in Distributed Computing and Artificial 
Intelligence areas.  

This conference is a forum to present applications of innovative techniques for 
solving complex problems. Artificial intelligence is changing our society. Its ap-
plication in distributed environments, such as the internet, electronic commerce, 
environment monitoring, mobile communications, wireless devices, distributed 
computing, to mention only a few, is continuously increasing, becoming an ele-
ment of high added value with social and economic potential, in industry, quality 
of life and research. These technologies are changing constantly as a result of the 
large research and technical effort being undertaken in both universities and busi-
nesses. The exchange of ideas between scientists and technicians from both the 
academic and industry sector is essential to facilitate the development of systems 
that can meet the ever-increasing demands of today's society.  

This symposium is continuing to grow and prosper in its role as one of the  
premier conferences devoted to the quickly changing landscape of distributed 
computing, artificial intelligence and the application of AI to distributed systems. 
This year’s technical program will present both high quality and diversity, with 
contributions in well-established and evolving areas of research.  

This year, 178 papers were submitted from over 22 different countries (Portu-
gal, Japan, Spain, South Korea, Australia, United Kingdom, Malaysia, Canada, 
Algeria, Germany, Russia, China, Finland, Brazil, France, Iran, Switzerland, Mex-
ico, Tunisia, Senegal, Poland, Italy), representing a truly “wide area network” of 
research activity. The DCAI’12 technical program has selected 92 papers (89 long 
papers, 3 short papers). For this particular occasion, four special issues published 
by the Journal of Artificial Intelligence (IJAI), the International Journal of Imag-
ing and Robotics (IJIR), the International Journal of Interactive Multimedia and 
Artificial Intelligence (IJIMAI) and the International Journal of Management and 
Production Engineering Review (MPER), will cover extended versions of the 
most highly regarded works. 

The present edition brings together past experience, current work and promis-
ing future trends associated with distributed computing, artificial intelligence and 
their application in order to provide efficient solutions to real problems. This sym-
posium is organized by the Bioinformatics, Intelligent System and Educational 
Technology Research Group (http://bisite.usal.es/) of the University of Salamanca. 
The present edition was be held in Salamanca, Spain, from 28th to 30th March 
2012. 
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We thank the sponsors (IEEE Systems Man and Cybernetics Society Spain, 
AEPIA Asociación Española para la Inteligencia Artificial, APPIA Associação 
Portuguesa Para a Inteligência Artificial, CNRS Centre national de la recherche 
scientifique), the Local Organization members and the Program Committee  
members for their hard work, which was essential for the success of DCAI’2. 

 
 

March 2012 
Salamanca 

Sigeru Omatu
Juan F. De Paz Santana

Sara Rodríguez González
Jose M. Molina

Ana M. Bernardos
Juan M. Corchado Rodríguez

 



Organization 

General Chairs 

José M. Molina Universidad Carlos III de Madrid, Spain 
James Llinas  State University of New York, USA 
Andre Ponce de Leon F. de Carvalho University of Sao Paulo, Brazil 
Ajith Abraham Norwegian University of Science and  

Technology 

Scientific Chair 

Sigeru Omatu Osaka Institute of Technology, Japan 

Organizing Committee 

Juan F. De Paz (Chairman) University of Salamanca, Spain 
Sara Rodríguez (Co-Chairman) University of Salamanca, Spain 
Juan M. Corchado (Co-Chairman) University of Salamanca , Spain 
Javier Bajo Pontifical University of Salamanca, Spain 
Dante I. Tapia University of Salamanca, Spain 
Fernando de la Prieta Pintado University of Salamanca, Spain 
Davinia Carolina Zato Domínguez University of Salamanca, Spain 
Cristian I. Pinzón University of Salamanca, Spain 
Rosa Cano University of Salamanca, Spain 
Emilio S. Corchado University of Salamanca, Spain 
Eugenio Aguirre University of Granada, Spain 
Manuel P. Rubio University of Salamanca, Spain 
Belén Pérez Lancho University of Salamanca, Spain 
Angélica González Arrieta University of Salamanca, Spain 
Vivian F. López University of Salamanca, Spain 
Ana de Luís University of Salamanca, Spain 
Ana B. Gil University of Salamanca, Spain 
Mª Dolores Muñoz Vicente University of Salamanca, Spain 
Jesús García Herrero University Carlos III of Madrid, Spain 
José Ramón Casar Corredera Polytechnic University of Madrid, Spain 
Manuel Felipe Cátedra Pérez University of Alcalá, Spain 
Javier Ortega-García Autonomous University of Madrid, Spain 



VIII Organization
 

Scientific Committee 

Adriana Giret Politechnich University of Valencia, Spain 
Alberto Fernández University Rey Juan Carlos, Spain 
Álvaro Herrero University of Burgos, Spain 
Álvaro Luis Bustamante University Carlos III of Madrid, Spain 
Ana Bernardos Polytechnic University of Madrid, Spain 
Ana Carolina Lorena Federal University of ABC, Brazil 
Ana Cristina Bicharra University Federal Fluminense, Brazil 
Ângelo Costa University of Minho, Portugal 
Antonio Berlanga University Carlos III of Madrid, Spain 
Antonio Moreno University Rovira y Virgili, Spain 
Antonio Ortega University of Southern California, USA 
Antonio Pereira Instituto Politécnico de Leiria, Portugal 
Araceli Sanchís University Carlos III of Madrid, Spain 
Ayako Hiramatsu Osaka Sangyo University, Japan 
B. Cristina Pelayo García-Bustelo University of Oviedo, Spain 
Bianca Innocenti University of Girona, Spain 
Bogdan Gabrys Bournemouth University, UK 
Bruno Baruque University of Burgos, Spain 
Carina González University of La Laguna, Spain 
Carlos Carrascosa Politechnich University of Valencia, Spain 
Carlos Delgado University of Alcalá, Spain 
Carmen Benavides University of Leon, Spain 
Changjiu Zhou Singapore Polytechnic, Singapore 
Daniel Gayo Avello University of Oviedo, Spain 
Daniel Glez-Peña University of Vigo, Spain 
Daniel Ramos Castro Autonomous University of Madrid, Spain 
Dante I. Tapia University of Salamanca, Spain 
David Griol Barres University Carlos III of Madrid, Spain 
Davide Carneiro University of Minho, Portugal 
Davinia Carolina Zato Domínguez University of Salamanca, Spain 
Dídac Busquets University of Girona, Spain 
Dongshik Kang Ryukyu University, Japan 
Doroteo Torre Toledano Autonomous University of Madrid, Spain 
Eladio Sanz University of Salamanca, Spain 
Eleni Mangina University College Dublin, Ireland 
Eliseo García University of Alcalá, Spain 
Emilio Corchado University of Burgos, Spain  
Enrique Martí Muñoz University Carlos III of Madrid, Spain 
Eugenio Aguirre University of Granada, Spain 
Eugénio Oliveira University of Porto, Portugal  
Evelio J. González University of La Laguna, Spain  
Faraón Llorens Largo University of Alicante, Spain 
Fernando de la Prieta Pintado University of Salamanca, Spain 
Fernando Díaz Univesity of Valladolid, Spain  



Organization IX
 

Fidel Aznar Gregori University of Alicante, Spain  
Florentino Fdez-Riverola University of de Vigo, Spain  
Francisco Pujol López Polytechnic University of Alicante, Spain 
George Cybenko Dartmouth College, USA 
Germán Gutiérrez University Carlos III, Spain 
Gonzalo Blazquez Gil University Carlos III of Madrid, Spain 
Gonzalo de Miguel Polytechnic University of Madrid, Spain 
Gregori Vázquez Polytechnic University of Cataluña, Spain 
Grzegorz Bocewicz Koszalin University of technology, Poland 
Helder Coelho University of Lisbon, Portugal 
Ichiro Satoh Thammasat University, Japan 
Ivan López Arévalo Lab. of Information Technology Cinvestav,  

Mexico 
Jamal Dargham University of Malaysia, Saba, Malaysia 
James Llinas State University of N.Y. at Buffalo, USA 
Javier Bajo Pontifical University of Salamanca, Spain 
Javier Carbó University Carlos III of Madrid, Spain 
Javier Galbally Herrero Autonomous University of Madrid, Spain 
Javier Martínez Elicegui Telefónica I+D, Spain 
Javier Portillo Polytechnic University of Madrid, Spain 
Jesús García Herrero University Carlos III of Madrid, Spain 
Joao Gama University of Porto, Portugal 
Joaquín González Rodríguez Autonomous University of Madrid, Spain 
Jørgen Bach Andersen Aalborg University, Denmark 
José Luis Guerrero University Carlos III of Madrid, Spain 
José M. Molina University Carlos III of Madrid, Spain 
Jose Manuel Gómez University of Alcalá, Spain 
José R. Méndez University of Vigo, Spain  
José R. Villar University of Oviedo, Spain  
José V. Álvarez-Bravo University of Valladolid, Spain  
Joseph Giampapa Carnegie Mellon, USA 
Juan A. Botia University of Murcia, Spain  
Juan Besada Polytechnic University of Madrid, Spain 
Juan F. De Paz University of Salamanca, Spain 
Juan Gómez Romero University Carlos III of Madrid, Spain 
Juan M. Corchado University of Salamanca, Spain 
Juan Manuel Cueva Lovelle University of Oviedo, Spain  
Juan Pavón Complutense University of Madrid, Spain 
Julián Fiérrez Aguilar Autonomous University of Madrid, Spain 
Kazutoshi Fujikawa Nara Institute of Science and Technology, 

Japan 
Lourdes Borrajo University of Vigo, Spain  
Luis Alonso University of Salamanca, Spain  
Luis Correia University of Libon, Portugal  
Luis F. Castillo Autonomous University of Manizales, 

Colombia 



X Organization
 

Luís Lima Polytechnic of Porto, Portugal  
Luis Vergara Polytechnic University of Valencia, Spain 
Manuel González-Bedia University of Zaragoza, Spain  
Manuel Resinas University of Sevilla, Spain  
Marcilio Souto Federal University of Rio Grande do Norte,  

Brazil  
Margarida Cardoso ISCTE, Portugal  
Maria del Mar Pujol López University of Alicante, Spain  
Masanori Akiyoshi Osaka University, Japan 
Masaru Teranishi Hiroshima Institute of Technology, Japan 
Masatake Akutagawa University of Tokushima, Japan 
Michael Zaki University Rostok, Germany 
Michifumi Yoshioka Osaka Prefecture University, Japan 
Miguel Ángel Patricio University Carlos III of Madrid, Spain  
Miguel Rebollo University of Vigo, Spain 
Miguel Serrano Mateos University Carlos III of Madrid, Spain 
Mohd Saberi Mohamad University of Technology Malaysia,  

Malaysia 
Nayat Sánchez University Carlos III of Madrid, Spain 
Noki Mori Osaka Prefecture University, Japan  
Nora Muda National University of Malaysia, Malaysia  
Oscar Gutiérrez University of Alcalá, Spain 
Paula Tarrío Polytechnic University of Madrid, Spain 
Paulo Novais Polytechnic University of Minho, Portugal  
Pawel Pawlewski Poznan University of Technology, Poland  
Peter Fobrig University Rostok, Germany 
Rafael Corchuelo Catholic University of Sevilla, Spain  
Raj Mitra Pennsylvania State University, USA 
Ramón Rizo University of Alicante, Spain  
René Leistikow University Rostok, Germany 
Ricardo Campello University of Sao Paulo, Brazil  
Ricardo Costa Polytechnic of Porto, Portugal 
Rodrigo Cilla Ugarte University Carlos III of Madrid, Spain 
Rodrigo Mello University of Sao Paulo, Brazil  
Rubén Fuentes Complutense University of Madrid, Spain  
Rubén Vera Rodríguez Autonomous University of Madrid, Spain 
Rui Camacho University of Porto, Portugal  
Sara Rodríguez González University of Salamanca, Spain 
Sebastian Bader University of Rostock, Germany 
Seiichi Ozawa Kobe University, Japan 
Seiji Ito Hiroshima Institute of Technology, Japan 
Seyedsaeid Mirkamali University of Mysore, India 
Shanmugasundaram Hariharan B.S. Abdur Rahman University, India  
Shiro Tamaki University of the Ryukyus, Japan 
Silvana Aciar University of Girona, Spain 
Sofya V. Zhukova St. Petersburg State University, Russia 



Organization XI
 

Toru Yamamoto Hiroshima University, Japan 
Vicente Botti Politechnich University of Valencia, Spain  
Vicente Julián Politechnich University of Valencia, Spain  
Victor J. Sosa-Sosa Laboratory of Information Technology  

(LTI), México  
Viet-Hoang Vu Hanoi University of Technology, Vietnam  
Virginia Fuentes University Carlos III of Madrid, Spain 
Yi Fang Purdue University, USA  
Yusuke Nojima Osaka Prefecture University, Japan 
Yutaka Maeda Kansai  University, Japan 
Zbigniew Pasek IMSE/University of Windsor, Canada 
 



Contents

Artificial Intelligence Applications

Mixed Odor Classification for QCM Sensor Data by Neural
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Sigeru Omatu, Hideo Araki, Toru Fujinaka, Michifumi Yoshioka,
Hiroyuki Nakazumi

A Predictive Search Method of FAQ Corresponding to a User’s
Incomplete Inquiry by Statistical Model of Important Words
Co-occurrence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Masaki Samejima, Yuichi Saito, Masanori Akiyoshi, Hironori Oka

Decision Making for Sustainable Manufacturing Utilizing a
Manufacturing Technology Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Nozomu Mishima

Solving Time-Dependent Traveling Salesman Problems Using Ant
Colony Optimization Based on Predicted Traffic . . . . . . . . . . . . . . . . . . . . 25
Hitoshi Kanoh, Junichi Ochiai

Modeling Shared-Memory Metaheuristic Schemes for Electricity
Consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Luis-Gabino Cutillas-Lozano, José-Matı́as Cutillas-Lozano,
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Mariano Raboso, José A. de la Varga, Myriam Codes, Jesús Alonso,
Lara del Val, Marı́a I. Jiménez, Alberto Izquierdo, Juan J. Villacorta



Contents XVII

Grid Computing and CBR Deployment: Monitoring Principles for a
Suitable Engagement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Luis F. Castillo, Gustavo Isaza, Manuel Glez Bedia, Miguel Aguilera,
Juan David Correa

A Low-Cost Solution to Distribute Repetitive and Independent Tasks
by Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363
Ignacio Traverso Ribón, Ma Ángeles Cifredo Chacón,
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Mixed Odor Classification for QCM Sensor Data
by Neural Networks

Sigeru Omatu, Hideo Araki, Toru Fujinaka, Michifumi Yoshioka,
and Hiroyuki Nakazumi

Abstract. Compared with metal oxide semiconductor gas sensors, quarts crystal mi-
crobalance (QCM) sensors are sensitive for odors. Using an array of QCM sensors,
we measure mixed odors and classify them into an original odor class before mixing
based on neural networks. For simplicity we consider the case that two kinds of odor
are mixed since more than two becomes too complex to analize the classification re-
sults. We have used eight sensors and four kinds of odor are used as the original odors.
The neural network used here is a conventional layered neural network. The classifi-
cation is acceptable although the perfect classification could not been achieved.

Keywords: odor feature vector, neural networks, separation of mixed gasses, odor
classification.
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1 Introduction

Over the last decade, odor sensing systens (so-called electronic nose (EN) systems)
have undergone important development from a technical and commercial point of
view. The EN refers to the capability of reproducing human sense of smell using sen-
sor arrays and pattern recognition systems [4].

We have presented a type of an EN system to classify the various odors under the
various densities of odors based on a competitive neural network by using the learning
vector quantization (LVQ) method in [5]. The odor data were measured by an odor
sensor array made of MOGSs. We used fourteen MOGSs of FIGARO Technology Ltd
in Japan. We considered two types of data for classification in the experiment. The
first type was a set of four kinds of tees and the second one was a set of five kinds of
coffees of similar properties. The classification results of tees and coffees were about
96% and about 89%, respectively, which was much better than the results in [3].

In this paper, we will consider the classification of mixed odors based on the sensing
data by using quarts crystal microbalance(QCM) sensors. QCM sensors are sensitive
to odors and we can measure the odor data precisely. Using many QCM sensors, we
will try to separate the odors being mixed with two kinds of odor into the original
odors based on the neural network classifier.

2 Principle of QCM Sensors

The QCM has been well-known to provide a very sensitive mass-measuring devices
in nanogram levels, since the resonance frequency will change sensitely upon the
deposition of a given mass on the electrodes. Synthetic polymer-coated QCMs have
been studied as sensors for various gasses since QCM coated with a sensing mambrane
works as a chemical sensor. The QCM sensors are made by covering the surface with
several kinds of a very thin membrane with about 1 μm as shown in Fig. 1.

Since the QCM occilates with a specific frequency depending on the cross section
corresponding to three axis of the crystal, the frequency will change according to the
deviation of the weight due to the adsorbed odor moleclulare (odorant). The mem-
brane coated on QCM has selective adsorption rate for a moleculare and the frequency
deviation show the existence of odorants and their densities. Odrants and membrane
are tight relation while it is not so clear whose materials could be adsorbed so much.

In this paper we have used the following materials as shown in Table 1. The rea-
son why fluorine compounds are used here is that the compounds repel water such
that pure odorant moleculares could be adsorbed on the surface of the membrane. To
increase the amount of odorants to be adsorbed it is important to iron the thickness
of the membrane. In Table 1, we have tried to control the density of the solute in the
organic solvent. The basic approach used here is a sol-gel method. The sol-gel pro-
cess is a wet-chemical technique used for the fabrication of both glassy and ceramic
materials. In this process, the sol (or solution) evolves gradually towards the forma-
tion of a gel-like network containing both a liquid phase and a solid phase. Typical
precursors are metal alkoxides and metal chlorides, which undergo hydrolysis and
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Oscillation circuit
     (front view)

Oscillation circuit
     (side view)

 Electrodes

Sockets

Quartz plates

 Electrodes

Lead lines

Sensitive membrane 

Odorants

Odorants

Fig. 1 Principle of QCM. The odorants attached on snsitive mambrane will make the weight
of quartz plane. Thus, the original frequency of the crystal occilation will become smaller
according to the density of odorants.

polycondensation reactions to form a colloid. The basic structure or morphology of
the solid phase can range anywhere from discrete colloidal particles to continuous
chain-like polymer networks.

Table 1 Chemical materials used as the membrane.

Sensor number Materials of mebrane

sensor 1 Triethoxymethylsilane, ethanol(4ml), dilute nitric acid(0.023ml)
Sensor 2 Triethoxymethylsilane, water(3.13ml), ethanol(4ml), dilute nitric acid,

ethylacrylate(0.043ml)
Sensor 3 Triethoxymethylsilane, water(3.13ml),ethanol(4ml), water, dilute nitric

acid, ethylacrylate(0.014ml)
Sensor 4 Triethoxymethylsilane, water(3.13ml), ethanol(4ml), dilute nitric acid,

ethylacrylate(0.015ml)
Sensor 5 Triethoxymethylsilane, water(0.30ml), ethanol(4ml), dilute nitric acid,

ethylacrylate(0.043ml)
Sensor 6 Triethoxymethylsilane, water(0.05ml), ethanol(3.0ml), dilute nitric acid,

ethylacrylate(0.043ml)
Sensor 7 Triethoxymethylsilane, water(0.30ml), ethanol(3.2ml), dilute nitric acid,

ethylacrylate(0.043ml)
Sensor 8 No membrane
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Dry air 
cylinder

Pressure 
meter 1

Dry air

Needle 
valve 1

Dry air
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Pressure 
control 
valve 2 

Pressure 
control 
valve 1 

Pressure 
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Flow
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Needle 
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Smell 
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Smell 
gas

Tube 
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Fig. 2 Odor sensing systems. The air will be emitted from the dry air cylinder. Air flow is
controlled by pressure control valves 1 and 2. By using the needle valve 2, more precise folow
rate of the dry aircan be achieved and the thermostatic chamber in the pemeater can control the
temperature of the dry air. Finally, the air is pull in the sampling box where the QCM sensors
are attached on the ceiling of the box.

3 Odor Sensing System

Generally, it is designed to detect some specific odor in electrical appliances such as
an air purifier, a breath alcohol checker, and so on. Each of QCM membranes has its
own characteristics in the response to different odors. When combining many QCM
sensors together, the ability to detect the odor is increased. An EN system shown
in Fig. 2 has been developed, based on the concept of human olfactory system. The
combination of QCM sensors, listed in Table 1, are used as the olfactory receptors in
the human nose.

The odors used here are shown in Table 2. Note that the chemical properties of
these odors are very similar and it has been difficult to separate them based on the
measurement data by using MOGS sensors.

Table 2 Kinds of odors measured in this experimet.

Symbols Kind of odors

A Ethanol
B Water
C Methyl-salicylate
D Triethylamine
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4 Classification Method of Odor Data

In order to classify the odors we adopt a three-layered neural network based on the
error back-propergation method as shown in Fig. 3.

The error back-propagation algorithm which is based on the gradient method is
given by the following steps.
Step 1. Set the initial values of wji,wk j ,θ j,θk,and η(> 0).
Step 2. Specify the desired values of the output dk,k = 1,2, . . . ,K correspondint to
the input data xi, i = 1,2, . . . , I in the input layer.
Step 3. Calculate the outputs of the neurons in the hidden layer and output layer by

net j =
I

∑
i=1

wjixi−θ j,O j = f (net j), f (x) =
1

1+ e−x

netk =
J

∑
j=1

wk jO j −θk,Ok = f (netk).

Step 4. Calculate the error en and generalised errors by

ek = dk−Ok,δk = ekOk(1−Ok)

δ j =
K

∑
k=1

δkwk jO j(1−O j).

Step 5. If ek is sufficiently small for all k, END and otherwise

Δwk j = ηO jδk,wk j ⇐ wk j +Δwk j

Δwji = ηOiδ j,wji ⇐ wji +Δwji.

Step 6. Go to Step 3.
Using the above recursive procedure, we can train the odor data. The measurement

data is an eight-dimensional vector which are obtained with eight sensors stated in
Table 1.

5 Measurement of Odor Data

We have measured four types of odors as shown in Table 2. The sampling frequency
is 1[Hz], the temperatures of odor gases are 24∼26 [◦C], and the humidities of gases
are 6∼8 [%]. To control the density of gases, we use the deffusion tubes. Odor data
are measured for 600 [s]. They may include impulsive noises due to the typical phe-
nomena of QCM sensors. To remove these impulsive noises we adopt a medean filter
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Input pattern

Output pattern

Desired pattern

INPUT LAYER

OUTPUT LAYER

HIDDEN LAYER

Output error

i

j

k

+

-
+ +

- -

dk

Ok

ek

wkj

wji

Fig. 3 Three layered neural network with the error back-propagation. The neural network
consists of three layers, that is, an input layer i, a hidden layer j, and an output layer k. When
the input data xi, i = 1,2, . . . , I are applied in the input layer, we can obtain the output Ok in
the output layerwhich is compared with the desired value dk which is assigned in advance. If
the error ek = dk−Ok occurs, then the weighting coefficients w ji,wk j are corrected such that
the error becomes smaller based on the error back-propagation algorithm.

Sensor1

Sensor2

Sensor3

Sensor4

Sensor5

Sensor6

Sensor7

Sensor8

0 800[s]

0

4

8

12
Time[s]

Δf

Fig. 4 Measurement data. Here, eight sensors are used and for six handred [s] the data were
measured. The maximum value for each sensor among eight sensors is selected as a feature
value for the sensor. Therefore, we have eight sensor values for an odor and they will be used
for classification.

which replaces a value at a specific time by a median value among neighboring data
around the specific time. In Fig. 4 we show the measurement data for the symbol
A(ethanol) where the horizontal axis is the measurement time and the vertical axis
is the frequency deviation from the standard value(9M[Hz]) after passing through a
five-point medean filter.
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6 Training for Classification of Odors

In order to classify the feature vector, we allocate the desired output for the input
feature vector where it is nine-dimensional vector as shown in Table 3since we have
added the coefficient of variation to the usual feature vector to reduce the variations
for odors. The training has been performed until the total error becomes less than or
equal to .5×10−2 where η=.3.

Table 3 Training data set for ethanol (A), water (B), methyl-salicylate (C), and
triethylamine (D).

Symbols Output A Output B Output C Output D

A 1 0 0 0
B 0 1 0 0
C 0 0 1 0
D 0 0 0 1

7 Testing for Classification of Odors

After training, we have tested the other data sets such that two kinds of odors are mixed
with the same rate where one data set of mixed smells are {A&B, B&C, C&D, D&A,
A&C, B&D}. Then the classification results are shown in Table 4 where the under-
lined numerals dente the top case ahrere the maximum output values are achieved.
The maximum values show one of the mixed odors. But some of them does not show
the correct classification for the remaining odor. Thus, we have modefied the input
features such that

z = x− 0.9y

where x is the feature, y denotes the top value of each row in Table 4, and z is new
feature. Using the new feature vector, we have obtained the classification results as

Table 4 Testing the mixed odors where the top and the second from the top are the classifi-
cation results.

Symbols Output A Output B Output C Output D

A and B .673 .322 .002 .001
B and C .083 .696 .174 .001
C and D .001 .004 .016 .992
D and A .003 .003 .002 .995
A and C .992 .006 .002 .000
B and D .003 .003 .003 .995
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shown in Table 5. By changing the features according to the above rlation, better clas-
sification results have been obtained. But the coefficient .9 used the abouve equation
is not considered so much. The value might be replaced by the partial correlation
coefficient in multi-variate analysis.

Table 5 Testing the mixed odors where except for the largest value the top is selected as the
second odor among the mixed odors.

Symbols Output A Output B Output C Output D

A and B .263 .290 .166 .066
B and C .358 .029 .631 .008
C and D .002 .071 .644 .163
D and A .214 .004 .037 .230
A and C .031 .020 .527 .026
B and D .108 .010 .039 .325

8 Conclusions

We have presented the reliability of a new EN system designed from various kinds of
QCM sensors. It has been sgown that after training the neural network for each odor,
we can classify the original odor from the mixed odors in case of two odor case. More
than two mixing case is open for the future research.

Acknowledgements. This research has been supported by Grant-in-Aid for Challenging Ex-
ploratory Research No. 22656089 of Japan Society for the Promotion of Science and we wish
to thank JSPS for their support.
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A Predictive Search Method of FAQ
Corresponding to a User’s Incomplete Inquiry
by Statistical Model of Important Words
Co-occurrence

Masaki Samejima, Yuichi Saito, Masanori Akiyoshi, and Hironori Oka

Abstract. We address a predictive search of FAQ corresponding to a user’s incom-
plete inquiry that a user is inputting with important words defined in each FAQ. The
important words co-occur in a user’s inquiries and the rates of the co-occurrences
depend on which FAQ the user’s inquiry corresponds to. The co-occurrence rates
of important words in inquiries are estimated from a statistical model of important
words co-occurrence generated with past inquiries and FAQ corresponding to them.
When the highest co-occurrence rate of them is larger than a threshold set on each
FAQ, the inquiry is regarded as a corresponding FAQ. Experimental results show
that the proposed method can improve the recall rate by 40% for short inquiries and
the precision rate by 27% for long inquiries.

1 Introduction

Recently companies set up a web page of a help desk for answering users’ inquiries.
Users can send inquiry e-mails through the web form on the web page. Receiving
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the inquiry e-mails, operators in the help desk need to reply the e-mails. Then, FAQ
(Frequently Asked Questions) that consist of pairs of a frequent question and an
answer of it are written on the web page for dealing with many inquiries. Although
operators expect that users look for the answers before sending inquiries, most users
send their inquiries without a glance of FAQ. If the user can get corresponding
FAQ to the user’s inquiry in inputting the inquiry on the web form, the user notices
the answer and stops sending the inquiry. The goal of this research is to display
corresponding FAQ to the incomplete inquiries that users are inputting.

In order to display corresponding FAQ, conventional methods use templates of
questions [1], keyword matching [2] or Jaccard coefficient [3] between an inquiry and
each question in FAQ [4, 5]. Because the methods with templates of questions can not
be applied to incomplete inquiries, the others can be applied by setting “important
words” as keywords on each FAQ. But, the methods with keyword matching do not
display any FAQ until all important words are inputted by users. And, the methods
using Jaccard coefficient display wrong FAQ when the inquiry has a few words.

We propose a predictive search method of FAQ corresponding to a user’s in-
complete inquiry. For example, in inquiry of “I forgot my password.”, “forget” and
“password” are important words and appear(co-occur) in the inquiry. Rates of the
co-occurrences depend on which FAQ the user’s inquiry corresponds to. So, the cor-
responding FAQ can be displayed when the co-occurrence rate is judged to be high
by a threshold.

2 Search for FAQ Corresponding to a User’s Incomplete
Inquiry

2.1 The Outline of the Predictive Search of FAQ

The number of inquiries are expected to be reduced by displaying FAQ that cor-
responds to the user’s inputting inquiry before the user completes the input of the

Predictive search engine
FAQ

---

---

---

Additional 

input

Input

Detect FAQ１

Detect FAQ２

Inquiry form

register

FAQ１

register password

FAQ２

ＦＡＱ１

I want to change registered address.

ＦＡＱ２

I forget registered password.
･

･

･

Fig. 1 Outline of the predictive search of FAQ
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inquiry. So, we address a predictive search of FAQ corresponding to incomplete
inquiries. Fig. 1 shows the outline of the predictive search of FAQ.

When the user inputs the inquiry in the web form, the predictive search engine
searches FAQ corresponding to the inputted word. Every time another word of the
inquiry is inputted by the user, FAQ that corresponds to the inquiry is displayed.

2.2 Approach and Issues

Because there are keywords that characterize the content of FAQ, operators use the
important words in each FAQ as keywords for searching FAQ. The inquiry that in-
cludes all important words of a certain FAQ is likely to correspond to the FAQ. So,
a typical approach of searching FAQ is to make combination patterns of important
words in each FAQ, and to search the combination patterns in the inquiry. If the
inquiry has a combination pattern in a certain FAQ, the FAQ is displayed to the user.
Fig. 2 shows FAQ searching by the pattern matching. In the example of Fig. 2, com-
bination patterns in FAQ1 are (address, register) and (address, change). When user
inputs “I don’t know my ID”, the incomplete inquiry matches to the combination
pattern in FAQ2. However, the typical approach has following issues:

• After the input of all important words, users submit the inquiry in a moment.
• Once the inquiry includes a combination pattern in wrong FAQ, wrong FAQ is

kept displayed in spite of inputting additional words.

FAQ２

ＩＤ

Forget

Know

Show FAQ if pattern is 

matched

FAQ１

Address

Change

Register

Pattern set of  important 

word in FAQ

Retrieve matched pattern

Display

ＦＡＱ２

Inquiry form

I don’t know

my ID.

Fig. 2 Pattern matching by combination of important word

Although predictive search methods [6] have been proposed for solving the is-
sues, the accuracy of the search by the methods is not so good. In this paper, we
improve the accuracy by using important words predefined in FAQ.

3 A Predictive Search Method of FAQ by Statistical Model
of Important Words Co-occurrence

3.1 Outline of a Predictive Search Method of FAQ

When some important words of a certain FAQ are inputted (co-occurred) in the
inquiry, the co-occurrence rate of important words differs in each FAQ. Focusing on
the difference of the rates, we propose the predictive search method by the rate of
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important words’ co-occurrence in past inquiries. A corresponding FAQ is identified
when the co-occurrence rate of important words in the FAQ is the highest. In order
to prevent wrong FAQ from being kept displayed, the threshold corresponding to
the number of input words is used to decide whether the FAQ is displayed or not.
Fig. 3 shows the outline of the predictive search method of FAQ.

Thesaurus

Morphological

Analysis

Word

“Forget

Password”

is Clic

Display FAQ or not

Output

Substitution

Judge of identify FAQ
Set threshold by co-

occurrence and length

and remove wrong FAQ

Stand by to the 

following input

Password

Forget

FAQ２

Co-occurrence

：40％

Important

words

ＦＡＱ１

ID and password are 

forgotten. It has not 

understood. 

Important words

ID、Password、understand

Identify FAQ
Identify FAQ of 

co-occurrence of 

important words

Inquiry form

Input

Past inquiry
Threshold by

co-occurrence

30%

40%＞30%

⇒Display

Forget password

・・・

Threshold by

Sentence length

６words

Fig. 3 Outline of FAQ presentation system that uses important word co-occurrence rate
model

The inquiry sentences are processed by morphological analysis to be divided
into words, and the synonyms are unified by the thesaurus. Whenever a user inputs
a new important word in the inquiry, a corresponding FAQ is identified by the co-
occurrence rate of important words in each FAQ. When the co-occurrence rate is
larger than the threshold, the FAQ including the important words is considered to be
corresponding FAQ to the inquiry.

3.2 Predictive Search by Statistical Model of Important Words
Co-occurrence

Fig. 4 shows the outline of the predictive search of FAQ by the statistical model of
the co-occurrence of important words. To search FAQ by some of important words,
the proposed method generates the statistical model by combination patterns of im-
portant words and co-occurrence rates of the important words in past inquiries.

Co-occurrence rates are the ratios of the total number of co-occurrences of im-
portant words in past inquiries that correspond to each FAQ or “Other” that means
“correspond to no FAQ”. The co-occurrences of important words in each FAQi are
used for searching each FAQi. Because “Other” have no important words, impor-
tant words of all FAQ are used for “Other”. The co-occurrence rate(p, i) of the
co-occurrence pattern p belonging to FAQi is obtained in the following expressions:
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Display

sequentially
Identify FAQ

Inquiry form

Password was

forgotten･･･

Fig. 4 FAQ search based on stochastic model of co-occurrence of important words

co-occurrencerate(p, i) =
Np,i

∑i Np,i

where Np,i is the number of co-occurrences of p in the past inquiries correspond to
FAQi.

As shown in Fig. 4, whenever the co-occurrence pattern p is inputted, FAQi where
the co-occurrence rate(p, i) is the highest is regarded as corresponding FAQ. FAQ
is not displayed when the inquiry is regarded to correspond to “Other”. In Fig. 4,
when a user inputs “Password”, FAQ2 whose co-occurrence rate is 10% is searched.
When a user inputs two words “Password” and “forget” additionally, FAQ1 whose
co-occurrence rate is 40% is searched.

3.3 Judgment of Displaying FAQ

Fig. 5 shows the outline of deciding thresholds for judgment of displaying searched
FAQ. The co-occurrence rate of important words concerning a specific FAQ tends
to be increased as the number of input words is increased. In case that the co-
occurrence rate is low in spite of a long inquiry, it is possible to judge that the
displayed FAQ is wrong. The precision rate can be improved by the threshold for
the co-occurrence rate according to the number of words.

First of all, past inquiries are divided for the generation of the stochastic model
and for setting threshold. The proposed method calculates co-occurrence rates from
past inquiries for the generation of the stochastic model. All the thresholds T hp,i(W )
of a co-occurrence pattern p in FAQi are set according to the number of important
words W . Changing the candidates of thresholds from 0% to 100% and judging
whether FAQ are displayed or not for past inquiries by the thresholds, the proposed
method decides thresholds for the system, when the result of the judgment indicates
that F-value is maximum or the recall rate is maximum at the certain precision rate.

Moreover, because the average number of words in inquiries depends on which
FAQ the inquiry corresponds to, it can be judged whether FAQ should be displayed
according to the number of input words. Then, the proposed method does not display
FAQ if it can be considered that the number of words is statistically different from
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Fig. 5 Decision of threshold for FAQ presentation judgment

the number of words in past inquiries. The 95% confidence interval of the number of
words in each FAQ is calculated from past inquiries, and the upper bound value of
the interval is used as a threshold. The threshold of FAQ2 is six words in an example
of Fig. 5. If the words are inputted more than 7 words, the inquiry is regarded to be
“Other” and FAQ is not displayed. For example, the inquiry of “Because I changed
my e-mail address and forgot my password, I can not access to the web page for reg-
istered members.” includes a pattern (forgot, password) of FAQ2. When the pattern
is inputted, the number of words in the inquiry is more than the threshold of FAQ2.
So, FAQ2 is not shown to users.

4 Evaluation Experiment

We compared the proposed method to the pattern matching described in 2.2 based on
inquiry e-mails sent to a help desk of the member management system of the sports
association. These inquiries are classified to correct FAQ manually in advance. We
use 1761 e-mails recorded by operators for a year: while 456 e-mails of them match
to FAQ and 1305 e-mails belong to “Other”. Because all the e-mails and FAQ are
written in Japanese, Japanese morphological analysis tool “Chasen” is used. Table 1
shows the number of training data and test data. 2/3 of the inquiry e-mails is used to
decide the thresholds and 1/3 of them is used to evaluate. We evaluate by the recall
rate that corresponding FAQ is displayed once while an inquiry is being inputted,

Table 1 The number of supervised data and target data to be classified

FAQ Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

The number of inquiries as supervised data 13 166 15 9 25 13 35 27
The number of inquiries to be classified 7 83 8 5 12 6 18 14
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Fig. 6 Result of experiment

and by the precision rate that FAQ was correctly displayed while inquiry is being
inputted. The threshold when F-value becomes the maximum is used as a threshold
of the co-occurrence rate. And, the proposed method is applied with confidence
levels 95% and 99% for thresholds of the number of words.

Fig. 6 shows the experiment result of precision rates and recall rates in applying
the pattern matching and the propoased method with confidence levels 95% and
99%. The proposed method with the confidence level 95% improves the recall rate
by 40% on the average when the number of input important words is below 2 words,
and the precision rate by 27% on the average when the number of input important
words is more than 3 words. In applying the method with pattern matching to long
inquiries that have important words in some FAQ, wrong FAQ is often displayed.

Next, we discuss the effect of the confidence level for setting thresholds. As
shown in Fig. 6, the difference of recall rates or precision rates between results with
both of the confidence levels is below 10%. Because the difference of the confidence
levels does not make the effect on the recall rates or precision rates, operators can set
the confidence level without strictly adjusting. In this help desk, the operators want
to keep the recall rate higher in inputting few words and the precision rate higher in
inputting more words. So, the confidence interval 95% is appropriate for this help
desk.

We show examples of inquiries where the proposed method improves the recall
rate and the precision rate in the following:

• Inquiry A “Though I want to pay, the time limit of payment had passed the date
yesterday. . . ”
In this inquiry, it is necessary to input an important word “payment”, “time limit”
and “pass”. But, in the proposed method, corresponding FAQ can be displayed
by inputting just “pass” and “time limit”.
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• Inquiry B “I don’t know my membership code. And, the time-limit of
payment . . . ”
Because this inquiry includes two or more questions and is longer, it must be
classified correctly into “Other”. The threshold of the number of words can pre-
vent wrong FAQ from being displayed.

Through the above discussion, it is confirmed that the proposed method is effective
for the predictive search of FAQ. Now, operators must decide important words used
by the proposed method. So, our future task is to decide the appropriate important
words by the past inquiries.

5 Conclusion

We proposed the system that displays corresponding FAQ to a user’s incomplete
inquiry in the web form. The important words co-occur in a user’s inquiries, and the
rates of the co-occurrences depend on which FAQ the user’s inquiry corresponds to.
The co-occurrence rates of important words are estimated by a stochastic model that
is generated with past inquiries and FAQ corresponding to them. When the highest
co-occurrence rate of them is larger than a threshold set on each FAQ, the inquiry
is regarded as a corresponding FAQ. Experimental results showed that the proposed
method can improve the recall rate by 40% for short inquiries and the precision rate
by 27% for long inquiries.
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Decision Making for Sustainable Manufacturing 
Utilizing a Manufacturing Technology Database 

Nozomu Mishima  

Abstract. Sustainability is an important issue in manufacturing technologies in 
these days. However, for manufacturing engineers, quality has been the most im-
portant goal for long. Thus, in evaluating sustainability of manufacturing technol-
ogies, not only environmental aspects, but also quality of manufacturing should be 
taken into account. The existing work has proposed an evaluation method for 
manufacturing technologies which was named “Total Performance Analysis 
(TPA).” It can quantify the balance of the value created by the manufacturing 
process versus the cost and environmental impact. TPA can point out segment 
manufacturing processes which should be improved most. Through a simple case 
study, the paper concludes that the proposed method is helpful to evaluate real 
sustainability of manufacturing processes. In addition, by combining with manu-
facturing technologies database, not only pointing out the manufacturing processes 
to be improved, but also suggesting alternative processes will be possible. 

1  Introduction 

In recent world, every human activity has to be sustainable. To achieve sustainable 
manufacturing, it is important to reduce environmental impact of manufacturing 
processes. However, for manufacturing engineers, enhancing manufacturing quali-
ty had been the most significant goal. Therefore, to encourage development of sus-
tainable manufacturing technologies, it is necessary to evaluate manufacturing 
quality, as well. One answer is the ‘eco-efficiency [1].’ Eco-efficiencies are useful 
indexes to evaluate environmental and economical aspect simultaneously. Howev-
er, the original eco-efficiency cannot evaluate each component which composes 
the product, or each segment process which composes the total manufacturing 
process. Thus, it is difficult to suggest design improvement strategies by using 
eco-efficiency evaluation. In addition, it is also difficult to decide how-to-make 
from a long list of manufacturing technologies. In the existing work [2], a new 
eco-efficiency index named ‘total performance indicator (TPI)’ was proposed and 
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a procedure of analysis based on the indicator was shown. The procedure has been 
applied to evaluate sustainable products [3], other manufacturing processes [4], 
production systems [5], sustainable businesses [6] and so on. This paper tries to 
apply the method to decision-making in manufacturing processes. By calculating 
the TPI of each segment process, bottleneck segment process in enhancing the to-
tal performance of the process can be clarified. The paper takes an actual product 
as an example, and estimates contribution of each segment process in creating the 
features of the product. If a segment process doesn't contribute much in creating 
value, and causes much environmental impact and cost, the segment process 
should be improved. One objective of this paper is to provide a decision-making 
method which supports manufacturing engineers to redesign sustainable manufac-
turing processes. And the other objective is to implement such a decision-making 
tool for sustainable manufacturing, by utilizing a manufacturing technologies  
database developed by AIST [7]. 

2  Basics of the Decision-Making Method 

2.1  Definition of a New Eco-efficiency Index 

In an existing study, the author has proposed an index to evaluate real eco-
efficiency of products, by considering products’ utility values, costs and environ-
mental impacts through product lifecycle. The index is defined by (1) and named 
total performance indicator (TPI). To apply it to manufacturing process evalua-
tion, it is important to take into account manufacturing qualities. To evaluate the 
eco-efficiencies of manufacturing processes, the same idea can be applied. The 
paper defines the total performance of the segment manufacturing process by (2). 
The equation expresses the balance of the product value created by the manufac-
turing process, versus cost and environmental impact of the process. The equation 
will be useful in evaluating the eco-efficiency of manufacturing processes. 

LCELCC

UV
TPI =

                           
(1)

 

TPI: total performance indicator, UV: utility value of the product 
LCC: life-cycle cost of the product, LCE: life-cycle environmental impact  

ii

i

PCPE

V
TPIPROCESS

⋅
Δ

=
                      

(2)
 

ΔV:Value increase by the segment process, i: number of processes 
PCi: cost of a segment process, PEi: environmental impact of a segment process. 

2.2  Decision-Making for Improvement in Manufacturing Processes 

Since the purpose of the evaluation is to obtain suggestions for process improve-
ment, it is necessary to evaluate TPI of each segment process and to determine 
bottleneck segment process in enhancing TPI of the total manufacturing process. 
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Figure 1 indicates the concept of analyzing a total manufacturing process by fo-
cusing on the bottleneck segment process. The bottleneck process is shown as a 
segment line with a shallow slope. For example, segment process 2 in the figure 
has a shallow inclination. It means that this segment process does not contribute 
much in creating the final product value, but it generates relatively large cost and 
environmental impact. In other words, this process is not very efficient in enhanc-
ing manufacturing quality. Therefore, there is a possibility to improve the process. 
In such a case, there are 3 ways to improve TPI of the total process. Those are, "1-
1: reduction of environmental impact of the segment process," "1-2: enhancement 
of the quality," and "2: application of a new combination of processes." First two 
are focusing on the bottleneck process and trying to improve it. The third one is to 
introduce totally new processes that can replace the total manufacturing processes 
including the bottleneck segment process. 

These approaches do not assure whether the focused segment process is actual-
ly improvable. To apply the design evaluation method to an actual process and to 
ensure the improvement, it is indispensable to collaborate with process engineers 
who are aware of problems in their manufacturing process. In addition, to find an 
alternative segment process, integrating the knowledge database of manufacturing 
technologies can be a practical and appropriate method. 
 

 
Fig. 1 Concept of evaluation and decision making in manufacturing process 

3  Case Study 

3.1  Case Study; A Vane Pump 

To show an actual procedure of process TPA and improvement of a process, a 
practical example has been examined. As the target product a vane pump whose 
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overview is shown in Figure 2 was chosen. A vane pump is a popular industrial 
product for liquid carriage. Roughly speaking, the main function of a vane pump 
is to carry liquid, but, the function can be separated into more detailed 8 functional 
requirements (FRs). In the 8 FRs, there are some very important functions and 
there are also functions that are not very important. So, in this method, every FR 
should be evaluated based on the relative importance. In the paper, the evaluation 
of the relative importance of each FR is based on QFD [8, 9] type analysis. Table 
1 shows the 8 defined FRs, its’ relative importance, and calculated value of each 
FR by assuming the price of the product as 200,000 JPY. 

 

 

Fig. 2 Schematic image and parts of a vane pump 

Table 1 Functional requirements, relative importance and monetary values 

Functional requirement Importance Value (k JPY) 
Quantity of liquid 9 39 

Accuracy of liquid quantity 1 5 
Cavitation free 3 13 

Large exhalation pressure 9 39 
Small installation space 3 13 
Quiet operation sound 3 13 

No liquid leakage 9 39 
High reliability 9 39 

3.2  Allocation of Values to Quality Characteristics 

The second step of the analysis is to know how each quality characteristic is  
important in creating the value of the product. The calculation defines quality cha-
racteristics to express the performance of the vane pump. Then, again using the 
QFD approach, it tries to describe how each quality characteristic relates strongly 
to the functional requirements. By taking these steps, it is possible to allocate the 
product value to quality characteristics using the functional requirements as the  
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intermediate step. Table 2 shows the defined quality characteristics such as ‘lift,’ 
‘rotational speed’ and so on. Calculated value of each quality characteristic is also 
shown in the table.  

3.3  Allocation of Values to Properties of Components 

Products usually consist of components. As for the main structure of the vane 
pump, major components are vane, cum ring, rotor, housing and motor. Since the 
quality characteristics have relations between components and properties of com-
ponents, it is possible to allocate the values of quality characteristics to the value 
of component properties. For example, as shown in Table 3, the ‘exhalation quan-
tity’ has a strong relationship with ‘shape accuracy’ of ‘vane.’  

Table 2 Value of quality characteristics 
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Quantity of liquid 9 39 9 9 3 9 3 3 1 1 1  39

Accuracy of liquid 
quantity 

1 5 9 9 3 3 3 3 1 1 1  33

Cavitation free 3 13 9 9 18

Large exhalation 
pressure 

9 39 9 9 3 9 3 3 1  37

Small installation space 3 13 9 9 9  27

Quiet operation sound 3 13 9 1 1 3  14

No liquid leakage 9 39 9 3 12

High reliability 9 39 9  9

Value of quality characteristics  
(K yen) 20 20 15 21 13 7 70 6 8 4 16 200

  

3.4  Allocation of Values to Segment Manufacturing Processes 

The last step of the analysis is to know the contribution of each segment process 
on the value creation. By identifying the relation between each segment process 
composing the total manufacturing process and component properties, it is possi-
ble to calculate values of segment processes. Table 4 shows the result of the  
calculation of process values. Then, by using the values, costs and environmental 
impacts, TPI graph can be drawn. Figure 3 is the TPI graph of the manufacturing 
process of vanes of a vane pump. The figure shows, comparing to the TPI of the 
total process, segment processes ‘grinding’ have a relatively low TPI. 
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Table 3 Value allocation to component properties 
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roughness 
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Weight        1    0.5 

Wear resistance         1  9 9.9 
Shape          1  0.3 
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Table 4 Value allocation to segment processes 
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 Material processing   9  1 0.4

Rough machining 3 1 3  9 5.2

Heat treatment   9  9.9
Finish machining 9 3 1   14.6

Grinding  9   1 3.2
 total 11 13 13 9 11 33.3

  

4  Decision-Making and the Detection of Alternative Processes 

The analysis shown in section 3, Figure3 can be illustrated. The figure tells that 
the last segment line has a relatively low slope. It suggests that “grinding” doesn’t 
contribute much in enhancing the value but has a relatively large environmental 
impact and cost. Thus, “grinding” is the target of improvement. Since the sugges-
tion doesn’t tell whether there are alternative processes, combining the proposed 
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decision making method with a knowledge database can be helpful. Figure 4 
shows the index page of “cutting” of a manufacturing technologies database  
developed by author’s research institute. Although the original database is written 
in Japanese, English explanations are attached. By selecting the tabs, actual data 
of cutting technologies can be viewed. Data of other manufacturing technologies 
such as electro-discharge machining, etc are also stored. The database suggested 
that it is possible to eliminate “grinding” by the extension of "fine machining," 
since surface roughness is not very important as form-accuracy, in this case. 

 

Material 
processing 

Heat treatment 

Rough ma-
chining 

Fine machining 
Grinding 

 

Fig. 3 Value versus environmental impact and cost of segment processes 

 

Cutting database 

Search of cutting tech-
nologies data 

Data types:  
Wear vs time 
VT diagram 
Tool wear 

Workpiece materials 
Types of process:  

Turning 
Milling 

End-milling 
Tool materials 

Cutting fluids 

 

Fig. 4 Index page of the manufacturing technologies database (in Japanese) 

5  Conclusion 

The paper has shown a procedure to evaluate value creation efficiency of manu-
facturing processes. The efficiency has the value created by the process as the nu-
merator and takes square root of multiple of environmental impact and cost of the 
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process, as the denominator. This method can be useful when a multi-criteria deci-
sion-making in establishing sustainable manufacturing is required. Through a case 
study, the proposed procedure can extract a segment manufacturing process to be 
improved, since it creates less value but has a relatively large impact and cost. In 
addition, only by the evaluation method, an alternative process cannot be sug-
gested, but by combining the suggested result with knowledge database of manu-
facturing technologies, it is possible to determine the improvement target and the 
alternative processes at the same time. 

Future work is to apply the procedure to more practical examples to evaluate 
the effectiveness of the proposed method. In addition, based on this method, it will 
be possible to apply a numerical method to determine the optimum set of manu-
facturing processes automatically. It will be a useful method of intelligent deci-
sion-making in sustainable manufacturing. 
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Solving Time-Dependent Traveling Salesman 
Problems Using Ant Colony Optimization  
Based on Predicted Traffic 

Hitoshi Kanoh and Junichi Ochiai  

Abstract. In this paper, we propose an ant colony optimization based on the pre-
dicted traffic for time-dependent traveling salesman problems (TDTSP), where the 
travel time between cities changes with time. Prediction values required for 
searching is assumed to be given in advance. We previously proposed a method to 
improve the search rate of Max-Min Ant System (MMAS) for static TSPs. In the 
current work, the method is extended so that the predicted travel time can be han-
dled and formalized in detail. We also present a method of generating a TDTSP to 
use in evaluating the proposed method. Experimental results using benchmark 
problems with 51 to 318 cities suggested that the proposed method is better than 
the conventional MMAS in the rate of search. 

1  Introduction 

Ant colony optimization (ACO) is a stochastic search algorithm for problem solv-
ing that takes inspiration from the foraging behaviors of ants. ACO has been for-
malized into a metaheuristic for combinatorial optimization problems by Dorigo  
et al., and many applications are now available [1]–[3].  

Many studies on pheromone update methods have tried to improve the perfor-
mance of ACO [1][2]. These studies focused on static optimization problems, but 
in practical applications, dynamic optimization problems play an important role. 
In this paper, we deal with the time-dependent traveling salesman problem 
(TDTSP), where the travel time between cities changes with time. This reflects the 
occurrence of traffic congestion in the real world [3]. Conventional methods for 
this problem repeat a search when the traffic flow changes during movement  
[4]–[6]. However, finding the global optimal solution by this method is difficult. 
                                                           
Hitoshi Kanoh · Junichi Ochiai 
Department of Computer Science, Graduate School of Systems and Information  
Engineering, University of Tsukuba, Tsukuba, Ibaraki, Japan 
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Furthermore, when traffic changes rapidly, the information obtained from an old 
search may not be helpful. 

In this paper, we propose an ACO based on the predicted traffic for a TDTSP. 
We previously proposed a method [7] to improve the search rate of Max-Min Ant 
System (MMAS) [8] for static TSPs. The method gives deviations from the initial 
pheromone trails by using a set of local optimal solutions calculated in advance. 
This method aims to build a near optimal solution at high speed, so it would be 
suitable for a TDTSP. In the current work, the method is extended so that the pre-
dicted travel time can be handled and formalized in detail. We also present a me-
thod of generating a TDTSP to use in evaluating the proposed method. 

In the following section, we start by describing the problem. Then, we detail 
the algorithm of the proposed method. Finally, we present the results of experi-
ments comparing the proposed method with MMAS using benchmark problems 
with 51 to 318 cities. 

2  Problem Description 

2.1  Time-Dependent Traveling Salesman Problem (TDTSP) 

The TSP [9] can be represented by a complete graph G = (N, A), where N is a set 
of nodes, i.e., cities, n=|N| is the number of cities, and A is the set of arcs fully 
connecting the nodes. Each arc (i, j)∈A is assigned a value di,j (=dj,i), which 
represents the distance between cities i and j. The TSP then is the problem of find-
ing a shortest closed tour visiting each of the cities of G exactly once. The TSP in-
stances used in this paper are taken from the TSPLIB benchmark library [10]. 

The TDTSP extends the original TSP so that traffic congestion can be included. 
Let Ti,j be the travel time between cities i and j; the value of Ti,j can be considered 
to be that of di,j. Traffic congestion can be represented by change in the travel 
time. In this paper, this change is defined by the following formula, where Ti,j (nup) 
is the travel time in the nup-th change, Ti,j (0) means the original travel time of a 
given TSP, t is a current time, brackets [ ] indicate the Gaussian symbol, Δt is an 
update interval of travel time, Cf is a coefficient of fluctuation (0≤Cf < 1), and 
rand∈[-1, 1] is a random number sequence. 
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In this work, Ti,j (nup) is considered to be a predicted value, and a set of prediction 
values {Ti,j (0), Ti,j(1), …} required for searching is assumed to be given in  
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advance. The time when a salesman leaves city 1 is set to t = 0, and he always  
departs from and returns to city 1. 

2.2  Greedy Algorithm for TDTSP 

The greedy algorithm [1] is widely used in generating initial solutions from 
scratch by iteratively adding solution components to an initially empty solution 
until the solution is complete. In the TDTSP, a solution (tour) is built by adding 
the city with the shortest travel time. An algorithmic outline is given below, where 
i, j, and k are city numbers, Sp is a partial solution (i.e., a list of cities visited), and 
N’ is a set of cities not yet visited. 
 

Procedure Greedy(second-city) 
i = second-city; 
Sp = ( 1 i );  /* first city is always 1 */ 
N’ = N-{1}; 
While(N’ is not empty){ 

));((minarg
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  ;kSpSp ⊗←     /* k is added to Sp */ 

i = k; 
} 
return Sp as a solution; 

3  Proposed Method 

3.1  Travel Time of Tour 

In the following, the time required to travel from one node to another node is 
called the arc travel time Ti,j (see Sect. 2.1), and the time required to travel around 
a tour is called the tour travel time. The arc travel time is calculated using the time 
ti when a salesman reaches one of the nodes of the both ends of the arc. The tour 
travel time for solution S can be calculated by the following formulas: 
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3.2  Initial Pheromones 

In MMAS, the initial pheromone trail τ0 can be calculated by the next formula, 
where Sk(greedy) is the solution constructed by the greedy algorithm, n is the 
number of cities, and the number of ants is n-1. 
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In the proposed method, we initialize the pheromone trails by the following pro-
cedure, where S0k (k=1, …, n-1) is the solution improved by a local search (such as 
2-opt [1]) after construction by the greedy algorithm, and r (0≤r≤1) is a parameter. 
In addition, to use a local search is an option of the proposed method. 

Procedure Initialize-pheromone() 
for(i=2; i<=n; i++) Greedy(i); 
/* n-1 solutions are constructed */ 
Improve solutions using local search; /* option */ 
Let τi,j=τ0 for all (i, j)∈A; /* see (1) */ 
Update τi,j individually using (2); 
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Here, the first term on the right side of (2) means the uniform distribution of phe-
romones, and the second term means centralization of the pheromones around lo-
cal optimal solutions. The parameter r indicates the ratio of the decentralization of 
the initial pheromone trails and the centralization of those trails. When r=0, the 
proposed method and MMAS work similarly, though they differ in the quantity of 
trails (which increases since T(S0k)<T(Sk(greedy)) generally). In contrast, when 
r=1, the initial pheromones are distributed only on the arcs contained in the local 
optimal solutions. If the local search is not used, the proposed method with r=0 is 
the same as MMAS. 

3.3  General Procedure 

The general procedure of the proposed method is given below, where Sib is the 
best solution in the current iteration and Sgb is the best solution found since the 
start of the algorithm. The probability of selecting the next city can be calculated 
using formula (3). 
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Procedure Main() 
Input TDTSP; 
Set parameters; 
Initialize-pheromone(); 
while(terminal condition not met) { 

for(k=1; k<=n-1; k++) 
construct solution Sk using (3); 

);(minarg
,

k
nk

ib STS
11 −=

=  

if(T(Sib)<T(Sgb)) Sgb=Sib; 
Update pheromone by the same method as MMAS[1]; 

} 
Output final solution Sgb; 

4  Experiments 

4.1  Experimental Method 

To evaluate how well the proposed method performs, we conducted experiments 
using the TSP instances eil51, eil76, eil101, kroA200, and lin318 from the 
TSPLIB [10]. TDTSPs were generated by the method in Sect. 2.1. Table 1 shows 
the number of cities, the optimal solution known in a static environment, the up-
date interval of travel time in a dynamic environment, and the number of updates 
for each instance. 

Table 1 TSP instances used in experiments and update of travel time. 

TSP Number of 
cities 

Optimal 
solution

Update 
interval 

Number of 
updates 

eil51 51 426 5 86 

eil76 76 538 5 108 

eil101 101 629 5 129 

kroA200 200 29368 300 98 

lin318 318 42029 300 140 
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In this work, minutes and seconds are assumed as units of travel time for in-
stances {eil51, eil76, eil101} and {kroA200, lin318}, respectively. As a result, the 
tour travel times obtained in the experiments were about 7 to 12 hours. In the real 
world, the traffic flow of a road network is measured in 5-minute intervals in 
many cases, and the predicted value of a traffic flow is calculated in the intervals. 
In the experiments, the update interval of travel time was set to 5 minutes  
(300 seconds); the number of updates was as shown in Table 1. Since the number 
of updates was 86 to 140, it can be said that the traffic flow was changed very  
frequently. 

In this experiment, the local search which is an option of both the generic ACO 
and the proposed method was not used because the purpose is to evaluate the orig-
inal performance of the proposed method. Consequently, the proposed method has 
almost no additional computation cost compared with the conventional MMAS. 
The other experimental conditions are as follows. The values of the ACO parame-
ters were those generally used [1]. The degree of centralization r in formula (2) 
was fixed to 0.9 by preparatory experiments. The upper bound of iterations was 
1000 and the coefficient of fluctuation Cf was 10%. In addition, each experimental 
result shown below is the average of 30 trials using different random number  
sequences. 

4.2  Performance of Proposed Method 

We first examined the property of initial solutions Sok for pheromone trail initiali-
zation using TSP instance eil101. Cover ratio is defined as the ratio of the number 
of arcs contained in the initial solutions in the arcs that construct the final solution 
to the number of cities. Figure 1 shows the relationship between the cover ratio 
and the number of initial solutions. We can see that the large majority of arcs on 
the final solution can be included in the initial solutions. 

Next, we compared the performance of the proposed method (r=0.9) with that 
of MMAS (r=0). The tour travel times of the best solutions in each iteration step 
for eil51 are shown in Fig. 2. The proposed method is clearly superior to MMAS 
in the rate of search. However the difference between the tour travel time of the 
best solution in the final iteration step of the proposed method and that of MMAS 
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Fig. 1 Relationship between cover ratio and number of initial solutions. 
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was less than the standard deviation. The same results were obtained for the other 
problems. 

Next, Fig. 3 shows the numbers of iteration steps until the tour travel time of 
the best solution reaches 90% of the final value. The value of 90% assumes an ap-
proximate solution in the real world. The transverse axis represents the TSP in-
stance. We can see the following from the figure. 

• The numbers of iteration steps of MMAS and the proposed methods increase 
slowly as the number of cities increases except for the largest instance lin318. 
Search for lin318 may not have converged completely. 

• The time required to find approximate solutions of the proposed method is 
about 2.6 to 3.4 times as fast as that of MMAS. 

The results suggest that the proposed method is effective for practical use prob-
lems compared with the conventional MMAS. 
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Fig. 2 Tour travel times of best solutions in each iteration step. 
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Fig. 3 Numbers of iteration steps until tour travel time of best solution reaches 90%. 
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5  Conclusion 

In this paper, we presented a new ACO technique based on predicted traffic for 
TDTSPs. Experimental results using benchmark problems with 51 to 318 cities 
suggested that the proposed method is better than the conventional MMAS in the 
rate of search; the additional cost of computation for constructing local optimal so-
lutions is negligible. 

The results presented in this paper are based on five benchmark problems. Fur-
ther investigation using other problems is necessary. It is important to apply the 
present method to real-world problems; in this case, the number of cities that a sa-
lesman can visit in one day may be less than 200. Although the proposed method 
is for the TDTSP, the idea of giving deviations from the initial pheromone trails 
can be used for other time-dependent combinatorial optimization problems. 
 
Acknowledgments. The authors thank Mr. Yosuke Kameda for his helpful comments and 
suggestions. This research was partly supported by a Grant-in Aid for Scientific  
Research (C) of the Japan Society for the Promotion of Science (23500169). 

References 

[1] Dorigo, M., Stutzle, T.: Ant colony optimization. The MIT Press (2004) 
[2] Dorigo, M., Birattari, M., Stutzle, T.: Ant colony optimization – Artificial ants  

as a computational intelligence technique. IEEE Computational Intelligence  
Magazine 1(4), 28–39 (2006) 

[3] Dorigo, M., Stutzle, T.: Handbook of Metaheuristics. International Series in  
Operations Research & Management Science 146, 227–263 (2010) 

[4] Mavrovouniotis, M., Yang, S.: Ant Colony Optimization with Immigrants Schemes in 
Dynamic Environments. In: Schaefer, R., Cotta, C., Kołodziej, J., Rudolph, G. (eds.) 
PPSN XI. LNCS, vol. 6239, pp. 371–380. Springer, Heidelberg (2010) 

[5] Guntsch, M., Middendorf, M.: Pheromone Modification Strategies for Ant  
Algorithms Applied to Dynamic TSP. In: Boers, E.J.W., Gottlieb, J., Lanzi, P.L., 
Smith, R.E., Cagnoni, S., Hart, E., Raidl, G.R., Tijink, H. (eds.) EvoIASP 2001, 
EvoWorkshops 2001, EvoFlight 2001, EvoSTIM 2001, EvoCOP 2001, and EvoLearn 
2001. LNCS, vol. 2037, pp. 213–222. Springer, Heidelberg (2001) 

[6] Eyckelhof, C.J., Snoek, M.: Ant Systems for a Dynamic TSP. In: Dorigo, M.,  
Di Caro, G.A., Sampels, M. (eds.) Ant Algorithms 2002. LNCS, vol. 2463, pp. 88–99. 
Springer, Heidelberg (2002) 

[7] Kanoh, H., Kameda, Y.: Pheromone Trail Initialization with Local Optimal Solutions 
in Ant Colony Optimization. In: IEEE International Conference on Soft Computing 
and Pattern Recognition, pp. 338–343 (2010) 

[8] Stutzle, T., Hoos, H.H.: MAN-MIN ant system. Future Generation Computer  
System 16(8), 889–914 (2000) 

[9] Reinelt, G.: The Traveling Salesman: Computational Solution for TSP Applications. 
LNCS, vol. 840. Springer, Heidelberg (1994) 

[10] Traveling Salesman Problem (TSPLIB),  
http://www.iwr.uni-heidelberg.de/groups/comopt/software/ 
TSPLIB95/ 



Modeling Shared-Memory Metaheuristic
Schemes for Electricity Consumption

Luis-Gabino Cutillas-Lozano, José-Matı́as Cutillas-Lozano,
and Domingo Giménez

Abstract. This paper tackles the problem of modeling a shared-memory meta-
heuristic scheme. The use of a model of the execution time allows us to decide at
running time the number of threads to use to obtain a reduced execution time. A
parameterized metaheuristic scheme is used, so different metaheuristics and hybri-
dations can be applied to a particular problem, and it is easier to obtain a satisfactory
metaheuristic for the problem. The model of the execution time and consequently
the optimum number of threads depend on a number of factors: the problem to be
solved, the metaheuristic scheme and the implementation of the basic functions in
it, the computational system where the problem is being solved, etc. So, obtain-
ing a satisfactory model and an autotuning methodology is not an easy task. This
paper presents an autotuning methodology for shared-memory parameterized meta-
heuristic schemes, and its application to a problem of minimization of electricity
consumption in exploitation of wells. The model and the methodology work satis-
factorily, which allows us to reduce the execution time and to obtain lower electricity
consumptions than previously obtained.

1 Introduction

Many organization, planning and logistic problems in industry, public services and
different scientific disciplines, can be approached from operational research by the
use of optimization models. The resolution of these models provides a solution to
these complex problems and can be very useful in decision-making. But most of
these models generate big combinatorial problems of type NP for which exact meth-
ods are not appropriate, and metaheuristics are used to approximate the optimum so-
lution [7, 9]. Furthermore, the selection of an adequate metaheuristic for a particular
problem is a time consuming process, which requires experimenting and tuning dif-
ferent metaheuristics. To alleviate this problem and so allow experiment with more
metaheuristics and combinations in a shorter time we used a unified metaheuristic

Luis-Gabino Cutillas-Lozano
Aguas Municipalizadas, C/ Alona 31, 03007 Alicante, Spain
e-mail: lgabino.cutillas@aguasdealicante.es
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scheme [2] and parallelized it for shared-memory [3]. But to have a parallel rou-
tine does not ensure it will be used correctly, and the execution time of the parallel
routine may be far from the optimum (or even larger than the sequential time) if
the number of threads used in the application of the routine is not appropriate. The
autotuning problem of sequential and parallel routines has been studied in different
fields [4, 5, 6, 8].

In this paper, some autotuning techniques are adapted to metaheuristic schemes.
A shared-memory parameterized metaheuristic scheme is modeled, and the number
of threads to reduce the execution time and to improve the obtained fitness function
is selected. The application of the autotuning methodology to these schemes has
some particularities which makes the adequate selection of the number of threads
more difficult. As in other fields, the model of the execution time depends on the
problem to be solved, the algorithmic scheme and the computational system, but
in our case some new factors affect the execution time: different basic functions
can be used in the metaheuristic scheme, this scheme is parameterized so that dif-
ferent metaheuristics and combination/hybridations are considered, and in addition
to the reduction of the execution time the goodness of the value obtained can be
considered. The autotuning methodology is presented and analyzed for a problem
of minimization of the electricity consumption when pumping water from a set of
wells.

The paper is organized in the following way. In section 2 the electricity consump-
tion problem considered is briefly described. Section 3 shows the shared-memory
parameterized metaheuristic scheme used in the solution of the problem. In section
4 the modeling of the execution time of the different basic and combined/hybridised
metaheuristics in the scheme is analyzed, both theoretically and experimentally.
Section 5 concludes the paper and shows some future research lines.

2 A Problem of Electricity Consumption in Exploiting Water
Resources

The water system in our problem consists of a series of pumps (B) of known power,
located in the corresponding wells, that draw water flow along a daily time range
R. The total flow is the sum of the flows contributed by each well. The pumps may
be running or out of service at a given time. The pumps operate electrically and the
electricity has a daily cost which should be minimized:

Ce =
R

∑
i=1

B

∑
j=1

TiPjNiXi j (1)

where Ce represents the cost of the electricity consumed by the combination of
pumps selected in a day; Ti is the cost of the electricity in the range i; Ni is the
number of hours of pump operation in the time slot i; Pj is the electric power con-
sumed by the pump j; and xi j has value 1 or 0 for pump on or off.
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Using the notation for evolutionary algorithms, an individual is represented by
a binary vector of size B ·R that encodes the set of pumps distributed in different
time slots. The set of individuals constitutes a population. Not all possible combi-
nations result in feasible individuals, and each time an individual is generated or
modified five constraints are evaluated: demand satisfaction, minimum flow mainte-
nance, compliance with maximum exploitation volumes for each well, maintaining
the average conductivity below the limit and compliance with maximum depths
of dynamic levels. This means in some cases that obtaining a new individual is
time-consuming. Furthermore, for large exploitation systems the number of wells
and of time ranges can be large. So, to apply different metaheuristics efficiently a
shared-memory parameterized scheme is used, and the inclusion of an autotuning
methodology in the scheme is studied.

3 A Shared-Memory Parameterized Metaheuristic Scheme

When developing metaheuristics, it is possible to use a unified scheme [10], and
there are different techniques to parallelize different metaheuristics [1]. In our ap-
proach, the unified scheme is parameterized to allow the application of different
basic and combined/hybridized metaheuristics with the same scheme, and a shared-
memory scheme is obtained by individually parallelizing each basic function in the
metaheuristic scheme [3]. A scheme (Algorithm 1) is obtained with metaheuristic
parameters (ParamX) with different values for different metaheuristics and paral-
lelism parameters (ThreadsX) which should be selected to obtain low execution
times.

Algorithm 1. Shared-memory parameterized metaheuristic scheme
Initialize(S,ParamIni,ThreadsIni)
while ( not EndCondition(S,ParamEnd)) do

SS=Select(S,ParamSel)
SS1=Combine(SS,ParamCom,T hreadsCom)
SS2=Improve(SS1,ParamImp,T hreadsImp)
S=Include(SS2,ParamInc,T hreadsInc)

end while

Two basic parallel schemes are identified for the functions in algorithm 1. In
the first scheme (algorithm 2) the elements of a set are treated independently. The
number of threads to work in the loop (threads− one− level) can be selected. This
scheme appears, for example, when combining elements in a genetic algorithm or
when randomly generating an initial set of elements. The second scheme has two
parallelism levels (algorithm 3), and the number of threads for each level can be
established. This type of parallelism appears in improvement and mutation func-
tions, where some elements are selected (first level) and each element is improved
by analyzing its neighborhood (second level).
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Algorithm 2. One-level parallel scheme (scheme 1)
one–loop(MetaheurParam):

omp set num threads(threads−one− level(MetaheurParam))
#pragma omp parallel for

loop in elements
treat element

Algorithm 3. Two-level parallel scheme (scheme 2)
two–level(MetaheurParam) :

omp set num threads(threads− f irst − level(MetaheurParam))
#pragma omp parallel for

loop in elements
second–level(MetaheurParam,threads− f irst − level)

second–level(MetaheurParam,threads− f irst − level):
omp set num threads(threads − second − level(MetaheurParam,threads − f irst −

level))
#pragma omp parallel for

loop in neighbors
treat neighbor

4 Modeling and Autotuning of the Shared-Memory
Parameterized Metaheuristic Scheme

The scheme in algorithm 1 can be used to apply a metaheuristic in parallel fol-
lowing this scheme, but to obtain reduced execution time it is necessary to appro-
priately select the values of the parallelism parameters (T hreadsIni, ThreadsCom,
T hreadsImp and ThreadsInc), which means a model of the execution time must be
obtained for each function, and the number of threads in the loop or the number of
threads in the first and the second parallelism level can be established. So, the value
of a large number of parameters (16 in our experiments) must be selected, and for
that an autotuning methodology is systematically applied.

A scheme of the autotuning process is shown in figure 1. It is broken down into
three phases, which are explained for the problem of electricity consumption:

• First phase: Design. The routine is developed together with its theoretical execu-
tion time. In the metaheuristic scheme, a model is obtained for each basic routine.
Because two types of parallelism have been identified in these routines, two ba-
sic models can be used, one for one-level routines (algorithm 2) and another for
nested parallelism (algorithm 3). For example, the generation of the initial pop-
ulation in function Initialize with an initial number of elements in the reference
set INEIni, can be modeled:

t1−level =
kg · INEIni

p
+ kp · p (2)
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Fig. 1 Phases of the autotuning process

where kg represents the cost of generating one individual; kp the cost of gen-
erating one thread; and p is the number of threads. And the improvement of a
percentage of the initial elements PEIIni with an intensification (amplitude of
the considered neighborhood) IIEIni is modeled:

t2−levels =
ki · INEIni·PEIIni·IIEIni

100

p1
+ kp,1 · p1 + kp,2 · p2 (3)

where ki represents the cost of improving one element; kp,1 and kp,2 the cost of
generating threads in the first and second level; and p1 and p2 the number of
threads in each level.
In our implementation, the second level is used to start more threads to work on
the improvement of the fitness function (more neighbors are analyzed) but not to
reduce the execution time.
For each of the other basic functions in algorithm 1, the corresponding meta-
heuristic parameters are determined, and the model of the execution time is ob-
tained as a function of those parameters and the parallelism parameters (the num-
ber of threads to select to be used in each routine and subroutine).

• Second phase: Installation. When the shared-memory parameterized metaheuris-
tic scheme is being installed in a particular system, the value of the parameters
influenced by the system are estimated. The parameters kg, ki, kp, kp,1 and kp,2

used in the explanation of step 1 are some of those parameters, as are the cor-
responding parameters for the other basic routines in algorithm 1. In addition,
because in our implementation the second level of parallelism is not used to re-
duce the execution time but to analyze a wider neighborhood, the parameter p2

can also be considered as a parameter of the system-algorithm. We summarize
the results of the installation of the scheme in an HP Integrity Superdome SX2000
with 128 cores of Intel Itanium-2 dual-core Montvale with shared-memory. The
optimum number of threads varies with the number of individuals, and we are
interested in the selection at running time of a number of threads close to the op-
timum. The model in equation 2 is used, and parameters kg and kp in the model
are obtained by least-squares, with a reduced number of elements (in order to
have low installation time). In the experiments with INEIni = 20 the values ob-
tained are kg = 2.38 · 10−3 and kp = 1.94 · 10−4, all in seconds. By substituting
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Fig. 2 Theoretical and experimental speed-up when varying the number of threads for three
parameters in the one-level parallel routine

these values in the theoretical model of the execution time, the behaviour of the
routine in the system is well predicted, as can be seen in figure 2 where the the-
oretical and experimental speed-up in the initial generation of the reference set
are represented.
For a two-level routine, as for example the routine to improve elements after
the initial generation or after combining or mutation, the value of p2 is obtained
by solving for a fixed number of threads in the first level and small values of
the metaheuristic parameters. The value selected for this parameter is that with
which the best fitness function is obtained without a substantial increment in
the execution time (a maximum percentage of increment of the execution time
is fixed). In the experiments for our problem and system, the value established
is p2 = 1. The values of the other parallelism parameters are obtained by least-
squares with experiments with metaheuristic parameters INEIni = 20, PEIIni =
50 and IIEIni= 20. The results are ki = 9.10 ·10−4, kp,1 = 6.50 ·10−4 and kp,2 =
6.31 ·10−3 seconds.

• Third phase: Execution. At execution time the number of threads in each basic
function is selected from the theoretical execution time (equations 2 and 3) with
the values of the metaheuristic parameters being those of the metaheuristic we
are experimenting with and the values of the parallelism parameters estimated in
the installation phase. The number of threads which gives the theoretical mimi-
mum execution time is obtained by minimizing the corresponding equation after
substituting in it the values of the metaheuristic and parallelism parameters. For
example, for the initial generation of the reference set:

popt. =

√
kg

kp
· INEIni = 3.50 ·√INEIni (4)
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and for the improvement of the generated elements:

p1,opt. = 1.18 ·10−1 ·√INEIni ·PEIIni · IIEIni (5)

To validate the autotuning methodology the optimum execution time and the speed-
up for other values of the metaheuristic parameters are compared with those ob-
tained by applying the shared-memory parameterized metaheuristic scheme with
the same metaheuristic parameters, the parallelism parameters obtained in the in-
stallation, and the number of threads selected in the execution phase. In tables 1
and 2 the optimum values and those obtained with our autotuning methodology are
compared for the initial generation of the reference set and for the improvement of
elements for two parameter combinations. The number of threads selected with the
autotuning methodology is not far from the experimental optimum and, as a conse-
quence, the speed-up achieved with autotuning is not far from the maximum.

Table 1 Speed-up and number of threads for INEIni = 100 and 500 in the one-level par-
allel routine. Optimum experimental values (optimum) and values obtained with autotuning
(model)

threads speed-up
INEIni optimum model optimum model

100 55 35 22 18
500 64 78 44 39

Table 2 Speed-up and number of threads for other parameter combinations in the two-level
parallel routine. Optimum experimental values (optimum) and values obtained with autotun-
ing (model)

threads speed-up
INEIni PEIIni IIEIni optimum model optimum model

100 50 10 30 26 15 11
500 100 5 32 59 29 27

5 Conclusions and Future Work

An autotuning methodology has been adapted to obtain the number of threads to use
in the application of a shared-memory parameterized metaheuristic scheme. Work-
ing with a problem of minimization of electricity consumption in wells exploitation
and in a large shared-memory system, it has been shown the autotuning methodol-
ogy provides satisfactory values for the number of threads to use in the application
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of the parallel metaheuristic. Due to lack of space the methodology has been shown
for two basic functions in the metaheuristic scheme, but the autotuning works the
same way for the other functions.

The autotuning methodology has not yet been integrated in the metaheuristic
scheme, and the most immediate step in our research is to integrate it. The same
ideas can be applied for message-passing or GPU parameterized metaheuristic
schemes. A different direction of the research is to develop hyperheuristics which se-
lect satisfactory metaheuristics or combinations/hybridations by obtaining adequate
values of the metaheuristic parameters. For that, having a scheme with autotuning
would be very useful, because a large number of experiments would be necessary
and the experimentation time can be reduced with a good selection of the number
of threads to use in different parts of the parallel scheme.
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TIN2008-06570-C04-02 and by the Fundación Séneca, Consejerı́a de Educación de la Región
de Murcia, 08763/PI/08. The authors gratefully acknowledge the computer resources and
assistance provided by the Supercomputing Center of Fundación Parque Cientı́fico of Murcia.

References

1. Alba, E.: Parallel Metaheuristics: A New Class of Algorithms. Wiley Interscience (2005)
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Virtual Laboratory for the Training of Health
Workers in Italy

Antonella Gorrino and Giovanni De Gasperis

Abstract. Virtual immersive laboratory for the training of health workers helps in
the learning process of Italian as a second language for the foreign learners. Knowl-
edge of the language is important for health workers because only through com-
munication it is possible to build relationships between carer and user. We propose
a persistent virtual environment under controlled conditions within the private net-
work of the classroom, shared between teacher and students, which can be imple-
mented at low cost with in a realistic situation. Few example scenarios and use cases
are shown. We also introduced a frequently asked question chat-bot avatar as a lan-
guage training tool to increase the attention of the learner in order to improve her/his
second language skill.

Keywords: virtual learning, conversational agents, AIML.

1 Introduction

In this work, we propose technology that supports the development of skills in the
Italian language for foreign students in health/social care training programs in Italy.
These workers care for disabled or elderly people. Personal care is not only just to
meet basic needs such as cleaning or feeding but also to establish a good relation-
ship with the users. It is possible to properly relate with users only through a good
knowledge of the language. Social health workers training in Italy is mostly done by
Regions. There are courses for mother tongue trainees, separated ones for foreigners
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were an important part of the training program is about Italian as second language.
In a conventional course of study there is a large amount of time dedicated to learn-
ing of grammar which is more a scholastic way of learning and not very functional
to the actual context of work. Often the person who is being assisted is usually an el-
derly or disabled person who could also have some difficulties understanding others
and at the same making himself understood.

2 Background

In the cognitive approach to learning, many internal and external factors push or
draw learners in different directions. The motivation is one of the internal factors
that guides the attention process and it is crucial to handle the fatigue of learning.
This work refers to the humanistic approach of Balboni [1] that emphasizes the
learning actor together with its system of values and to the cognitive methods of the
psycho-technologies [2] that allow a new experience of the world, mediated by in-
formation and communication artificial tools. Human thinking is not just linear; the
mind explores new paths, interprets and builds up for associations, links, references
and reflected forms. It is a different perspective that places the human in a position
to create links, to explore, to create contact and psychological closeness, to over-
come and redefine the boundaries of knowledge, to develop and strengthen old and
new relationships. This work does not concentrate just about the impact of social
networking on learning, but mostly studying how the use of recent advanced tech-
nology, such as the construction of three-dimensional virtual learning environments
with interactive characters, can help to create the necessary conditions to experience
real life like situations in a immersive modality. We aim to create a context were it
is possible to develop a deep motivation in learning and that can trigger new cog-
nitive processes to problem-solving situations [2]. Most of the students of health
worker courses in Italy are foreigners; the first difficulty for them is to use of Ital-
ian as the second language in their typical working context. As reported by Content
and Language Integrated Learning (CLIL) at School in Europe [3] ”enabling pupils
to develop: language skills which emphasize effective communication, motivating
pupils to learn languages by using them for real practical purposes, knowledge and
learning ability, stimulating the assimilation of subject matter by means of a dif-
ferent and innovative approach”. The same guide lines can also be applied to the
adult learner context [4] were the social care workers will be placed in situations
of genuine communication at a direct contact with the user; an immersive learning
technology is the most effective way to replicate this context becoming as real as
possible during the learning process [5]. To learn a foreign language to be ready
for a social care profession is essential to have a direct contact with people, mostly
native speakers; current technology can offer low cost artificial surrogates were the
second language learning experience can be mostly authentic and realistic in virtual
working scenarios of interest.
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3 Methodology of Intervention

In social sciences training the role playing game is a known technique [6] mainly
used to construct a reality that makes possible to study and experiment with differ-
ent actions on the simulated situation without suffering the irreversible, so that there
is no impact on real users that health workers have to deal with. The first significant
feature of an effective simulation is its analogy with reality: a model too tight and
over fitted will result impossible to implement any experiment and thus obviates
the achievable experience; on the other hand too far from a real situation could be-
came too abstract and also prevents any intervention because everything seems to
be random and belonging to the fantasy world. From this point of view simulation
also means a deeper study, to increase the level of knowledge about a certain phe-
nomenon, objects and situation in order to test hypotheses that would otherwise be
too fragile or require a too long time of observation, entrusted to the natural course
of events. The professional profile aimed by foreign learners includes essentially
tasks about taking care of persons incapacitated or partially impaired. They should
aim to the basic autonomy of the cared person; in this way the professional operator
is held within a relationship and be part of a common context. The challenge is to
create conditions by which the student can learn the written and spoken Italian lan-
guage in a typical situation that could be encountered during the professional life.
Therefore scenarios have to be designed so that the student can be placed o develop
her/his skill. The perspective of serious games development scenarios should lead
to the acquisition of skills of increasing complexity: greetings, introduce her/him
self, sustain a simple conversation about daily life, include a delivery, a delivery
report, manage a conflict. So, for the most significant situation under consideration
we propose to construct ad-hoc three-dimensional immersive virtual environments
in which learners can practice interacting within each other and with the teacher.
At a highest step of difficulty the learner has to interact with a restricted artificial
intelligence conversational agent [7], crafted from a frequently asked question set
[8] to imitate the behavior of an elderly person in need of care in a typical private
home situation .

3.1 Virtual Learning in a Metaverse

Metaverse is a term coined in 1992 by Neal Stephenson in the science fiction book
”Snow Crash” [9], described as a shared virtual reality through a worldwide net-
work, with objects persistence, in which participants are represented in three dimen-
sions through their avatars and interact with each other and autonomous software
agents. The metaverse refers to the concept of virtual reality by its very definition,
namely a simulation of another reality. By the way, current technology has not yet
reached a level of realism required by the original Metaverse concept. Almost all of
the low cost virtual environments are predominantly rendered by means of visual
and audio experiences projected on conventional equipment, such as the screen and
the sound of a personal computer with 3D accelerated graphics card. However, the
degree of realism is evolving rapidly, thanks to increasingly driven demands of the
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gaming industry. These new information technologies tools are increasingly be in-
cluded in methods of teaching and learning in areas not strictly related to technical-
scientific areas. Similarly, as suggested by [10] for the teaching of foreign languages
it is possible to use virtual reality in the training of health and social workers, where
the object of learning is the relationship and language between human beings.

3.2 Why Opensimulator

The rapid evolution of low cost Metaverses with an acceptable resolution, was trig-
gered by the technologies offered by Linden Lab with its Second Life since 2003
[11]. Over the years the possibilities of representation of reality through the personal
computer has been refined through a process of continuous release of free updates
of the client software and other open source viewers, still maintaining a proprietary
software on the server side (with features such as voice chat, windlight, sculpted
prims, meshes, etc ...) [11]. Alongside the community of Metaverses enthusiasts
have used the public specifications of the client-server communication protocol, ini-
tially called libSecondlife and now called libOpenMetaverse, to develop an open
source server simulator called OpenSimulator [12], [13], or briefly OpenSim. The
most important advantage of OpenSim over Second Life in a private and controlled
learning environment such as the classroom can be summarized as the following:

• is not necessary to have access to a broadband connection to the Internet; it would
be soon be saturated anyway by concurrent sessions of the many participants
(learners) from the classroom.

• social networking interactions are limited to the participating community only
• there is no cost to create virtual environments (up to 4 whole sim in a standard

laptop) without rental fees, facilitated by new tools like the open source New
World Studio software package [14].

3.3 Proposed Solution

The teacher can install in her/his laptop a standalone version of sim OpenSim with at
least one virtual space (65,546 square meters, about 20000 prims). She/He can eas-
ily install a a pre-packaged virtual land from among those available online, such as
OpenVCE [15] available in OAR format (OpenSim Archive), install it locally and
add virtual spaces, depending on the educational needs of learners and the target.
The teacher can easily edit with familiar Second Life tools a series of environments
and avatar-characters to be used later in the role- playing simulations adapted for
foreign language learning. The teacher can later play the stereotype of assisted user
by logging in the virtual world with her/his specially crafted avatar interacting with
the student avatars. Through the use of PIVOTE virtual learning authoring system
for virtual worlds [16] it would also be possible to design an interactive environment
in which is possible to define sequences of interaction with objects and avatars in
order to familiarize with the basic tasks of an environment of social care, depending
on the type of users. PIVOTE has been extensively used at St. George University
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in Coventry (UK) in PREVIEW project [17], were a virtual patient model was used
for training of paramedical staff in emergency management courses. Also robot-
avatar can be equipped with scripts that links local chat to a chatbot server like
Pandorabots, were a restricted artificial conversational agent can be built assem-
bling AIML files [18] (Artificial Intelligence Markup Language). PyGenBot [8],
is a Python program that can be used by the teacher to automatically generate the
AIML files from a set of 5 free text files: a FAQ file (frequently asked questions),
a keyword list, a multiwords list, a stop-word list and a glossary. In this experiment
the input data set is referring to the conversational behavior of an elderly person in a
typical private home context. In table 1 is reported a portion of the Italian FAQ text
used to generate the AIML knowledge base.

Table 1 Portion of the Frequently Asked Question input set in Italian. For each question,
multiple version of the question and their respective answers can be present.

Q: cosa le preparo per pranzo? A: minestra
e prosciutto; A: pastasciutta e carne; A: latte
e biscotti
Q: cosa le ha detto il dottore? A: mi ha detto
che devo mangiare meno; A: mi ha detto che
sto bene; A: mi ha detto che devo riposare
Q: vuole fare una passeggiata? A: si mi pi-
acerebbe; A: no sono stanco; A: andiamo a
fare una passeggiata dopo che ho riposato
Q: vuole andare nel letto a dormire? Q:

vuole coricarsi? A: si ho sonno e voglio an-
dare a dormire; A no non ho sonno; A si ho
sonno ma voglio vedere la TV
Q: vuole leggere una rivista, un quotidiano?;
A: si voglio leggere una rivista; A: no non
voglio leggere la rivista; A: non posso leg-
gere perchè ho perso gli occhiali

The learner at the highest level of difficulty should interact in the Metaverse with
the avatar controlled by the resulting FAQ-chatbot demonstrating proper knowledge
of the Italian as a second language. The generated FAQ-chabot can be tested on line
from Pandorabots web site [19].

3.4 The Virtual Scenarios

The virtual environment consists of a land, i.e. the artificial world, which contains
several locations ad-hoc built, were in each several actions have to be made to get
through the situation that simulates specific knowledge regarding the use of Italian
in the context of social care from the point of view of health workers. The situations
that are going to simulate through the virtual reality, will refer to the specific skill
to which students have to be trained. The correct knowledge of the language it is
important for the social, affective aspects of communication between health workers
and users. It is necessary to build up several different scenarios and characters by
which the students can experience the interaction. The difficulty of the health related
work derives from the fact that every gesture can express different moods and can
have different meanings. For this reason we have built different scenarios for the
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same situation. Feeding or talking an elderly person is different if it happens in a
nursing home or in a private room. The student has to move an avatar-character (the
operator), the teacher controls one of the others avatar-character, choosing the one
most appropriate to the learning context. Only for expert students, it is expected
the interaction with the FAQ-chatbot controlled avatar aimed to verify the level of
lexical knowledge of Italian as second language.

• Virtual scene A: outside (a house with garden) inside (the various rooms - living
room, bedroom, hallway)

• Virtual scene B: external (nursing home- with two-story nursing home with a
garden) inside (lounge dining room, bedroom with three beds, small TV room)

• Virtual scene C: external (school with garden and games) inside (three class-
rooms)

The 10 characters list: the elderly bedridden, the old man who moves and walks in
the nursing home, the disabled child in wheelchair, the elderly wife, the child of
school age (the grandson), the adult female, the adult male, students of a primary
school, the nursing home operators, trainees (i.e. the student of the course, which
later referred to as the ’”avatars”).

The following are some example ”situations” or learning contexts:

• Situation 1 - Objective: Introduce her/himself
• Virtual scene A: It will take place in the living room. The avatars will have to

present himself, knowing how to handle the situation and the type of intervention
to be undertaken. Should consider the context and the speaker (user involvement
and family, including the child) and will be able to use the shape of ”her” for the
adults and the ”you” for the child, like it is used in italian language (Fig. 1)

• Situation 2 - Objective: To support a conversation about everyday life
• Virtual scene A: The same situation 1 will take place in the living room and

bedroom of the elderly bedridden. The avatars will be able to cope with a conver-
sation on general topics. Must know how to deal with matters such as weather,
news reports etc.. and be able to entertain the bedridden old man with a funny
short stories, (Fig. 2).

• Virtual scene B: The scene takes place inside the dining room at the nursing
home. The avatars will be able to converse well with his interlocutor.

• Situation 4: Understanding a delivery of a care report
• Virtual scenes A / B: Avatar set must include a family member and / or to the

client and / or other health worker related to the delivery of a report to the next
worker. She/he must acquire a high number of daily jargon and technical vocab-
ulary. The situations aims to simulate the moments of personal hygiene, ambient
hygiene, meals, that all will take place both in the nursing home (Virtual scene
B) is at user home (Setting A).

• Situation 5: Delivery of a care report
• Virtual scenes A / B: The situation is similar to that in step 4, but unlike the

previous one, the worker avatar will be in a position that is active and you will
go to the next level of text comprehension and writing of care reports.
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Fig. 1 Left: Sit. 2: introduce him/herself. Right: Sit. 3: support a conversation with an elderly
person

• Situation 6: Managing conflict
• Virtual scenes A / B / C: A typical conflict situation shows up when the worker

are willing to achieve proper goals care which can collide against the personal
wishes of the user. Conflict management is the area where the involved skills are
more about relationship. Experiencing the difficulty in an artificial situation of
conflict, is certainly a great opportunity to learn how to handle the involved emo-
tional aspects of dealing with a non collaborating user. In situation 6 language
acquisition becomes instrumental to the achievement of the goal that involves a
social care competence.

4 Conclusions

Health workers can take care of disabled or elderly persons only through a good
relationship, which includes a clear communication, knowledge of words and the
culture of the language. Given that learning from the experience is crucial for the
learning of the language, the advent of technologies enhanced virtual learning has
demonstrated an enormous potential. This work has shown an experimental low cost
virtual learning project aimed at developing vocational training in the social and
health care with an emphasis on acquisition of the Italian as second language; it is
an essential background to enhance the ”to know to be” of the learner, highlighting
the need of new models for teaching and procedural innovations [20].
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The “Good” Brother: Monitoring People
Activity in Private Spaces

Jose R. Padilla-López, Francisco Flórez-Revuelta,
Dorothy N. Monekosso, and Paolo Remagnino

Abstract. Population over 50 will rise by 35% until 2050. Thus, attention to the
needs of the elderly and disabled is today in all developed countries one of the great
challenges of social and economic policies. There is a worldwide interest in systems
for the analysis of people’s activities, especially those most in need.

Vision systems for surveillance and behaviour analysis have spread in recent
years. While cameras are widely used in outdoor environments there are few em-
ployed in private spaces, being replaced by other devices that provide fewer infor-
mation. This is mainly due to people worries about maintaining privacy and their
feeling of being continuously monitored by ”big brother”.

We propose a methodology for the design of a multisensor network in private
spaces that meets privacy requirements. People would accept video-based surveil-
lance and safety services if the system can ensure their privacy under any circum-
stance, as a kind of ”good brother”.

1 Introduction

Demographic changes are leading to an aging population. The number of people over
50 will rise by 35% between 2005 and 2050, and those over 85 will triple by 2050.
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Department of Computing Technology, University of Alicante,
P.O. Box 99, 03080 Alicante, Spain
e-mail: {jpadilla,florez}@dtic.ua.es

Dorothy N. Monekosso
School of Computing and Mathematics, University of Ulster,
Jordanstown BT37 0QB, Northern Ireland
e-mail: dn.monekosso@ulster.ac.uk

Paolo Remagnino
Faculty of Science, Engineering and Computing, Kingston University,
Kingston upon Thames, KT1 2EE, Surrey, United Kingdom
e-mail: p.remagnino@kingston.ac.uk

S. Omatu et al. (Eds.): Distributed Computing and Artificial Intelligence, AISC 151, pp. 49–56.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012

{jpadilla,florez}@dtic.ua.es
dn.monekosso@ulster.ac.uk
p.remagnino@kingston.ac.uk


50 J.R. Padilla-López et al.

In addition, birth rates are also declining [1]. The numbers of disabled people liv-
ing at home are also set to grow fast. Between 2000 and 2020 they are expected to
increase by 74% in Japan, 54% in France and 41% in the US [2]. For these reasons
attention to the needs of the elderly and the disabled is today in all developed coun-
tries one of the great challenges of social and economic policy, which requires firm
answers and innovation by both public administrations as academia, business and
social organizations. Under these requirements, the question is how the information
and communications technologies could be applied to the people who inhabit en-
vironments, allowing people interaction in a natural and transparent way, wherever
needed, sensitive to the user and his context (situational, temporal, emotional...) and
acting proactively. This is the ambient intelligence paradigm [3, 4]. Such technolo-
gies can be applied to promote and prolong independent living of the elderly, the
disabled, their families or carers, which is the field of ambient assisted living (AAL).

In the last years there have been important advances in research and develop-
ment of systems for monitoring the activity of daily living of people, especially
those groups with more needs. For instance, there are systems for the recognition
of activities of daily living (ADLs) [20, 21], fall detection [22], person-environment
interaction [23], and support for people with mild dementia or Alzheimer [9, 7].

These systems are composed of networks of sensors that, under a centralised or
distributed control, can analyse the environment to extract knowledge in order to
detect anomalous behaviour or launch alarms to tele-care services. These advances
have been possible due to the progress in of sensing, processing, and communi-
cation technologies and an associated reduction in costs. Many of these systems
use different sensors embedded in the environment, such as pressure, presence or
lighting sensors; state of switches, doors or windows [5, 6]. However, computer
vision is essential for surveillance and safety tasks: it adds the possibility to moni-
tor an environment and report on visual information, which is commonly the most
straightforward and natural way of describing an event, a person, an object, actions
and interactions [4]. Usually, in order to avoid the problem of occlusions recurrent
in vision systems, it is necessary to introduce other types of sensors such as radio
frequency technology (RFID) [7, 8] or microphones [9]. However, for the time be-
ing, the existing vision-based solutions are mostly laboratory prototypes [10] that
have not reached deployable results and are far from marketable solutions.

Vision systems for human behaviour analysis have become widespread in recent
years, mainly by security demands and the reducing costs of the devices [11, 12, 25].
However, most systems are applied to outdoor or public environments and, when
they are installed indoor, they are employed in large facilities such as shopping
malls, sports facilities, public transport stations, parking lots and the like [11, 13,
14, 15], only in few cases within private environments. This is mainly because of:

• Necessity of distributed vision systems, given that the area covered by each cam-
era is very small due to the reduced size of rooms. In this domain, research is
being developed in other environments [11], for human tracking and behaviour
analysis with multiple cameras with or without overlapping between their vision
fields. So, raw or processed data/information fusion from different devices would
be needed for a number of AAL services.
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• Privacy requirements. Although there are no specific surveys on the tolerance
of users to have cameras watch them continuously in a private space, the first
impression is that cameras are one of the devices less tolerated because they are
associated with a significant loss of privacy . This fact, presumably, would be
increased with elderly people who have had less contact with technology.

So, this paper deals with a methodology for the design of a multisensor network
in private spaces that meets privacy requirements. This network will mainly con-
sider vision devices in coordination also with other sensors. The remainder of this
paper is organised as follows. Section 2 reviews recent approaches to preserve the
privacy when taking images in private environments and our approach to tackle this
issue. Section 3 presents the architecture of our system for a dynamic and hierarchic
behaviour analysis.

2 Privacy Preservation

Previous works have tried to ensure privacy by applying blurring or masking filters
to the area of a image where a person is detected [16, 17]. However, failing in the de-
tection of persons, e.g. when they stand without moving, could lead to leave without
blurring sensitive areas [18]. In [19] a blurring is applied in a degree according to
the activity the user is performing. Results were not satisfactory because observers
can make an association between the level of filtering and the on-going activity.

Other approaches try to work with binary silhouettes of people to analyse their
behaviour, thus removing the main features to recognise a person. This could be
done by using thermal or infrared cameras, or incorporating the appropriate filters
in the pre-processing [8]. However, silhouettes may not be enough to recognise
significant activities.

Our approach to privacy preservation tries to solve some of the problems these
preceeding works present. Our proposal is to render an augmented virtual image
of the environment displaying only the details (real and virtual elements) a carer
will need to assess an activity, event or alarm. This process would involve removing
from the scene all other people or activity that is not of interest for the observer.
So, human activity analysis and, in some cases person identification, will be needed
prior to consider the privacy issues. Therefore, the type of representation depends on
the events that occur and the person who may be viewing the images, for example
from a telecare centre.

In principle, the different levels of detail include (Figure 1):

• No alarm: a virtual image of the room is presented without showing any person
in it (1a);

• Low-level alarm: a virtual image is displayed of both the room and the person
showing position but not posture (the person would be in a standard or fixed
posture, avoiding to present the real one) (1b);

• High-level alarm: a virtual image of both the room and the person (in the real
posture) is presented. For instance, if a person falls in the bathroom, a carer of a
telecare service would be able to see this image (1c);
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(a) (b)

(c) (d)

Fig. 1 Different presented images in order to preserve privacy according to the level alarm

• Very high-level alarm: the system shows the real image of the room and the
person. For instance, if after a fall the person does not answer to the carer, a close
relative with the appropriate permissions would be able to observe the real scene
in order to assess and confirm the level of alarm (1d).

3 People Behaviour Analysis

The requisites for effective visual behaviour analysis include the modelling of the
environment, the detection of motion, the classification of moving people and ob-
jects, their tracking, understanding and description of behaviours, and, in some
cases, human identification. Fusion of data from multiple cameras is needed in or-
der to cover a whole private environment with multiple rooms and overcome hard
technical problems, such as occlusions. The fusion of video data and information
involves the integration of information acquired by other sensors, either to increase
awareness or facilitate further analysis. Figure 2 shows the general framework of
the system.
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Fig. 2 Global description of the system

Almost every visual surveillance system starts with motion detection. Motion
detection aims at segmenting regions corresponding to moving people and objects
from the rest of an image. Subsequent processes such as tracking and behaviour
analysis are greatly dependent on it. The process of motion detection usually
involves background modelling, motion segmentation, and object classification,
which are interwoven during processing. Although a private environment is usu-
ally quite static, unfavourable factors, such as illumination variance, shadows and
occlusions, introduce many hurdles to the acquisition and updating of background
images. A Gaussian mixture model is used for each pixel value and an online esti-
mation could be carried out to dynamically update background images in order to
adapt to illumination variance and disturbance in backgrounds [24]. Later, moving
objects and persons are segmented by background subtraction.

Different moving regions may correspond to different moving targets. To further
track people and study how they interact with objects and analyze their behaviours,
it is essential to correctly classify them. The system will obtain visual features from
the objects in order to recognise and track them. In some cases this will be hard to
carry out due to the implicit difficulties when dealing with computer vision (occlu-
sions, similarities between objects...). So, other characteristics or technologies could
also be considered such as RFID tags or coloured markers that can be added to the
objects in order to facilitate these tasks.
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There are different approaches for human motion analysis depending on the re-
quirements of the application [12, 25]: single region or blob-based tracking, mul-
tiple region tracking, articulated 2D models and articulated 3D models. Due to the
well-known 3D structure of a private environment the approach is to consider a 3D
articulated model modelling of the real shape of a person. However for specific use
cases and scenarios, other simpler methods as blob tracking could be used. One of
the key aspects is the distributed architecture of the system.

Scene analysis (behaviour analysis and people identification) will be carried out
in two phases. First, the system will try to extract all the possible knowledge from
each device. If activities or people are recognised, events could be generated. Later,
information and knowledge from the different sensor devices (cameras and other
environmental sensors that can give information about human activity, such as pres-
sure, presence or lighting sensors; state of switches, doors or windows; energy con-
sumptions...) can be combined to perform a higher-level behaviour analysis. This
fusion will be dynamic and hierarchic according to the current state of the system
determined by the previous recognised events. The system will dynamically select
the inputs from the appropriate sensors to recognise actions avoiding considering
the information proceeding from the whole sensor system. The system is hierarchic
as sensors could be clustered with the purpose of generating local information and
knowledge that, in a second stage, could be combined globally. Besides, informa-
tion obtained from the multiple cameras will allow a view-invariant pose estimation
in order to build the 3D representation of a person. As a result, actions performed
by people will be recognised and activity will be modelled. Then, deviation from
the expected will involve anomaly detection and the correspondent alarm launch.

People identification can be carried out in many ways: using complementary de-
vices (such as RFID), classifiying morphological features obtained from previous
stages, or by face recognition. As one of the requirements of this systems is un-
obtrusiveness, complementary devices to be wear should be discarded. That is, the
system will recognize the different persons from their shapes, their clothing... If this
is not possible, face recognition will be performed. In a private environment, the
number of people is usually reduced, facilitating this task that in other places would
be more complicated.

In regards to privacy, some of the processing could be integrated into hardware
in the camera devices, assuring that no images would exit from the device if it is not
necessary. This would increase the security of the system and also user confidence.
However in much of the cases a fusion of data gathered from different devices would
be necessary, transferring images and processing them in a central computer or in a
distributed way, applying the privacy processing at a later stage.

4 Conclusions

The main goals of this PhD thesis are the design and development of distributed vi-
sion systems in coordination with other type of sensors to analyse human behaviour
in private environments by considering ethical criteria to ensure privacy protection.
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The use of vision systems will enable a breakthrough in the development of ser-
vices and technologies for intelligent and self-adaptive environments with the aim
to support independent living for everyone, but in particular for the elderly or people
who require the constant attention of a carer, allowing their better quality of life and
greater efficiency of their care. The maintenance of privacy will also provide greater
acceptance and confidence of people when using the proposed technologies.

Currently, the research follows both lines of work, privacy preservation and be-
haviour analysis. We are conducting a survey to determine the acceptance of elderly
people to have a vision-based system in their homes, and what services would be
required and with which level of privacy. On the other hand, research on behaviour
analysis is beginning with the development of a fall detection system using an om-
nidirectional camera located on the ceiling of the room (Figure 3).

(a) (b) (c)

Fig. 3 Fall detection: (a) Original image, (b) Segmented image, and (c) Convex hull of the
segmented person that allows to detect a fall
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Distribution and Selection of Colors on a 
Diorama to Represent Social Issues Using 
Cultural Algorithms and Graph Coloring 

Víctor Ricardo Cruz-Álvarez, Fernando Montes-Gonzalez, Alberto Ochoa,  
and Rodrigo Edgar Palacios-Leyva1* 

Abstract. We present a problem know in writing about social modeling associated 
with the adequate distribution and color selection of societies in a diorama to spe-
cify relationships between them; and also between their principal attributes to 
represent the symbolic capital of a society. Our case study is related to the diversi-
ty of cultural patterns described in Memory Alpha. Thus, we use 8 principal 
attributes with a range of 64 colors. The purpose of this research is to apply the 
cultural algorithms approach with color graph to solve the proposed problem and 
subsequently represent the solution within a diorama. The Memory Alpha is con-
formed by 1087 societies, which permits to demonstrate that the matching of  
social issues allows correct distribution and color selection. In summary we are 
proposing an innovative representation for societies location. 

1   Introduction 

In this paper, we have focused our attention in a practical problem known in literature 
that is related with society modeling. In this representation the selection of visual re-
presentation includes colors and the design of features associated with their symbolic 
capital. Therefore we use a diorama, which facilitates setting the position that ex-
presses the relationships between societies. The proposed problem solution is a hy-
bridization of two techniques: color graph (for representation) and cultural algorithms 
(to define the distribution and social relationships), as consequence color graph is 
represented in the diorama. As described in [2] cultural algorithm agents are able to 
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select a limited repository of colors and forms. For this work we employed societies 
as described in [4], which is an information repository about Artificial Societies [1]. 
Here societies are divided in four Quadrants. The selection of each attribute and their 
visual representation involves the skill evaluation of a number of individuals from di-
verse Quadrants. Social networking representation requires the development of some 
similarity measures that allows establishing locations in the dioramas [6]. 

2   Cultural Algorithms 

The initial development of Cultural Algorithms (CAs) can be attributed to Rey-
nolds [12] this approach is a complement to the metaphor used by evolutionary al-
gorithms, which had focused on the concepts of genetics and natural evolution. 
Cultural algorithms are based on the theories of anthropologists, sociologists and 
archaeologists, who have tried to model the evolution as a process of cultural evo-
lution [5]. The belief space characterizes CAs as evolutionary algorithms, which 
are used to store the acquired knowledge from previous generations. The informa-
tion in this space must be accessible to any individual, who may use it to change 
their behavior and their respective proposed solution. To join the belief space and 
the population is necessary to establish a communication protocol, which dictates 
rules of the type of information to be exchanged between spaces. This protocol de-
fines the acceptance and influence functions. The acceptance function is responsi-
ble for accepting the information or the experience that individuals have obtained 
in the current generation and transport into the belief space. On the other hand, the 
influence function is responsible for "influencing" variation operators (e.g. cros-
sover and mutation in the case of genetic algorithms). This means that this func-
tion set some kind of pressure on resultant individuals from the application of var-
iation operators to reach the desirable behavior, also away from undesirable 
results, always according to information stored in the belief space. 

 

 

Fig. 1 Different Spaces employed by the Cultural Algorithm. 

Figure 1 presents the interaction between the belief space and population space. 
The population space works similar to that of an evolutionary algorithm, i.e. the 
population consists of a set of individuals where each has an independent feature 
used to determine their suitability (fitness). The interaction between the two spac-
es makes the cultural algorithm increases the complexity in the development and 
computation of the evolutionary algorithm. Below we show the general pseudo-
code of a cultural algorithm. 
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Begin 
  t=0; 
  Initialize POP(t); // Initialization of population 
  Initialize BLF(t); // Initialization of believing space 
  Evaluate POP(t); 
  While (Do not condition of term t=t+1)  
    Vote (BLF (t), Accept (POP(t)))); 
    Adjust (BLF (t)); 
    Evolve(POP(t), Influence(BLF(t))); 
    t = t +1; 
    Select POP(t) from POP(t-1); 
  End While 
End 

3   Selection of Relationships and Colors for the Visual 
Representation of Related Societies 

A social network is a theoretical construct useful to study social relationships. As 
mentioned in [3], the diorama and the graphs are common diagrams used to 
represent social networks. A graph is an abstract representation of a set of objects 
where some pairs of the objects are connected by links, for this work, each object 
in the graph represents one society and the link represents the relationship between 
societies. The representation of a social network consists of one or more graphs 
that represent networks. Then we set social modeling as an combinatorial prob-
lem, which is possible to resolve with the use of the cultural algorithm to deter-
mine a specific solution according to the different perspectives of the the Popula-
tion Space. The main strength of the CA is the capability of describing several 
application domains and find potential solutions in random uncertain situations. 
Among the different domains we have transport, race competitions, logistics and 
many different aspects and problems such as: 

 

• Cooperative Interactive Based on Dynamic Knowledge and Alliance to find a 
solution. 

• Multi-population Cooperative belief space. 
• Cooperative interactive information to adopt knowledge migration. 

 

The Cultural Algorithm employs the correlation function to measure the similarity 
between societies from Memory Alpha. This measure lets us relate each society 
with regard to the others; also to organize the societies in clusters of 64 colors. We 
have a weight for each attribute, which represents the importance of an individual 
attribute. For each pair of societies we have 

                      (1) 

 

∑ =n

i

B
ii

A
ii AttributeWAttributeWcorrabs )],([
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Where: 

• Wi= vector of weights that represent the importance of attribute i. 
• A, B = represent the societies that we want to contrast. 
• Attributei = vector of the attributes for each society. 

As a result the sum of the correlation of attributes weighted between two societies 
defines the similarity measure. The greater the correlation is the stronger the rela-
tionship between societies. For a threshold of 0.1, if the correlation value is less 
than the threshold we assume an empty relationship between the societies (zero 
value).The formula (1) is used as a fitness function in the cultural algorithm to 
measure the relationship between societies that share the same color, in other 
words, this formula is used for the adequate color selection of the societies. 

 
 
 
 
 
 
 
 

Fig. 2 Representation of Societies presented in [4] with color selection and visual represen-
tation to distribute elements in a Diorama. 

4   Distributing Elements Based on an Adequate Colored Visual 
Representation 

From the point of view of the agents, the problem of combinatorial optimization is 
very complex. The best location of the individual of a society is not known with 
respect to the other representatives. In the proposed algorithm for the cultural in-
terchange the individuals in the space of beliefs (Beliefspace), through their best 
paradigm (BestParadigm), are set to zero to represent the fact that the culture in-
creases the amount of expectations associated with the location of a society with 
respect to the others. Therefore, the algorithm rewards the behavior associated 
with the best paradigm (BestParadigm). The social behavior of the chosen 1087 
societies, described in [4], is characterized using eight attributes: emotional con-
trol, ability to fight, intelligence, agility, force, resistance, social leadership, and 
speed. These characteristics allow describing them as both a society and an indi-
vidual, in Figure 2 an example of diorama with color distribution is shown. 

5   Multiple Matching 

The multiple matching is a series of seven evaluations according to different combi-
nations of colors and a batch of 50 runs under different scenarios. In the evaluation 
phase social issues with more sociocultural similarities will be given a preference, 
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then 8 social issues will be selected to compete. Each issue makes a compromise and 
participates in exactly seven of these evaluations. Issues must be ranked according to 
their preferences after tournaments end once the final list of multiple matching is 
evaluated. The hybrid algorithm sets the right for societies to evaluate a batch ac-
cording to the organizational needs and the societies for each comparison assign the 
societies list before a new cycle begins. Each evaluation will have 120 societies 
playing over a schedule of seventeen runs.  

The hybrid algorithm will be scheduled to set the timing for the comparison of 
different similarities using a round of multiple matching analyses based in the ge-
nre assigned to an issue. Then, societies that qualify for selection in a diorama will 
be chosen on the following prioritized basis. 

For the first cycle of similarity, all societies in Memory Alpha (ie. Kelemane or 
Kioddary Societies) will be invited to participate for different comparisons. Given 
the organization for each society and the matches for each round in the algorithm, 
societies are asked to state their participation for its evaluation in each of the se-
ries. In case any of these societies decline to participate in the series, the algorithm 
may nominate one society to be set as a replacement, and this society has to be 
rated amongst the top societies in Memory Alpha. Based on an average calculation 
of two decimal places, the rating list in the series of comparisons, before starting a 
new cycle, twenty qualifiers will be selected (excluding the seven societies who 
will be compared in the matches). In case societies have the same average rating, 
the number of similarities set for the match will be used to determine its ranking.  

To ensure an active participation in the future, a minimum of twenty-five 
games are recommended for the four included rating lists and before the main rat-
ing list. When a society does not accept to play into a Multiple Matching series, 
then the selection process uses the average rating plus number of games played 
during the rating period. The algorithm repeats this process until reaching the  
required qualifiers of the Multiple Matching series. 

6   Experimentation 

In order to obtain the most efficient arrangement of individuals in a social net-
work, we developed a cluster for storing the data of each of the representative in-
dividuals for each society. The latter is made with the purpose of distributing an 
optimal form for each the evaluated societies [9]. The main experiment consisted 
in implementing 1087 communities in the Cultural Algorithm, with 500 agents 
and 200 beliefs into the belief space. The stop condition is reached after 50 runs; 
this allowed generating the best selection of each quadrant and their possible loca-
tion in a diorama. A location is obtained after comparing the different cultural and 
social similarities of each community, and the evaluation of the Multiple Matching 
Model as in [10]. The vector of weights employed for the fitness function is 
Wi=[0.6, 0.7, 0.8, 0.5, 0.6, 0.4, 0.9, 0.5], which respectively represents the impor-
tance of the particular attributes: emotional control, ability to fight, intelligence, 
agility, force, resistance, social leadership and speed. Then, the cultural algorithm 
will select the color of each society based on the attributes similarity. Each 
attribute is represented by a discrete value from 0 to 5, where 0 means absence and 



62 V.R. Cruz-Álvarez et al.
 

5 the highest value of the attribute. The experiment design consists of an ortho-
gonal array test with interactions amongst the attribute variables; these variables 
are studied within a color range (1 to 64). The orthogonal array is L-N(2**8), in 
other words, 8 times the N executions. The value of N is defined by the combina-
tion of the 8 possible values of the variables, also the values in the color range. In 
Table 1 we list some possible scenarios as the result of combining the values of 
the attributes and the specific color to represent a social issue (society). The results 
permit us to analyze the effect of the variables in the color selection of all the 
possible combinations of values. 

Table 1 The orthogonal array test. 

Emotional 
Control 

Ability to 
fight 

Intelligence Agility Force Resistance Social 
Leadership

Speed Color 

0 1 2 2 3 3 4 5 1 

0 1 2 2 3 4 5 5 1 

1 1 3 2 4 4 2 1 2 

1 1 3 2 5 3 2 1 2 

 
The use of the orthogonal array test facilitates the reorganization of the differ-

ent attributes. Also the array aids to specify the best possibilities to adequate cor-
rect solutions (skills) for each society. Different attributes were used to identify 
the real possibilities of improving a society set in a particular environment, and to 
specify the correlations with other societies (see Figure 4b). Figure 3 presents a 
radar graphic repressing 36 societies (A to AI), their 8 attributes values, and the 
color chose based on the orthogonal test array. 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3 The radar graphic represents the values after applying the orthogonal array for different 
societies. 

7   Conclusions 

After our experiments we were able to remark the importance of the diversity of 
the established cultural patterns for each community. These patterns represent a 
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unique form of adaptive behavior that solves a computational problem that does 
not make clusters of the societies based only on their external appearance (the 
attributes for each society). 

 

 
 

Fig. 4 The final diorama (a) is built according eight diverse attributes based on a Cultural 
Algorithm (Multiagents system). In (b) the visual representation of societies is analyzed ac-
cording to the orthogonal array test. 

The resultant configurations can be metaphorically related to the knowledge of 
the behavior of the community with respect to an optimization problem (to culturally 
select 47 similar societies, without being in the same quadrant [4]). Our implementa-
tion related each of the societies to a specific quadrant. As a result we obtained 
batches that included linguistic and cultural identity (see Figure 4a) for different so-
cieties. The latter, allowed us to identify changes in time related to one or another 
society (see Figure 4b). Here, we show that the use of cultural algorithms substan-
tially increased the understanding in obtaining the “best paradigm”. This after the 
classification of agent communities was made based on a relation that keeps their 
attributes. Therefore, we realize that the concept of "negotiation" exists based on de-
termining the acceptance function to propose an alternative location for the rest of 
the communities [8]. For further implementations we intend to analyze the level and 
degree of cognitive knowledge for each community. Additionally, this may help to 
understand true similarities that share different societies based in the characteristics 
to be clustered and also to keep their own identity. In a related work [7], it has been 
demonstrated that small variations go beyond phenotypic characteristics and are 
mainly associate to tastes and related characteristics developed through the time. On 
the other hand, CAs can be used in the Evolutionary Robotic field where social inte-
raction and decision is needed, for example in the training phase described in [11], 
and to organize group of robots for collaborative tasks. Another future work using 
CAs is related to the distribution of workgroups, social groups or social networking. 
Finally, CAs can be used in pattern recognition in a social database, for example: fa-
shion styling and criminal behavior. 
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‘Believable’ Agents Build Relationships
on the Web

John Debenham and Simeon Simoff

Abstract. In this paper we present the Believable Negotiator — the formalism be-
hind a Web business negotiation technology that treats relationships as a commodity.
It supports relationship building, maintaining, evolving, and passing to other agents,
and utilises such relationships in agent interaction. The Believable Negotiator also
takes in account the “relationship gossip” — the information, supplied by its infor-
mation providing agents, about the position of respective agents in their networks
of relationships beyond the trading space. It is embodied in a 3D web space, that is
translated to different virtual worlds platforms, enabling the creation of an integrated
3D trading space, geared for Web 3.0.

1 Introduction

Despite the hype surrounding electronic business-to-business commerce, little busi-
ness is conducted completely automatically as yet due to the complexity of the issues
being negotiated and the high value of the deals involved. When human agents or
artificial agents, referred to herein as ‘agents’ where no distinction is needed, collab-
orate or compete with each other, for example, in electronic business. The emergent
intelligence or behaviour that did not exist prior to the interaction is commonly
referred to as collective intelligence [1]. Research in social computing spans tech-
nologies that support activity-based interaction to theory, modelling and analysis of
the variety of relationships that emerge [9].

In [6] the authors argued that believability is an essential feature in the next gen-
eration electronic marketplaces. [op. cit.] addressed three technological aspects of
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Fig. 1 The framework of the Believable Negotiator

believability of electronic marketplaces, described namely through the respective
metaphors: “marketplaces where people are”, “marketplaces that are alive and en-
gaging”, and “market places where information is valuable and useful”. In this paper
we argue that another essential feature of the next generation electronic market-
places is the machinery that enables believable negotiating agents to develop and
maintain relationships relevant to their business on the Web. The overall goal is to
develop agents capable of establishing and reshaping their relationships with other
agents to compensate for the lack of understanding of their own preferences over
negotiation outcomes. According to social penetration theory [3] the establishment
and growth of interpersonal relationships is a result of reciprocal exchange of in-
formation. Such exchange starts with relatively non-intimate topics and gradually
progresses to more personal and private topics. These encapsulate the philosophy
behind the Believable Negotiator.

The conceptual framework of the believable negotiator is shown in Figure 1.
Figure 1(a) shows the fundamental co-evolutionary processes: first, an agent α in-
teracts with other agents {βi} using argumentation to sign a contract δ in satisfaction
of need νt , second, through repeated negotiations with βi, α strives to form an hon-
ourable relationship with βi, and third, agent α strives to assemble a relationship
suite that respects her uncertainty profile. The superscript t denotes a function of
time. Figure 1(b) lists some useful measures that summarise features of the poten-
tially large history of illocutionary exchanges built up during many repeated negotia-
tions — these measures are defined in [10] and [12]. Figure 1(c) shows a framework
for representing uncertainty over negotiation outcomes — the potentially massive
space of “language×ontology×need” is abstracted and simplified. Then using this
simpler framework α looks for honourable trading partners with a complimentary
profile.
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2 Building Relationships on the Web

Relationships are fundamental to all but the most impersonal forms of interaction
in business. Our agent summaries its relationships using ‘intimacy’ and ‘balance’
measures. Its actions are then shaped by its desired values for these two measures
that represent its foreseeable social aspirations, and are called the ‘target intimacy’
and ‘target balance’. A particular interaction with another agent is approached both
with the goal of negotiating towards a satisfactory conclusion, and as an opportunity
to do so in a way that gradually develops the relationship towards its target.

Relationships are built through exchanging information; this work employs
information-based agency [11]. The intuition behind information-based agency is
that all illocutionary acts give away (valuable) information. We assume that they
share a common ontology and that their interactions are organised into dialogues,
where a dialogue is a finite sequence of inter-related utterances. A commitment is
a consequence of an utterance by an agent that contains a promise that the world
will be in some state in the future. A contract is a pair of commitments exchanged
between a pair1 of agents. The set of all dialogues between two agents up to the
present is their relationship.

There is evidence from psychological studies that humans seek a balance in their
working relationships. The classical view is that people perceive resource alloca-
tions as being distributively fair (i.e. well balanced) if they are proportional to in-
puts or contributions (i.e. equitable). However, more recent studies [14, 15] show
that humans follow a richer set of norms of distributive justice depending on their
intimacy level: equity, equality, and need. Equity being the allocation proportional
to the effort (e.g. the profit of a company goes to the stock holders proportional to
their investment), equality being the allocation in equal amounts (e.g. two friends
eat the same amount of a cake cooked by one of them), and need being the alloca-
tion proportional to the need for the resource (e.g. in case of food scarcity, a mother
gives all food to her baby).

Enabling Relationships. This discussion is from the point of view of an
information-based agent α in a multiagent system where α interacts with nego-
tiating agents, βi, information providing agents, θ j, and an institutional agent, ξ ,
that represents the institution where we assume that all interactions happen [2]:
{α,β1, . . . ,βo,ξ ,θ1, . . . ,θt}. The institutional agent reports promptly and honestly
on what actually occurs after an agent signs a contract, or makes some other form
of commitment. Agents have a probabilistic first-order internal language L used to
represent a world model, M t . A generic information-based architecture is described
in detail in [11].

The architecture for managing relationships is shown in Figure 2. Agent α acts
in response to a need that is expressed in terms of the ontology. Needs trigger α’s
goal/plan proactive reasoning, while other messages are dealt with by α’s reactive
reasoning. The relationship strategy determines which agent to negotiate with for a
given need; it uses risk management analysis to preserve a strategic set of trading

1 Sets of commitments between more than two agents are not considered here.
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relationships for each mission-critical need — this is not detailed here. For each
trading relationship this strategy generates a relationship target that is expressed in
the dialogical framework as a desired level of intimacy to be achieved in the long
term.

Each interaction consists of a dialogue, Ψ t , between two agents with agent α
contributing utterance μ and the partner β contributing μ ′. Each dialogue, Ψ t , is
evaluated using the dialogical framework in terms of the value of Ψ t to both α and
β . The interaction strategy then determines the current set of offers {δi}, and then
the tactics, guided by the interaction target, decide which, if any, of these offers to
put forward and wraps them in argumentation dialogue. We now describe two of the
distributions in M t that support offer exchange.

Valuing Dialogues. Suppose that an interaction commences at time s, and by time
t a string of utterances, Φt = 〈μ1, . . . ,μn〉 has been exchanged between agent α
and agent β . This dialogue is evaluated by α in the context of α’s world model
at time s, M s, and the environment e that includes utterances that may have been
received from other agents in the system including the information sources {θi}. Let
Ψ t = (Φt ,M s,e), then α estimates the value of this dialogue to itself in the context
of M s and e as a 2×L array Vα(Ψ t) where:

Vx(Ψ t) =

(
Il1
x (Ψ t) . . . IlL

x (Ψ t)

Ul1
x (Ψ t) . . . UlL

x (Ψ t)

)
(1)

where the I(·) and U(·) functions are information-based and utility-based measures
respectively as we now describe. α estimates the value of this dialogue to β as
Vβ (Ψ t) by assuming that β ’s reasoning apparatus mirrors its own.

In general terms, the information-based valuations measure the reduction in
uncertainty, or information gain, that the dialogue gives to each agent, they are
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expressed in terms of decrease in entropy that can always be calculated. The utility-
based valuations measure utility gain are expressed in terms of “some suitable” util-
ity evaluation function U(·) that can be difficult to define. This is one reason why the
utilitarian approach has no natural extension to the management of argumentation
that is achieved here by our information-based approach.

The balance in a dialogue, Ψ t , is defined as: Bαβ (Ψ t) =Vα(Ψ t)	Vβ (Ψ t) for an
element-by-element difference operator	 that respects the structure of V (Ψ t). The
intimacy between agents α and β , I∗tαβ , is the pattern of the two 2×L arrays V ∗t

α and
V ∗t

β that are computed by an update function as each interaction round terminates,

I∗tαβ =
(

V ∗t
α ,V ∗t

β

)
. If Ψ t terminates at time t:

V ∗t+1
x = ν×Vx(Ψ t)+ (1−ν)×V∗t

x (2)

where ν is the learning rate, and x = α,β . Additionally, V ∗t
x continually decays

by: V ∗t+1
x = τ ×V ∗t

x +(1− τ)×Dx, where x = α,β ; τ is the decay rate, and Dx

is a 2× L array being the decay limit distribution for the value to agent x of the
intimacy of the relationship in the absence of any interaction. Dx is the reputation
of agent x. The relationship balance between agents α and β is: B∗tαβ = V ∗t

α 	V ∗t
β .

As a simple example, if the amount if information concerning α and β ’s acceptable
options {IO

α (Ψ ∗t), IO
β (Ψ

∗t)} increases, then α’s greed decreases.
The notion of balance may be applied to pairs of utterances by treating them

as degenerate dialogues. In simple multi-issue bargaining the equitable information
revelation strategy generalises the tit-for-tat strategy in single-issue bargaining, and
extends to a tit-for-tat argumentation strategy by applying the same principle across
the dialogical framework.

Relationship Strategies and Tactics. Each dialogue has to achieve two goals. First
it may be intended to achieve some contractual outcome. Second it will aim to con-
tribute to the growth, or decline, of the relationship intimacy.

We now describe in greater detail the contents of the “Negotiation” box in
Figure 2. The negotiation literature consistently advises that an agent’s behaviour
should not be predictable even in close, intimate relationships. The required varia-
tion of behaviour is normally described as varying the negotiation stance that infor-
mally varies from “friendly guy” to “tough guy”. The stance is shown in Figure 2,
it injects bounded random noise into the process, where the bound tightens as inti-
macy increases. The stance, St

αβ , is a 2×L matrix of randomly chosen multipliers,
each ≈ 1, that perturbs α’s actions. The value in the (x,y) position in the matrix,
where x = I,U and y ∈ L , is chosen at random from [ 1

l(I∗t
αβ ,x,y)

, l(I∗tαβ ,x,y)] where

l(I∗tαβ ,x,y) is the bound, and I∗tαβ is the intimacy.
The negotiation strategy is concerned with maintaining a working set of propos-

als. If the set of proposals is empty then α will quit the negotiation. α perturbs the
acceptance machinery by deriving s from the St

αβ matrix. In the early stages of the
negotiation α may decide to inflate her opening offer. The following strategy uses
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the machinery described above. Fix h, g, s and c, set the Proposals to the empty set,
let Dt

s = {δ | Pt(acc(α,β ,χ ,δ ) > c}, then:

• repeat the following as many times as desired: add δ=argmaxx{Pt(acc(β ,α,x)) |
x ∈ Dt

s} to Proposals, remove {y ∈ Dt
s | Sim(y,δ ) < k} for some k from Dt

s

By using P
t(acc(β ,α,δ )) this strategy reacts to β ’s history of Propose and Reject

utterances.
Negotiation tactics are concerned with selecting some offers and wrapping them

in argumentation. Prior interactions with agent β will have produced an intimacy

pattern expressed in the form of
(

V ∗t
α ,V ∗t

β

)
. Suppose that the relationship target is

(T ∗t
α ,T ∗t

β ). Following from Equation 2, α will want to achieve a negotiation target,
Nβ (Ψ t) such that: ν ·Nβ (Ψ t)+ (1−ν) ·V∗t

β is “a bit on the T ∗tβ side of” V ∗t
β :

Nβ (Ψ t) =
ν−κ

ν
V ∗t

β ⊕ κ
ν

T ∗t
β (3)

for small κ ∈ [0,ν] that represents α’s desired rate of development for her rela-
tionship with β . Nβ (Ψ t) is a 2× L matrix containing variations in the dialogical
framework’s dimensions that α would like to reveal to β during Ψ t (e.g. I’ll pass a
bit more information on options than usual, I’ll be stronger in concessions on op-
tions, etc.). It is reasonable to expect β to progress towards her target at the same
rate and Nα (Ψ t) is calculated by replacing β by α in Equation 3. Nα(Ψ t) is what
α hopes to receive from β during Ψ t . This gives a negotiation balance target of:
Nα(Ψ t)	Nβ (Ψ t) that can be used as the foundation for reactive tactics by striving
to maintain this balance across the dialogical framework. A cautious tactic could use
the balance to bound the response μ to each utterance μ ′ from β by the constraint:
Vα(μ ′)	Vβ (μ)≈ St

αβ ⊗ (Nα(Ψ t)	Nβ (Ψ t)), where ⊗ is element-by-element ma-
trix multiplication, and St

αβ is the stance. A less neurotic tactic could attempt to
achieve the target negotiation balance over the anticipated complete dialogue. If a
balance bound requires negative information revelation in one dialogical framework
category then α will contribute nothing to it, and will leave this to the natural decay
to the reputation D as described above.

Information-Based Strategies. Every communication gives away information and
so has the potential to contribute to the intimacy and balance of a relationship.
Information-based strategies manage the information revelation process. Let Mt

αβ
be the set of time-stamped messages that α has sent to β , and Mt

β α likewise both at
time t. M t is α’s world model at time t and consists of a set of probability distri-
butions. xt denotes a message received at time t. It (α,β ,xt) is the information gain
— measured as the reduction of the entropy of M t — observed by α after receiv-
ing message xt . It (β ,α,xt) is α’s estimate of β ’s information gain after receiving
message xt from α .

The complete information history of both the observed and the estimated infor-
mation gain, Gt(α,β ), is:
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Gt(α,β ) = {(xs,Is(α,β ,xs)) | xs ∈Mt
β α} ∪{(xs,Is(β ,α,xs)) | xs ∈Mt

αβ}

respectively.
In [11] we described to the model that α constructs of β . In general α can not

be expected to guess β ’s world model, M t
β , unless α knows what β ’s needs are

— even then, α would only know M t
β with certainty if it knew what plans β had

chosen. However, α always knows the private information that it has sent to β — for
example, in Propose(·) and Reject(·) messages. Such private information could be
used by β to estimate α’s probability of accepting a proposal: Pt

β (acc(α,β ,χ ′,z)),
where χ ′ is the need that β believes α to have.

α’s information-based strategies constrain its actions, xt , on the basis of
I
t(β ,α,xt ) and its relation to Gt(α,β ). For example, the strategy that gives β great-

est expected information gain: argmaxz{ Is
β (β ,α,z) |Ct(α,β ,z)}. More generally,

for some function f : argmaxz{ f (Is
β (β ,α,z),Gt (α,β )) | Ct(α,β ,z)}, the idea be-

ing that the f ‘optimises’ in some sense the information gain taking account of the
interaction history.

Ontology-Based Strategies. The structure of the ontology may be used to manage
the information revelation process in particular strategic areas. For example, α may
prefer to build a relationship with β in the context of the supply of particular goods
only [8]. The structure of the ontology is provided by the Sim(·) function. Given two
contracts δ and δ ′ containing concepts {o1, . . . ,oi} and {o′1, . . . ,o

′
j} respectively,

the (non-symmetric) distance of δ ′ from δ is the vector: Γ (δ ,δ ′) = (dk : o′′k )
i
k=1

where dk = minx{Sim(ok,o′x) | x = 1, . . . , j}, o′′k = sup(argminx{Sim(ok,x) | x =
o′1, . . . ,o

′
j},ok) and the function sup(·, ·) is the supremum of two concepts in the on-

tology. Γ (δ ,δ ′) quantifies how different δ ′ is to δ and enables α to “work around”
or “move away from” a contract under consideration. In general for some function
g; argmaxz{ g(Γ (z,xs)) | xs ∈ Mt

αβ ∪Mt
β α ∧Ct(α,β ,z)} the idea being that the g

‘optimises’ in some sense the ontological relationship with the interaction history.

3 Conclusions

Reliable relationships are fundamental to enabling interaction of value between hu-
mans. A precursor to achieving reliability for artificial agents is that the relationships
should be ‘believable’ in the sense that they are for humans. This work aims to en-
able valuable interaction for human and artificial agents in a Web 3.0 environment
by providing a set of measures that enable agents to gauge the strength and nature
of their relationships, and then to build their relationships towards desired targets.
By treating information as a valuable commodity and by managing its exchange
strategically this work has been shown to enable human and artificial agents to build
reliable and believable relationships in a laboratory-based Web 3.0 environment.

Acknowledgments. This research is supported by an Australian Research Council Discovery
Grant DP0879789, UTS and University of Western Sydney.
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Speed-Up Method for Neural Network Learning
Using GPGPU

Yuta Tsuchida, Michifumi Yoshioka, and Sigeru Omatu

Abstract. GPU is the dedicated circuit to draw the graphics, so it has a characteris-
tic that the many simple arithmetic circuits are implemented. This characteristic is
hoped to apply the massive parallelism not only graphic processing. In this paper,
the neural network, one of the pattern recognition algorithms is applied to be faster
by using GPU. In the learning of the neural network, there are many points to be
processed at the same time. We propose a method which makes the neural network
be parallelized in three points. The parallelizations are implemented in neural net-
works which have different initial weight coefficients, the learning patterns or neu-
rons in a layer of neural network. These methods are used in combination, but the
first method can be processed independently. Therefore one of the three methods,
the first method, is employed as comparison to compare with the proposed methods.
As the result, the proposed method is 6 times faster than comparison method.

1 Introduction

Recently, the GPU, Graphic Processing Unit becomes popular and low cost due
to developments of high quality 3DCGs, movie processing algorithms and com-
puter games. GPU is the dedicated circuit to draw graphics, so it has many sim-
ple arithmetic circuits. These units are able to be applied to not only graphics but
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also general parallel computations. GPU which is used in parallel computations is
called General-Purpose computing on GPU (GPGPU)[5]. In order to assist develop-
ments with GPGPU, Compute Unified Device Architecture (CUDA) is distributed
by NVIDIA, which optimizes parallel computations with GPU [2]. In this study, we
consider a GPGPU application to intelligent signal processings especially in neural
networks. As previous works, Kyoug-S et al. [4] proposed the neural network im-
plementation for GPU. Then Daves [1] organized this method. Finally, Honghoon et
al. [3] proposed the implementation with CUDA. However, these previous methods
assume that networks are already trained, therefore they don’t include how to train
neural networks implemented in GPGPU. Under these circumstances, we propose
a neural network training method which is optimized for GPGPU. At first, we pro-
pose a simple algorithm which trains neural networks with different initial weight
coefficients in parallel. As next steps, we propose optimized versions with consider-
ing neural network architecture. Finally, we show the effectiveness of our proposed
algorithms by some simulations.

2 Architecture of Layered Neural Network

Before the discussion about neural network implementation to GPGPU, we summa-
rize the architecture of a simple layered neural network. Fig.1 shows a feed-forward
layered neural network. It has l neurons in an input layer, m neurons in a hidden
layer and n neurons in an output layer, respectively. The equations indicate the oth
pattern in the P data-sets. The outputs from the hidden layer yo

j :

yo
j = f

(
l

∑
i=0

vi jx
o
i

)
( j = 1, · · ·m) (1)

f (x) =
1

1− exp(−x)
. (2)

where xo
i (i = 1, · · · l) are input signals fed to the input layer, x0 = −1 is a threshold

(common by all patterns), vi j are weights and (2) is a sigmoid function. The outputs
from output layer zo

k , are :

Zo
k = f

(
m

∑
j=0

wjkyo
j

)
. (k = 1, · · ·n) (3)

where y0 =−1 is threshold (common by all patterns).
Back propagation is used as the update method for weights. The weights are

updated as follows. At first, the error signals eo
k are calculated by using supervisor

signals do
k as follows:

eo
k = do

k − zo
k . (4)
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Fig. 1 Architecture of layered neural network

The weights in the output layer are calculated as follows:

wnew
jk = wold

jk +Δwo
jk (5)

Δwo
jk = ηyo

jδ
o
k ( j = 0, · · ·m,k = 1, · · ·n) (6)

δ o
k = eo

kzo
k(1− zo

k) (7)

where η is the learning rate. Finally the weights in the hidden layer are calculated
as follows:

vnew
i j = vold

i j +Δvo
i j (8)

Δvo
i j = ηxo

i yo
j(1− yo

j)
n

∑
k=1

wnew
jk δ o

k (9)

where wnew
jk and δ o

k are propagated values which updated in the output layer respec-
tively. One pair of input signals and supervisor signals is defined as Pattern. The
Patterns are fed repeatedly until some conditions. There are two conditions to stop
the repeat. At first, the summation of ek is less than the prescribed value. And the
processes have executed the prescribed number of times. In this paper, the first con-
dition is not defined, and the secondary prescribed number is defined as s. Therefore,
the above processes are repeated Ps times, when the P Patterns are trained.

3 Proposed Method

In this section, the three training methods for neural networks in GPGPU are pro-
posed. At first, we consider a simple implementation as the reference. Usually, in
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Fig. 2 Parallelization for whole network

the training process of neural networks, a trial-and-error is used with different ini-
tial weights because neural networks may converge to different local minimums
according to their initial weights. By training many neural networks with different
initial weights, we can reduce the number of trial and error processes. We call this
method gcomparison methodh for the reference of improved methods. Fig.2 shows
the method mentioned above.

As the next steps, we propose improved methods optimized for GPGPU and neu-
ral networks. From the neural network architecture, we can find some points for par-
allelization. As first candidate for parallelization, we adopt neurons in same layer.
The calculations for neurons in same layer are performed in parallel. However, it
is important that we need to wait until all calculations in same layer are completed
because calculations in the next layer need the results in the previous layer. In order
to guarantee this synchronization, we introduce a synchronization mechanism by
using “Syncthread” function in CUDA. The number of the threads is set to the max-
imum of the number of the neurons of the each layer. Fig.3 shows the first method
mentioned above.

As the second candidate, we adopt parallelism in training patterns. In the training
of neural networks, many patterns are fed to neural networks. These calculations are
able to be performed in parallel. Usually, in the neural network training, we have
two types of algorithms. One is sequential and the other is batch. In the sequential
type training, weights are updated with respect to each pattern, and in the batch
training, all errors are accumulated and weights are updated according to the total
error. However, it is difficult to use directly these algorithms in parallel case because
of weights update confusion. In order to avoid the confusion, weights are fixed in the
feed forward stage and updated with respect to each pattern in the back propagation
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Fig. 3 Parallelization for in the network

Fig. 4 Parallelization for patterns

stage. The convergence of weights in neural networks with this modified training
algorithm is confirmed by some preliminary simulations. Fig.4 shows the second
method mentioned above.
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Table 1 GeForce GTX480

Number of cores 480
Global Memory 1.5GB

Constant Memory 64KB
Shared Memory 48KB/block

Clock rate 1.40GHz

These methods are implemented to GPU by CUDA. In CUDA, many threads are
allocated in a hierarchy structure. The Grid has up to 232 Blocks in two dimensions.
Then each Block also has up to 1024 threads in three dimensions. In total, they have
five dimensions. The each Block has a Shared memory to be shared by the threads
contained in the Block. In addition, the graphic board has Global memory to be
accessed from not only the all threads contained in the GPU but also the host CPU.
In this study, we use the following notations. The index of the Block is (bix,biy)
and the index of thread in a Block (tix, tiy, tiz) respectively where the size of Grid
is (gx× gy < 232) and the size of Block is (bx× by× bz < 1024). The structure of
the hierarchy is organized to satisfy the proposed methods as follows : (gx,gy) =
(N/b, p),(bx,by,bz) = (Rmax,b,1) respectively, where b is a natural number , and
Rmax is the maximum in l,m,n. The values of y, z, or δk are shared by the threads in
same Block, so the Shared memories are used. And then the “Syncthreads” function
can be operated for the threads in the same block only. The weights are allocated to
Global memory in order to be accessed from the all threads in the Grid.

4 Simulation

In order to confirm the effectiveness of our proposed methods, we have two sim-
ulations. We use the comparison method as the reference, and measure calculation
times of the methods. The GPU used for the inspection is GeForce GTX480. The
specifications of the GPU is summarize in table 1. And the specifications of the
parameter settings for this simulation is shown in table 2.

We have some simulations different in the number of the neurons in the hidden
layer and patterns. Fig.5 and 6 show the results respectively. In these figures, each
rectangles of the solid line depict the processing time of the proposed method, and
the rectangles of the dashed line depict the comparison method.

These results show that the processing times with the proposed method don’t
increase though the number of hidden layer in comparison with the comparison
method. It means that the proposed method is achieves much shorter processing
time than the comparison method. However the processing time is increased by
changing the number of pattern. It means that the effect of third method don’t have
enough performance. As the result, the processing time is about 16 percent shorter
than that of the comparison method.
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Table 2 Parameter settings used in the simulations

Symbols Descriptions Values
N The number of the neural networks 40
b The number of the networks per Block 5
l The number of inputs 3
m The number of the neurons in the hidden layer 9*
n The number of output 3
η The learning rate 0.04
P The number of the patterns 10*
s The number of the steps of training 2200

* is default values.

Fig. 5 Result 1: The processing time different in the number of the neurons in the hidden
layer.

5 Conclusion

In this paper, we proposed the neural network training algorithm optimized for
GPGPU. These methods extract parallelism in neural network training and opti-
mize them for GPGPU. The simulation results show the effectiveness of our pro-
posed methods combinated. Our proposed method achieves about six times faster
than the simple implementation, comparison method. One of the methods we dis-
cussed in this paper is that the calculations in each pattern are done in the same time.
However the calculation for weight coefficients in the neuron is sequential. So, as
future research, we consider that the each weights in the neuron are calculated in
the same time in consideration of the calculation for the patterns. Many home com-
puters shipped in late years have GPU. By using these systems, many applications
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Fig. 6 Result 2: The processing time different in the number of the patterns.

developed with neural networks are available at home. As future works, we consider
other machine learning algorithm implementations using GPGPU.
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A Fast Heuristic Solution for the Commons
Game

Rokhsareh Sakhravi, Masoud T. Omran, and B. John Oommen�

Abstract. Game Theory can be used to capture and model the phenomenon of the
exploitation of the environment by human beings. The Commons Game is a sim-
ple and concise game that elegantly formulates the different behaviors of humans
toward the exploitation of resources (also known as “commons”) as seen from a
game-theoretic perspective. The game is particularly difficult because it is a multi-
player game which requires both competition and cooperation. Besides, to augment
the complexity, the various players are unaware of the moves made by the others
– they merely observe the consequences of their respective moves. This makes the
game extremely difficult to analyze, and there is thus no known method by which
one can even understand whether the game has has an equilibrium point or not.
In the Commons Game, an ensemble of approaches towards the exploitation of the
commons can be modeled by colored cards. In this paper, we consider the cases
when, with some probability, the user is aware of the approach (color) which the
other players will use in the exploitation of the commons. We investigate the prob-
lem of determining the best probability value with which a specific player can play
each color in order to maximize his ultimate score. Our solution to this problem
is an “intelligent” heuristic algorithm which determines (i.e., locates in the corre-
sponding space) feasible probability values to be used so as to obtain the maximum
average score. The basis for such a strategy is that we believe that results obtained
in this manner can be used to work towards a “expectiminimax” solution, or for
a solution which utilizes such values for a UCT-type algorithm. The solution has
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been rigorously tested by simulations, and the results obtained are, in our opinion,
quite impressive. Indeed, as far as we know, this is a pioneering AI-based heuristic
solution to the game under the present model of computation.

Keywords: Game Theory, Commons Game, Tragedy of Commons, Convergence
of Commons.

1 Introduction

In Game Theory, a number of players attempt to find strategies for playing a spe-
cific game so as to lead to the best solution for a predefined goal. Although, Game
Theory has been extensively studied in the field of mathematics, it also has many
applications in economics, biology, engineering, politics, philosophy and computer
science. In recent years, there has been a remarkable increase in research in fields
that intersect game theory and computer science. Many artificial games studied in
Game Theory can be used to understand the main aspects of humans using/misusing
the environment. They can be tools by which we can define the aggregate behavior
of humans, which, in turn, is driven by “short-term”, perceived costs and benefits.
We believe that humans should demonstrate a good understanding of how to pro-
tect the global environment, and in this regard Game Theory presents a potentially
useful framework for the modeling and understanding of innate aggregate behaviors
of multiple parties, as related to strategies for the use of resources. The Commons
Game basically describes how a selfish player can use an unregulated resource, and
instructs us of the different strategies that humans can use to cooperatively benefit
from the resources found in the environment (e.g., forest, fish, water, energy, etc.)

The above scenario is modeled by the Commons Game, which is a simple and
concise game that elegantly formulates the different behaviors of humans toward the
exploitation of resources as seen from a game-theoretic perspective. In the setting of
the formal Commons Game, an ensemble of approaches towards the exploitation of
the commons can be modeled by colored cards, as explained presently. As one can
understand, the game is particularly difficult because it is a multi-player game which
requires both competition and cooperation. The complexity is augmented because
the various players are unaware of the moves made by the others – they merely ob-
serve the consequences of their respective moves. Thus even the analytic techniques
to analyze the game are not known, and even the existence of an equilibrium point
has not been reported.

How then do we approach the problem? We consider the cases when, with some
probability, the user is aware of the approach (color) which the other players will use
in the exploitation of the commons. We then investigate the problem of determining
the best probability value with which a specific player can play each color in order
to maximize his ultimate score. As one can see, our solution to this problem is an
“intelligent” heuristic algorithm which determines (i.e., locates in the corresponding
space) feasible probability values to be used so as to obtain the maximum average
score. The basis for such a strategy is that the results obtained in this manner can be
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used to work towards a “expectiminimax” solution [9], or for a solution which uti-
lizes such values for a UCT-type algorithm [7]. This is currently being investigated.

In a commons, the individual parties using it are in competition with each other.
It would, however, be more beneficial for each party (person, nation) to ensure that
there will always be a harvest. But to do so, everyone in the commons must trust the
others to act morally if and when an agreement to restrict exploitation is made. It
will not be fair if one party restricts his exploitation, while another continues to use
the resources in an unrestricted manner. The important features in a commons are
thus two-fold. First, an individual’s short-term selfish actions are in conflict with his
long-term best interests.

The introduction of the problem to research in Game Theory dates back to 1968
when Hardin offered a simple application of Game Theory for the utilization of
environmental resources in the so-called Tragedy of the Commons [5]. With regard
to designing a computational “game” to efficiently and appropriately model this
scenario, Power et al. [8] developed one such environmental game, the Commons
Game in 1977 which is the theme of this study. This is a group game which has to be
played cooperatively. In this game, players choose their cards individually but free
communication is allowed. Players are free to act independently or interdependently
in such a way that they can withdraw from the commons or take part in it. This is
basically the version of the game that we use in our work.

More recently, the Commons Game has received a lot of attention due to its ap-
plicability to real-world issues. Baba et al. [1, 2, 3] suggested that the utilization
of soft computing techniques (such as Genetic Algorithms (GAs) and Evolution-
ary Algorithms (EAs)) could contribute towards making the original game much
more exciting. They also comparatively discussed three games, namely, the original
Commons Game, the modified Commons Game utilizing GAs and Neural Networks
(NNs), and the modified Commons Game utilizing EAs and NNs. They declared
that the Commons Game which used EAs and NNs provided the best opportunity
for letting players seriously consider the use of the commons. Brown and Vincent
[4] analyzed the evolution of cooperation for a family of evolutionary games involv-
ing shared costs and benefits, with a continuum of strategies from non-cooperation
to total cooperation. This cost-benefit game allows the cooperating parties to share
in the benefit of the option to cooperate, and the recipients to be, in turn, burdened
with a share of their cost.

In this paper, we shall develop a deterministic approach to maximize the average
case score of a player (Player 1) when the probability by which the other players
select a color is known a priori. While we do not claim that our solution attains
the local/global optimum (which, we believe, is an intractable problem), what we
endeavor to obtain is a heuristic by which a feasible solution is achieved. We ana-
lyze the game data and present various interesting properties pertaining to its perfor-
mance. Finally, we illustrate the implementation results of the algorithm and provide
various charts to visualize the behavior of the game in various situations.
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2 State-of-the-Art of the Commons Game

The purpose of the Commons Game is to simulate the workings of a set of players
utilizing the commons in such a way that no player has an exclusive right to the
resource, while on the other hand, all the players have access to it.

In the Commons Game, the players can play either selfishly or cooperatively in
each round. The resource is depleted gradually if the collective play is predomi-
nantly selfish, and consequently, everyone ends up with a profit less than if they had
played cooperatively. On the other hand, if the play is predominantly cooperative,
each player takes less than his maximum on each trial, implying that the resource is
inexhaustible, and thus that they can “indefinitely” keep earning benefits from the
resource. Hardin’s article titled “The Tragedy of the Commons” [5] in the book by
Hardin and Baden [6], and his film are excellent introductions to this game.

3 Maximum Score Computation

In this section, we develop a deterministic approach to maximize the average case
score of a specific player when the probability by which other players select a color
is known a priori. We do not claim that our solution attains the local/global op-
timum. What we endeavor to obtain is a heuristic by which a feasible solution
is achieved. From a more philosophical perspective, one cannot draw conclusions
based on best responses on how players would play. However, we are simply look-
ing for a good playing strategy if we as a player know the probability by which other
players select a color. Thus, we have proposed a heuristic which has been confirmed
to have good results by simulations.

Problem Formulation: Suppose that for every player i, a probability vector Pi is
given, which is the probability by which the player chooses a color. To be specific,
Player i chooses color Green, Red, Yellow, Orange, and black with probability PGi ,
PRi , PYi , POi , and PBi , respectively. Let N be the number of players. Let the expected
number of players that play each color be PX = ∑N

i=1 PXi ,X ∈ {G,R,Y,O,B}. We
apologize for using the same symbol to represent different concepts. However, the
context of the symbols is, generally speaking, not confusing.

As described earlier, the score of playing Green (Red) at each round is defined
using the Payoff matrix, the Matrix Board, and the number of players who play Red
cards. This score is in effect before invoking the consequence of playing a Black
(Orange) card. For ease of explanation, we alter the Payoff matrix so that it allows
not only a scalar number of players but also real numbers. For each state of the game
we define a linear function that represents the score for playing a Green (Red) card
based on the number of Red cards played. The score functions, denoted by Payoff
functions, are obtained by connecting points on scalar representations of the Payoff
matrices. As before, the score of playing a Yellow card is 6, and that of playing
Orange and Black cards are −6

PO
and −6

PB
, respectively.
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In the original version of the game, “Replenishment” occurs in random rounds,
and it is known that, on the average, it occurs every 6th round. Thus, to accommodate
for the average computation, we consider it to occur every 6th round.

Based on the above problem setting, our goal is to compute a probability vector
for a specific player to maximize his score when the probability vector for the other
players is known a priori. Although we are working with the original version of
the game [8], we desire a general approach which is applicable to all problems that
reflect on the basics of the “Tragedy of the Commons”.

The Proposed Solution: Suppose that the probability vector Pi, i = 2, . . . ,N, is
given, and that we are planning to determine the probability vector P1 that maxi-
mizes the average case score of Player 1. Once P1 has been computed, the average
score of playing each color at each round is available, where we use the expected
number of players playing each color to compute the scores for the round. Although
the scores for playing Yellow, Orange, and Black cards stay the same on different
rounds, the scores of playing Green and Red cards change as a result of the change in
state of the game. Once the expected numbers for all the colors have been computed,
we can also compute the score for playing Green and Red cards at each round. Here,
SGi and SRi are the scores for playing Green and Red cards in round i, i = 1, . . . ,RN,
where RN is the total number of played rounds.

Our approach to determine the best probability vector for Player 1 is by consid-
ering the different cases based on the structural properties of the problem. First of
all, it is straightforward to see that playing Orange and Black cards is not beneficial
toward the goal of the problem. The reason for this is that for any number of Orange
and Black players, the score for those who play them is negative so that they have a
contra effect towards maximizing the score. Consequently, the maximum advantage
is obtained by setting PO1 = 0 and PB1 = 0.

Consider the following cases:

1- PB ≥ 1: Whenever the expected number of Black card players is greater than
or equal to unity, playing a Green card always leads to a score of −20 points. So,
playing a Green card is not beneficial, implying that PG1 = 0. So, the best probability
vector is obtained for some proportion involving PR1 and PY1 , (note that PR1 +PY1 =
1). In order to calculate the proportion, we define the average score of Red card

players as AVGR =
∑RN

i=1(SRi+P0∗10)
RN , where, for sake of convenience, we compute the

time average, even though, more formally, we should have computed the ensemble
average. The following cases are possible:

If (PR1 = 1)∧ (AVGR > 6): This case implies that the best probability vector is
obtained by setting PY1 = 0 and PR1 = 1.

Else If (PR1 = 1)∧ (AVGR < 6): In this scenario, the best probability vector is
obtained by setting PY1 = 1 and PR1 = 0.

Else (i.e., (PR1 = 1)∧(AVGR = 6)): In this scenario, either of the above solutions
is the best probability vector.

The above discussion follows from the fact that decreasing PR1 from its original
value (equal to 1) results in a decrease in AVGR, and so the the total score will drop
more as Player 1 uses less Red cards and more Yellows cards.
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2- PB < 1: If the expected number of Black card players is less than unity, play-
ing a Green card may also be beneficial. Therefore, the best probability vector is
obtained for some proportion involving PG1 , PR1 , and PY1 , where the reader should
observe that PG1 +PR1 +PY1 = 1. In order to calculate the proportion, we first con-
sider the option of only playing Green and Red cards, and subsequently extend the
solution to include playing Yellow cards.

It should be mentioned that, for the sake of convenience, instead of computing
the three point convex combination of PG1 , PR1 , and PY1 simultaneously, we consider
PY1 separate from PG1 and PR1 . The reasoning behind this is a consequence of the
simplifying effect of assuming that changes in PY1 are independent from changes to
the values of PG1 and PR1 . As a result, our heuristic algorithm involves computing
trivial two-point convex combinations while producing reasonable results.

We define AVGG =
∑RN

i=1(SGi∗(1−PB)+PB∗(−20))
RN as the average score for Green card

players. The following cases are possible when a Yellow card play is not involved:
If (PR1 = 1)∧ (AVGG ≤ AVGR): In this case, the best probability vector is ob-

tained when PR1 = 1 and PG1 = 0. To show that it is true, suppose that we decrease
PR1 and increase PG1 to get a new proportion between these probabilities. The aver-
age score of playing Red and Green drops when less Reds are used because of the
increasing nature of the Payoff functions. Besides this, playing more Green cards
will cause the state to drop to negative values faster, which, in turn, results in a less
average score for playing both Red and Green cards. Thus, the total score will drop
if we decrease PR1 and increase PG1 not only because the average scores are de-
creasing, but also because we are replacing Red cards (which have a higher average
score) with Green cards which have a lesser average score. Thus, the best probabil-
ity vector is obtained when the most possible Red cards are played, namely PR1 = 1.
The results show that even for some values of AVGG greater than AVGR, PR1 = 1 is
the best probability vector for Player 1. More details of this are given in Section 4.

Else (i.e., (PR1 = 1)∧ (AVGG > AVGR)): In this case the best probability vector
is obtained by finding the maximum of (PG1 ∗AVGG +PR1 ∗AVGR) for all possible
values of PR1 and PG1 , where one should observe that PG1 +PR1 = 1. Here, in or-
der to find the maximum possible average score, we decrease PR1 from its original
value, 1, by some value Δ and increase PG1 (initially equal to 0) by Δ and compute
(PG1 ∗AVGG +PR1 ∗AVGR). The highest value is the resultant maximum possible
average score, namely the maximum of (PG1 ∗AVGG +PR1 ∗AVGR). Because of the
fact that decreasing PR1 and increasing PG1 will lead to a decrease in both AVGG

and AVGR, we increase the total score by replacing Red cards (which lead to a less
average score) with Green cards (with a greater average score), to work towards
a maximum value. However, a more careful observation of the function at differ-
ent values of AVGG and AVGR by decreasing PR1 and increasing PG1 reveals that
there are some small drops and jumps in both functions. Figure 1 shows one such
example. Here, we consider Δ = 1 and probabilities which are given by percent-
ages. The maximum average score in this example is obtained for PG1 = 34.32%
and PR1 = 65.68%. Note that the jumps in the functions AVGG and AVGR do not
affect our previous discussion for the case where (PR1 = 1)∧(AV GG ≤ AVGR) since
both functions have their maxima for PG1 = 0, and the jumps never reach to that
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Fig. 1 A sample probability vector, AV GG, AV GR, and the function PG1 ∗AV GG+PR1 ∗AV GR,
for increasing values of PG1 .

value. Consequently, in the case that ((PR1 = 1)∧ (AV GG > AVGR)), the maximum
possible average score is not unique. A more detailed discussion of different cases
for this scenario is presented in Section 4.

The results that we have obtained up to now do not involve the consideration of
playing Yellow cards. We now consider the case where a Yellow card can also be
played. We define the joint average score of playing Green and Red cards (defined
earlier) as AVGGR = PG1 ∗AVGG +PR1 ∗AVGR.

The following cases are possible when Yellow cards are also involved:
If (AVGGR > 6): In this case, playing a Yellow card together with Green and Red

cards is not beneficial, implying that PY1 = 0 (see Figure 1). To prove this assertion,
by way of contradiction, suppose that if we decrease PG1 by some value Δ and
increase PY1 by Δ , we can obtain a greater total score. If this is true we could, instead
of increasing PY1 , increase PR1 by Δ and get an even higher total score. But this
contradicts the fact that AVGGR is the maximum possible joint average score for
playing Green and Red cards. Also, it is easy to see that decreasing PR1 by some
value Δ and adding Δ to PY1 will not increase the total score since we are replacing
values greater than 6 by 6, and at the same time AVGGR gets decreased as both
AVGG and AVGR fall. So, the best probability vector would be obtained by the same
probabilities as we had before.

Else If (AVGGR < 6): In this case, the best probability vector is obtained when
PG1 = 0, PR1 = 0, and PY1 = 1 This is true because, for any combination of Green,
Red, and Yellow cards, if PY1 �= 0, the joint average score of playing Green and Red
cards is less than AVGGR obtained earlier. As a result, the best probability vector is
obtained when we use all Yellow cards which yields the highest possible total score.

Else (i.e., (AVGGR = 6)): In this setting, either of the above cases would lead to
an equal total score, and this would be the best probability vector for Player 1.

The above algorithm leads the maximum average score for Player 1 when the prob-
ability vectors for the other players are given a priori.
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4 Commons Game Implementation and Analysis

We have implemented the Commons Game in order to visualize and analyze the
details of the game, and to test the effectiveness of our algorithm in attaining the
average maximum score. Our implementation of the game is based on the manual
published by Powers et al. [8]. We have also implemented the average maximum
score computation algorithm presented in Section 3.

Our implementation illustrates some of the structural properties of the Commons
Game and those of the new maximum score computation algorithm. The new algo-
rithm proposed here computes the maximum possible score that Player 1 can earn
(on average) by working with the average number of players that play each color in
each round. The principle motivation of the new algorithm is to simplify the behav-
ior of the game using its structural properties, which is captured by the two functions
defined earlier, namely AV GG and AV GR. Since the Green and Red card moves are
related to each other in different ways and toward the score computation, they effect
the final score inter-dependently. Therefore, in our algorithm which computes the
average maximum score, we first compute the joint average score of playing Green
and Red cards, denoted by AVGGR, and use this quantity to obtain the ultimate result.

The following properties are observable in the AVGG and AVGR functions:

1- Both functions are almost always decreasing, except at a few drop and jump
points. The drops in the AVGG and AVGR functions are the result of the changes at
the points at which replenishment and state changes occur.

2- Both functions decrease at about the same rate, although the rate of decrease of
AVGG is slightly more than that of AVGR. The difference in the decrease rates is due
to the fact that, in all Payoff functions, the score of playing a Green card is more
than the corresponding score of playing a Red card. So, the degradation to lower
states effects the score of Green card players more than that of Red card players.

3- The points at which drops and jumps occur are mostly the same in both func-
tions, and the functions look quite similar. Note that the major reason for these drop
and jump changes in AVGG and AVGR is the state change which affects the scores
of the Green and Red cards at the same junctures.

The drops and jumps in the AVGG and AV GR functions also effect the quantity
AVGGR. Apart from this, we also record the following properties of AVGGR:

1- The AVGGR function starts from where the AVGR starts and ends where it ends.
2- If both AVGG and AVGR were strictly decreasing, AVGGR would have pos-

sessed a unique maximum value. Because of the drops and jumps in both AVGG

and AVGR, the maximum value for AV GGR is not unique. Figures 2(a), shows an
example in which the maximum values for AVGGR occur for two different values of
PG1 . In fact, there are cases when the maximum occurs for many values of PG1 .

3- The higher the value of the maximum AV GGR, the smoother is the shape of the
functions AV GG, AVGR, and AVGGR. Thus, the shape of the function is more like the
one that is thought for. This is because in higher states, the effect of state changes
and replenishment on the total score is less significant, as seen in Figure 2(b).
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Fig. 2 (a) shows that the maximum value of AV GGR is obtained for both PG1 = 42 and PG1 =
100. (b) An example showing the case that the maximum of AV GGR occurs at higher scores.

5 Conclusions

In this paper, we have studied the Commons Game, the purpose of which is to sim-
ulate the workings of a set of players utilizing the commons in such a way that no
player has an exclusive right to the resource, while on the other hand, all the players
have access to it. In this game, the players are required to pay more attention to
the so-called cost which is calculated based on the proportion of other players and
their respective strategies. However, if the relative number of cheaters is higher, the
perceived benefit of the others cooperating increases. Consequently, a proportion of
the players must usually play cooperatively even though the others fail to, because
the success of each strategy is calculated based on the proportion of the players
using the various strategies in the total population. Through this work, we have de-
veloped a deterministic approach to maximize the average case score of a specific
player (Player 1) when the probability by which the other players select strategies
(represented by colored cards) is known a priori.
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Picture Information Shared Conversation
Agent: Pictgent

Miki Ueno, Naoki Mori, and Keinosuke Matsumoto

Abstract. Recently, the various chatterbots have been proposed to simulate conver-
sation. In this study, we propose a novel chatterbot system utilizing ”pictures” of a
model of situation in order to share common knowledge between users and the chat-
terbot by showing pictures to users. We show the basic concept and system structure
of proposed system. We also describe the algorithm of estimating user interests.

1 Introduction

Recently, because of the increasing amount of information on the Internet, a con-
versation system called chatterbot is attracting public attention again. In order to
estimate user interest, we have proposed novel chatterbot system[1].

However, there exists obvious limitation for communication between user and
system with only text information, because nonverbal information like an expression
or cultural background are very important in human actual conversation. Therefore,
in this study, we propose a novel conversation system called Picture Information
Shared Conversation Agent (Pictgent) in order to share conversation background
knowledge by showing prepared picture to user.

There have proposed several studies to introduce pictures to communication be-
tween humans and systems. SHRDLU[2] is known as the successful model in do-
main specific conversation system by showing a graphical block world. In fields
of psychology, Thematic Apperception Test (TAT)[3] utilizes ambiguous pictures to
guess the mind state of subject.

Ito et al.[4] proposed the method that adds text information based on semantic
ontology to usual pictograms and the tool that creates new symbolic picture.
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Fig. 1 Diagram of Constitution of whole System

2 Concept of Pictgent

Our proposed system called Pictgent is made of the following 3 modules.

Picture Module: This module manages the picture information that are important
items in this study. Each picture has its own model created by object oriented
modeling technique. In this module, picture model is written in XML format.

Scenario Module: This module controls transition of scenario of picture. In order
to achieve adequate transition, this module stores user’s inner state as numerical
vector according to user input history.
Scenarios are written by XML which has transition map and answer example set.

Chat Module: This module replies according to user’s input. There are following
two different reply modes in this module.

Scenario mode: If user is following the scenario, the scenario mode is used. In
this mode, Pictgent can talk with users utilizing picture’s and scenario’s XML.

Chatterbot mode: If user loses interests and strays from a scenario, the mode is
set to chatterbot mode. In this mode, Pictgent replies based on various topics
with estimating the user interests.

3 Constitution of Pictgent

In this chapter, we describe the system outline of the Pictgent.
Fig. 1 shows the outline of the Pictgent. The system is written in Java. We intro-

duced multi-thread programming for input and output part in order to make Pictgent
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reply not only when user has finished inputs. We set an interval time to system for
managing spontaneous reply.

Interpretation: Pictgent receives an input and formats it by morphological anal-
ysis.

Replying: Pictgent replies to user with an appropriate expression that is retrieved
from several databases(DB) and Web information.

Learning: Pictgent will ask user about user’s input sentence or any unknown
keywords. It can memorize new statements and revise its memory.

Personality: Pictgent maintains a self-portrait and uses specific end of phrases.

4 Estimating Current User Interests

Generally, user interests are changing during conversation. If the Pictgent uses all
logs equality, it is difficult to estimate current topics. To solve this problem, we pro-
pose the following method which estimate current user interests by emphasizing the
current user input. Pictgent do not care the current user interests in scenario mode
because there already exists transition map. Therefore, we focus on the “chatterbot”
mode of Pictgent in following discussion.

Pictgent has a user a’s interest vector ca which represents user’s internal state.
Each vector element of ca (0 ≤ ca

j ≤ 1) relates to category j of stored BBS board
information. If the degree of user interests in related board is maximum, the value
of vector element becomes 1. On the other hand, use has no interest in that board,
the value becomes 0.

The proposed Pictgent tries to answer based on the topic of board of larger ca
j .

However, ca is made by all logs, there is problem that the proposed Pictgent fails to
understand current topics. To avoid this, the proposed Pictgent decides the topic of
answer as follows:

We define the latest input in time step T as S T . Old inputs are represented by
S T−1, S T−2, c, S 1. We also define the changing topic vector σS T as follows:

{σS T } j =
W∑

x=1

NxR j
x (1)

where Ni is the frequency of word i in S T and R j
i is the frequency word i in board j.

Next, the topic vector ta which i-th element represents the current significance of
board i is defined.

We set the default value of all elements of ta to 0. The proposed Pictgent calcu-
lates ta as follows whenever the proposed Pictgent obtains the newest input S T .

ta =

T∑

i=1

γi−1σS T−i+1 (2)
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where γ, 0 ≤ γ ≤ 1, is discount rate. As γ decreases, the influence of past inputs
decreases. We define normalized unit vector of ta as t̂a.

Since we assume user interests are constant in short term, we consider that the
weight of past inputs and that of current inputs are the same.

Therefore ca is obtained by ta
γ=1 of γ = 1 as follows:

ta
γ=1 =

T∑

i=1

σS T−i+1 , ca = t̂aγ=1 (3)

The proposed Pictgent decides an utilizing board by referring to ca and t̂a. We define
board deciding vector b as follows:

b = ηca+ (1−η)t̂a (4)

where 0 ≤ η ≤ 1. The proposed Pictgent selects board i in proportion to bi.

5 Conclusion

In this study, we proposed a novel chatterbot called Pictgent that can talk with users
by sharing picture’s information. We also described its system constitution. Improv-
ing each modules, especially the Chat Module and applying Pictgent to real situation
like child school are important further work.

This research was supported in part by a Grant-in-Aid for Scientific Research
(C), 22500208, 2010-2014 from the Ministry of Education, Culture, Sports, Science
and Technology.
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A Mixed Portfolio Selection Problem

Irina Georgescu and Jani Kinnunen

Abstract. The mixed portfolio selection problem studied in this paper corresponds
to a situation of financial risk management in which some return rates are mathe-
matically described by random variables and others are described by fuzzy numbers.
Both Markowitz probabilistic model and a possibilistic portfolio selection model are
generalized. A calculation formula for the optimal solution of the portfolio problem
and a formula which gives the minimum value of the associated risk are proved.

1 Introduction

Traditionally, probability theory is the mathematical instrument to study uncertainty
phenomena. On the other hand, there are types of uncertainty which cannot be ap-
proached probabilistically. Zadeh’s possibility theory [16] offers an alternative to the
treatment of uncertainty situations. The transition from probabilistic to possibilistic
models concerns two components:

(i) random variables are replaced with possibility distributions (particularly,
fuzzy numbers);

(ii) usual probabilistic indicators (expected value, variance, covariance) are re-
placed with adequate possibilistic indicators.

Portfolio selection is one of the crucial problems which appear in financial deci-
sion making. In Markowitz portfolio selection model [14] the security returns are
considered random variables. This model uses two probabilistic indicators: mean
value for return and variance for risk (see [14], [1]).

Portfolio selection problem appears naturally and various possibilistic portfolio
selection models were studied in [4], [10], [11], [12], [13], [15], [17].
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The complexity of the situations in financial field leads us to the idea of mixed
models useful for possibility and probability theory. The aim of this paper is to
propose a mixed portfolio selection model. Some returns will be mathematically
represented by random variables and others by fuzzy numbers.

In the end of this introductory section the definition of a fuzzy number, operations
with fuzzy numbers and some examples are recalled. Three indicators associated
with fuzzy numbers are recalled: expected value, variance, covariance (cf. [2], [4],
[5], [9]). They will be used in the next sections to build a mixed portfolio selection
model. The rest of the paper is organized as follows.

In Section 2 two portfolio selection models are compared: Markowitz’s and a
possibilistic one derived from the former according to (i) and (ii). The difference
between the two approaches consists in indicators’ interpretation:

• for the first model the return is evaluated by probabilistic mean value, while for
the second model the return is evaluated by the possibilistic mean value;
• for the first model the risk is evaluated by probabilistic variance, while for the

second model the risk is evaluated by possibilistic variance.

Mixed portfolios are introduced in Section 3. Rentability of some assets are math-
ematically represented by random variables and rentability of other assets by fuzzy
numbers. Two types of indicators are associated with a mixed portfolio:

• a possibilistic mean value, a probabilistic mean value, and a total mean value;
• a possibilistic variance, a probabilistic variance, and a total variance.

In Section 4 the mixed portfolio selection problem is formulated using these indi-
cators. The main result of the section is the optimal solution of portfolio selection
problem and the calculation of the minimum risk value.

In this section we recall the definition of fuzzy numbers [3], [6], [7] and some
possibilistic indicators associated with them [2], [4], [5].

Let X be a set of states. A fuzzy subset of X is a function A : X → [0,1]. For any
state x ∈ X the real number A(x) is the degree of membership of x to A. The support
of a fuzzy set A is supp(A) = {x ∈ X |A(x) > 0}. A fuzzy set A is normal if there
exists x ∈ X such that A(x) = 1.

In the following we consider X = R.
Let A be a fuzzy subset of R and γ ∈ [0,1]. The γ–level set of A is defined by

[A]γ =

{ {x ∈ R|A(x)≥ γ} if γ > 0
cl(supp(A)) if γ = 0.

cl(supp(A)) is the topological closure of the set supp(A)⊆R. A is called fuzzyconvex
if [A]γ is a convex subset of R for any γ ∈ [0,1]. A fuzzy number is a fuzzy set of
R, normal, fuzzyconvex, continuous, and with bounded support. Let A be a fuzzy
number and γ ∈ [0,1]. Then [A]γ is a closed and convex subset of R. We denote
a1(γ) = min[A]γ and a2(γ) = max[A]γ . Hence [A]γ = [a1(γ),a2(γ)] for all γ ∈ [0,1].

Let A and B be two fuzzy numbers and λ ∈ R. We define the functions A+
B : R → [0,1] and λ A : R → [0,1] by (A + B)(z) = sup{A(x)∧ B(y)|x + y = z};
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(λ A)(z) = sup{A(x)|λ x = z}. Then A+B and λ A are fuzzy numbers. If A1, . . . ,An

are fuzzy numbers and λ1, . . . ,λn ∈ R then we consider the fuzzy number
n

∑
i=1

λiAi.

A non–negative and monotone increasing function f : [0,1]→ R is a weight-
ing function if it satisfies the normality condition

∫ 1
0 f (γ)dγ = 1. We fix a fuzzy

number A and a weighting function f and assume that [A]γ = [a1(γ),a2(γ)] for
all γ ∈ [0,1]. The f –weighted possibilistic expected value of A is defined by
E( f ,A) = 1

2

∫ 1
0 (a1(γ)+ a2(γ)) f (γ)dγ. The f –weighted possibilistic variance of A

is defined by Var( f ,A) = 1
2

∫ 1
0 [(a1(γ)−E( f ,A))2 +(a2(γ)−E( f ,A))2] f (γ)dγ.

Assume now that A and B are two fuzzy numbers such that [A]γ = [a1(γ),a2(γ)]
and [B]γ = [b1(γ),b2(γ)] for any γ ∈ [0,1]. The f –weighted possibilistic covariance
of A and B is defined by Cov( f ,A,B) = 1

2

∫ 1
0 [(a1(γ)−E( f ,A))(b1(γ)−E( f ,B))+

(a2(γ)−E( f ,A))(b2(γ)−E( f ,B))] f (γ)dγ.

2 Probabilistic and Possibilistic Portfolio Models

A Probabilistic Model of Portfolio Selection Problem

In this section we present Markowitz probabilistic portfolio selection model [14].
We consider m assets j = 1, . . . ,m. Assume that the returns of the m assets are ran-
dom variables X1, . . . ,Xm. The following elements are known: probabilistic mean
returns μ j = M(Xj), j = 1, . . . ,m and probabilistic covariances σst = Cov(Xs,Xt),
s, t = 1, . . . ,m.

A portfolio is a vector (y1, . . . ,ym) ∈ Rm with
m

∑
j=1

y j = 1 and y j ≥ 0 for any j =

1, . . . ,m. The return of the portfolio (y1, . . . ,ym) is the random variable
m

∑
j=1

y jXj.

One associates with each portfolio (y1, . . . ,ym): mean return M(
m

∑
j=1

y jXj) =
m

∑
j=1

y jμ j

and probabilistic variance Var(
m

∑
j=1

y jXj) =
m

∑
s,t=1

ysytσst . The probabilistic portfolio

selection problem is⎧⎪⎪⎪⎨⎪⎪⎪⎩
min 1

2

m

∑
s,t=1

ysytσst

m

∑
j=1

y jμ j = ρ ,
m

∑
j=1

y j = 1,y j ≥ 0, j = 1, . . . ,m.

A Possibilistic Model of Portfolio Selection Problem

In this section we present a possibilistic model of [10], [11], [13].We consider n
assets i = 1, . . . ,n. Assume that the returns of the n assets are represented by the
fuzzy numbers A1, . . . ,An.
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The following elements are known: possibilistic mean returns γi = E( f ,Ai), i =
1, . . . ,n and possibilistic covariances δkl =Cov( f ,Ak,Al), k, l = 1, . . . ,n.

In this case a portfolio is a vector (x1, . . . ,xn) ∈ Rn. The return of the port-

folio (x1, . . . ,xn) is the fuzzy number
n

∑
i=1

xiAi. One associates with each port-

folio: possibilistic mean return E( f ,
n

∑
i=1

xiAi) =
n

∑
i=1

xiγi and possibilistic variance

Var( f ,
n

∑
i=1

xiAi) =
n

∑
k,l=1

xkxlδkl . The possibilistic portfolio selection problem is

⎧⎪⎪⎪⎨⎪⎪⎪⎩
min

1
2

n

∑
k,l=1

xkxlδkl

n

∑
i=1

xiγi = δ ,
n

∑
i=1

xi = 1,xi ≥ 0, i = 1, . . . ,n.

3 Combining Probabilistic and Possibilistic Aspects

In this section we introduce the mixed portfolio and its indicators. We consider n+m
assets. We make the following assumptions:

• The returns of the first n assets are fuzzy numbers A1, . . . ,An;
• The returns of the other m assets are random variables X1, . . . ,Xm.

We know the following elements:

• possibilistic mean returns γi = E( f ,Ai), i = 1, . . . ,n;
• possibilistic covariances δkl =Cov( f ,Ak,Al);
• probabilistic mean returns μ j = M(Xj), j = 1, . . . ,m;
• probabilistic covariances σst =Cov(Xs,Xt), s, t = 1, . . . ,m.

Particularly, possibilistic variances δ 2
i = δii =Var( f ,Ai), i= 1, . . . ,n and probabilis-

tic variances σ2
j = σ j j =Var(Xj), j = 1, . . . ,m are known.

A mixed portfolio has the form (x1, . . . ,xn,y1, . . . ,ym) ∈ Rm+n, where
n

∑
i=1

xi +

m

∑
j=1

y j = 1 and xi ≥ 0, y j ≥ 0 for any i = 1, . . . ,n, j = 1, . . . ,m. The real numbers

x1, . . . ,xn represent the investment proportions of the first n assets and y1, . . . ,ym

represent the investment proportions of the other m assets.
We consider a mixed portfolio (x1, . . . ,xn,y1, . . . ,ym). Then we define:

• portfolio’s possibilistic return AP =
n

∑
i=1

xiAi;

• portfolio’s probabilistic return XP =
m

∑
j=1

y jXj.
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AP is a fuzzy number and XP is a random variable.
Now we define the following indicators of portfolio (x1, . . . ,xn,y1, . . . ,ym):

• possibilistic mean return E( f ,AP) =
n

∑
i=1

xiE( f ,Ai);

• probabilistic mean return M(XP) =
m

∑
j=1

y jM(Xj);

• portfolio’s mean return RP = E( f ,AP)+M(XP) =
n

∑
i=1

xiE( f ,Ai)+
m

∑
j=1

y jM(Xj).

We further define:

• portfolio’s possibilistic variance δP =Var( f ,AP);
• portfolio’s probabilistic variance σP =Var(XP);
• portfolio’s (total) variance VarP = δP +σP.

We have δP =
n

∑
k,l=1

xkxlδkl ;σP =
m

∑
s,t=1

ysytσst ;VarP =
n

∑
k,l=1

xkxlδkl +
m

∑
s,t=1

ysytσst .

VarP indicates the risk of the mixed portfolio. It comprises the possibilistic risk
component δP and the probabilistic risk component σP of the portfolio.

4 Mixed Portfolio Selection Problem

In this section we will establish the mixed portfolio selection problem form, we will
compute its optimal solution and the value of the associated minimum risk. We keep
the notations from the previous section. The mixed portfolio problem is⎧⎨⎩

min 1
2VarP

E( f ,AP) = ρ1,M(XP) = ρ2,
n

∑
i=1

xi +
m

∑
j=1

y j = 1,xi ≥ 0,y j ≥ 0, i = 1, . . . ,n, j = 1, . . . ,m.

(1)
To solve the mixed portfolio selection problem means to find a portfolio
(x1, . . . ,xn,y1, . . . ,ym) of minimum risk which ensures a possibilistic mean return
ρ1 and a probabilistic mean return ρ2.

Taking into account the expressions of VarP, E( f ,AP) and M(XP) from the pre-
vious section, the mixed portfolio problem has the form:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

min
1
2
[

n

∑
k,l=1

xkxlδkl +
m

∑
s,t=1

ysytσst ]

n

∑
i=1

xiγi = ρ1,
m

∑
j=1

y jμ j = ρ2,
n

∑
i=1

xi +
m

∑
j=1

y j = 1

xi ≥ 0,y j ≥ 0, i = 1, . . . ,n, j = 1, . . . ,m.

(2)

We denote x = (x1, . . . ,xn)
T , y = (y1, . . . ,ym)

T , γ = (γ1, . . . ,γn)
T , μ = (μ1, . . . ,μm)

T ,
en = (1, . . . ,1)T , em = (1, . . . ,1)T , and Ω1 = (δkl)k,l=1,...,n; Ω2 = (σst)s,t=1,...,m
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With these notations problem (2) is written in matricial form:{
min 1

2 [x
T Ω1x+ yT Ω2y]

xT γ = ρ1,yT μ = ρ2,xT en + yT em = 1,x≥ 0,y≥ 0.
(3)

If n = 0, then Markowitz model is obtained from (3); if m = 0, then (3) is exactly
the possibilistic portfolio selection model presented in Section 2 (B). It follows that
that the mixed model (3) extends both Markowitz probabilistic model and the pos-
sibilistic model mentioned. Next we aim to find the optimal solution of (3).

The Lagrangian of the optimization problem (3) has the form: L=
1
2

n

∑
k,l=1

xkxlδkl +

1
2

m

∑
s,t=1

ysytσst −λ1(
n

∑
k=1

xkγk−ρ1)−λ2(
m

∑
s=1

ysμs−ρ2)−λ3(
n

∑
k=1

xk +
m

∑
s=1

ys− 1).

The first–order conditions are: ∂L
∂x1

= 0, . . . , ∂L
∂xn

= 0; ∂L
∂y1

= 0, . . . , ∂L
∂ym

= 0; ∂L
∂λ1

=

0, ∂L
∂λ2

= 0, ∂L
∂λ3

= 0.
From the first n+m conditions from above the following equations are obtained:

n

∑
l=1

δklxl −λ1γk −λ3 = 0,k = 1, . . . ,n;
m

∑
t=1

σstyt −λ2μs−λ3 = 0,s = 1, . . . ,m. (4)

Conditions in (4) are written matricially as

Ω1x−λ1γ−λ3en = 0;Ω2y−λ2μ−λ3em = 0. (5)

Assume that the matrices Ω1 and Ω2 are invertible. Then we obtain from (5):

x = λ1Ω−1
1 γ +λ3Ω−1

1 en;y = λ2Ω−1
2 μ +λ3Ω−1

2 em. (6)

Assume that x ∈ Rn
+ and y ∈ Rm

+. From (6) one obtains:

xT = λ1γT Ω−1
1 +λ3eT

n Ω−1
1 ;yT = λ2μT Ω−1

2 +λ3eT
mΩ−1

2 . (7)

By (3) we have xT γ = ρ1, yT μ = ρ2 and xT en +yT em = 1. In these identities replac-
ing xT ,yT with their values from (7) one obtains:{

λ1γT Ω−1
1 γ +λ3eT

n Ω−1
1 γ = ρ1,λ2μT Ω−1

2 μ +λ3eT
mΩ−1

2 μ = ρ2

λ1γT Ω−1
1 en +λ2μT Ω−1

2 em +λ3[eT
n Ω−1

1 en + eT
mΩ−1

2 em] = 1.
(8)

We denote: A=γT Ω−1
1 γ,B=μT Ω−1

2 μ ,C=eT
n Ω−1

1 γ,D= eT
mΩ−1

2 μ ,E = eT
n Ω−1

1 en+

eT
mΩ−1

2 em. Then replacing in (8) we obtain the system of equations:

Aλ1 +Cλ3 = ρ1,Bλ2 +Dλ3 = ρ2,Cλ1 +Dλ2 +Eλ3 = 1. (9)
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We denote F = ABE−BC2−AD2. If F �= 0, then the system (3) has the solution:

λ1 =
(BE−D2)ρ1 +DCρ2−BC

F
,λ2 =

(AE−C2)ρ2 +DCρ1−AB
F

,

λ3 =
−BCρ1−ADρ2 +AB

F
. (10)

Replacing in (6) λ1,λ2 and λ3 from (10) leads to the optimal solution of (1):

x =
(BE−D2)ρ1 +DCρ2−BC

F
Ω−1

1 γ +
−BCρ1−ADρ2+AB

F
Ω−1

1 en; (11)

y =
(AE−C2)ρ2 +DCρ1−AB

F
Ω−1

2 μ +
−BCρ1−ADρ2+AB

F
Ω−1

2 em. (12)

Next we compute VarP of portfolio (x1, . . . ,xn,y1, . . . ,ym) given by (11) and (12).
One notices that δP = xT Ω1x and σP = yT Ω2y. By (11) and (12) we have xT Ω1x =
λ1xT γ+λ3xT em and yT Ω2y= λ2yT μ+λ3yT em, and then VarP = δP+σP = xT Ω1x+
yT Ω2y = λ1xT γ +λ2yT μ +λ3(xT en + yT em)

By (3) we have xT en + yT em = 1, xT γ = ρ1, yT μ = ρ2, and therefore:

VarP = λ1ρ1 +λ2ρ2 +λ3. (13)

Replacing in (13) λ1,λ2 and λ3 with the values from (10) it follows that

VarP =
1
F
((BE−D2)ρ2

1 +(AE−C2)ρ2
2 , (14)

which can be written as VarP = 1
F ((BE −D2)ρ2

1 + (AE −C2)ρ2
2 + 2CDρ1ρ2 −

2BCρ1− 2ADρ2 +AB, where VarP is the value of the minimum risk of a portfo-
lio which assures a possibilistic mean return ρ1 and a probabilistic mean return ρ2.

5 Conclusion

The mixed portfolio selection problem treated in this paper corresponds to a com-
plex situation in financial risk management in which probabilistic aspects of risk are
combined with the possibilistic aspects of risk. What we propose in this paper uni-
fies two models known in financial management literature: Markowitz probabilistic
model and a possibilistic portfolio selection model.

There might exist situations for which both Markowitz model and the posibilistic
model, separately taken, cannot offer complete information. Our mixed model can
give us a more complete representation of the uncertainty situation in these cases.

A formula for optimal mixed portfolio calculation and for the minimal risk asso-
ciated with it is proved. The formulations and the proofs in the mixed model com-
bine probabilistic and possibilistic indicators. The formulas for the optimal solution
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calculation and the minimal risk do not lead to a complicated algorithm, which
makes our model easily programmable.

As for the future study we work on a portfolio selection model with three com-
ponents: (i) probabilistically modeled security returns, (ii) possibilistically modeled
returns, and (iii) credibilistically modeled (by fuzzy numbers defined on credibility
field). The analysis of the models degree of adequacy w.r.t. real situations and real
data, and the comparison with other portfolio selection models will be topics for
further investigations.

Acknowledgements. I. Georgescu was upported by CNCSIS-UEFISCSU, PN II-RU
651/2010.
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Towards a Service Based on “Train-to-Earth” 
Wireless Communications for Remotely 
Managing the Configuration of Applications 
Inside Trains 

Itziar Salaberria, Roberto Carballedo, and Asier Perallos* 

Abstract. This paper describes a distributed service based on “train-to-earth” 
wireless communication, which is able to allow maintenance engineers to re-
motely monitor and update the configuration of the applications running inside a 
fleet of trains. It is a very useful tool that avoids engineers to move from their of-
fices to trains for doing the maintenance tasks. This service is the result of five 
years of collaboration with a railway company in the north of Spain. Moreover, it 
represents the following step after the implantation of an innovative "train-to-
earth" communication architecture in this company. Today, both the communica-
tions architecture and this service are being tested within the installations of the 
railway company with successful results. 

Keywords: software configuration management, remote engineering, train-to-earth 
wireless communications, distributed application, railway. 

1   Introduction 

Advances in communication technologies and their implantation costs reduction 
are enabling the use of wireless technologies in the railway industry. This use is 
progressively growing motivated by the fact that more and more new generation 
services are emerging which need to exchange information between trains and 
ground centres [1]. 

Traditionally, railway services have been oriented to exploitation. However, the 
progressive establishment of wireless “train-to-earth” communications is becoming 
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a key factor for developing various digital services that will ease daily work in the 
rail sector, and will increase the quality of the service provided to the users [2]. 

One of the main targets of applications running inside the train is to provide in-
formation to facilitate the work of the driver. Usually, they need to use data gener-
ated in the ground centre. If this data changes, it needs to be updated inside the 
train. In addition, there are terrestrial applications that need to use data generated 
by some on board applications. Thus, it is necessary to design distributed solutions 
and tools for exchanging information between trains and the control centres in a 
synchronized way. 

This paper presents a Remote Applications Management Service (RAMS) that is 
part of the results of the work made during the last four years alongside a regional 
railway company of Spain. It defines a particular service that allows the remote 
management of on board applications (upgrade, download and deletion of its in-
formation), and it is integrated in a general purpose wireless connectivity architec-
ture that has been established by this company for enabling “train-to-earth” com-
munications [3]. The main objective of RAMS is to improve the maintainability of 
systems and applications with are running inside the train. 

The paper is organized into the following sections. The second section includes 
a brief description of the key functional requirements of the service developed. 
The third section details its architecture and design issues. The fourth section pre-
sents the results of the tests made in order to validate its performance. To close, 
the fifth section of the paper establishes the main conclusions of this work. 

2   Functional Requirements 

Traditionally, the maintenance of the train on board software systems has been 
completed through wired communications. Engineers had to go from train to train 
and connect to terminals to perform the unloading and loading of data of the ap-
plications running inside the train. 

Regarding to services oriented to the driver or train staff, one of the most rele-
vant one to develop would be a utility for downloading and/or updating documents 
with relevant information for them. This information would be coming from an 
application from the outside. This system would be very helpful because the driver 
could obtain updated information on any item he would like (from route itineraries 
to security protocols) fast, thus facilitating his work. This utility would free the 
driver from the burden of carrying information on paper, and even allows the on-
line notification of such documentation updates. 

Therefore, the main functionality of the service presented in this paper is to 
control the update of the information used by applications running on the train 
terminal (for example track flat information or supporting documentation for the 
driver generated by the ground information systems) as well as downloading and 
deleting information generated by some on board applications (for example log 
files) remotely from the ground centre. Thus, the main novelty of this system is 
the capability of schedule train systems upgrade tasks wirelessly that will be per-
formed in an unattended way once the trains are in a coverage area. 
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The solution consists of two software systems, one for the ground centre (Ter-
restrial RAMS) and the other one to be deployed in all train terminals (On Board 
RAMS). Thus, the terrestrial RAMS system is installed on ground centre, and it 
will be responsible for managing the status of all applications in each terminal. On 
the other hand, on board RAMS system will handle update, download and deletion 
requests made by the terrestrial RAMS system. So, terrestrial and on board 
RAMS functionality involves these issues: 

- Knowledge about the configuration information (files which conform it) for 
each application installed on each train terminal at any time (keeping a history 
of changes in each application’s files over time). As well as about the files 
and/or documents currently used by these applications which can be updated, 
downloaded and/or deleted. This information will include: version, creation and 
last update date, update status (pending or not), etc. This management is done 
through a repository of information in a database. 

- Management of information (files) of all current applications running in the 
train.  

- Query management about the status information of the on board applications. 
- Integration with the “train-to-earth” wireless communication architecture via 

heavy communications scheme (see section 3). 

3   RAMS Architecture 

To describe RAMS architecture, it is important to point out some concepts related 
to the “train-to-earth” communication architecture [3] in which is integrated. Thus, 
the adopted wireless connectivity architecture distinguishes two communication 
types: 
 

(1) “Light” communication: this type of communication is for the transmis-
sion of small volumes of information (few Kbytes) and with high priority. In 
general, information that has low latency (milliseconds or a pair of seconds) 
and needs to be transmitted exactly when it is generated or acquired (for in-
stance, the GNSS location of a train, or a driving order to the train diver). 
(2) “Heavy” communication: this type of communication is tied to the trans-
mission of large volumes of information (in the order of Mbytes) and with low 
priority. The importance of this information is not affected by the passage of 
time, so it doesn’t need to be transmitted at the exact time it is generated. 

 

Therefore RAMS application is integrated with this connectivity architecture via 
heavy communication scheme since it involves the exchange of large volumes of 
information that do not require real-time communications. Heavy communications 
purpose is to provide a way of enabling broadband communications which is suit-
able for the railway, due to the fact that a number of WiFi networks have been set-
tled in places where the trains are stopped long enough to ensure the discharge of 
a certain amount of information (stations in the header that starts or ends a tour,  
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possibility of communication with the trains terminals on a wired mode (with a 
laptop for example) if there is an anomalous event that avoids communication 
via WiFi. This module is responsible for implementing these point to point 
communications based on RAMS specific protocol. 

3.2   On Board RAMS 

The on board RAMS is divided into two functional modules. Their functionality is 
described below: 

- On Board Application Information Management. The core of this module 
is an embedded FTP server that will manage all existing files in the train 
terminal. We opted for the use of an FTP server that will be used locally (not 
able to access it remotely), because it is a widespread technology in file 
management [5].  

- Terrestrial RAMS Communication. This module responds the terrestrial in-
formation update and downloads requests (because communication between 
terrestrial and on board RAMS will be always initiated by the terrestrial side). 
It implements the RAMS specific communications protocol, enabling point to 
point communication with the mirror module in terrestrial side. 

4   Functional Test Scenarios 

The RAMS is currently being tested within the infrastructure of EuskoTren, a 
railway company in the north of Spain. These tests are carried out within the in-
stallations of this company, using a new generation train (its manufacturing was 
finished this year) equipped with the technology needed to hold train-to-earth 
communications, being the BCM a part of it. 

BCM has been installed on a dedicated server for its work, and is located in a 
local network designed to communicate it with different deployed “terrestrial” ap-
plications. Today we can find two of these services, also in test phase, relying on 
the BCM in the local network installed. One of them is the described RAMS. In 
the case of the train, it has been installed a WiFi network in the station, so the 
OCM can connect to it. 

In this way, the terrestrial RAMS has been deployed in a PC that is in the same 
local network in which has been installed the BCM, whereas the on board RAMS 
has been installed on the terminals of the train that has been selected to realize the 
tests. 

When running the tests, we define two basic scenarios: (a) update task and (b) 
download task. Their design is shown in Fig. 3. 
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Fig. 3 Update (a) and Download (b) tasks’ flowchart 

4.1   Update Task 

Terrestrial RAMS allows the user to configure tasks related to update information 
running inside the train terminals. These tasks can involve the updating of a  
certain application files or documents that are accessed by the train driver. 

As shown in the Fig. 3, when user configures an update task indicating files to 
be updated (or created), the terrestrial RAMS generates a compressed and en-
crypted file that contains a XML document describing the update task and the files 
selected to be updated on the train. Then terrestrial RAMS sends this compressed 
file to the on board RAMS which responds with a confirmation message indicat-
ing if the task has been completed successfully. 

Thus, to test the RAMS, there have been tested several scenarios: update and 
deletion of selected files which belong to an on board application, and remote 
loading of entire applications inside the train. All of them have had successful  
results. 

4.2   Download Task 

Terrestrial RAMS also allows the user to configure download tasks concerning 
with information of the applications running inside the train terminals. These tasks 
can involve file downloads (logs or other applications files) or on board applica-
tion file system status requests. These status requests allow the terrestrial RAMS 
to identify which is the version of applications files that are in train terminals, al-
lowing the update of them if it is considered as necessary. 

As shown in the Fig. 3, when user configures a download task (file list 
download or status request), the terrestrial RAMS generates a XML document de-
scribing the task. This is compressed and encrypted in a file and sends it to the on 
board RAMS. When on board RAMS receives download task information, gener-
ates a compressed an encrypted file that contains requested files and a XML which 
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describes the information of these attached files, and sends it as a response to ter-
restrial RAMS. Then, terrestrial RAMS checks the received information, and re-
sponds with a confirmation message to the on board one indicating if the task has 
been completed successfully. 

Therefore, in order to test RAMS download functionality, there have been 
tested several download tasks related to different scenarios: download of log files 
generated by on board applications and status requests of their configuration. All 
the tests have been performed successfully. 

 

 

Fig. 4 Utility for analysing differences between applications configurations (train / ground 
centre). It is launched as result of a status request made over a specific train. 

The Fig. 4 shows the result of a train terminal status request. We can see two 
file and folder trees. The tree on the left shows the updated terminal status that is 
saved on the database of terrestrial RAMS and the tree on the right shows the real 
train terminal status. The database status is the updated one that should be in ter-
minals on trains. So, when user configures a train terminal status request, terres-
trial RAMS compare the real status of applications on terminals with the status 
stored on the terrestrial RAMS database. In addition, terrestrial RAMS highlights 
the differences between these two status trees (missing files, version differences, 
etc.), giving the user the option to update or delete files if it is required.  

5   Conclusion and Future Work 

Wireless communications are increasingly being adopted in several vertical do-
mains. This is the case of railway industry, where these communications represent 
a key means to establish connectivity between trains and ground control centres. 
Moreover, this “train-to-earth” communications has become a requirement for de-
veloping a high number of digital railway services which could improve the way 
in which railways operators work. 

This paper describes one of these services: a Remote Application Management 
Service (RAMS) based on “train-to-earth” wireless communication, which is able 
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to allow maintenance engineers to remotely monitor and update the configuration 
of the applications running inside a fleet of trains. It means, to load the set of files 
which conform an entire application (deployment of a new application over a 
train), to check the status (versions) of their files and to update/delete specific files 
of an on board application, storing the history of all the changes made. It is a very 
useful tool that avoids engineers to move from their offices to trains for doing the 
maintenance tasks. 

In this moment, our efforts are focused on adopting the web paradigm in order 
to become RAMS as distributed service which is accessible via a web browser. It 
is a very interesting challenge because it enables that the tool is hosted and admin-
istered by some technological provider company, being able to be used remotely 
and concurrently by several railway operators.  
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CDEBMTE: Creation of Diverse Ensemble 
Based on Manipulation of Training Examples 

Hamid Parvin, Sajad Parvin, Zahra Rezaei, and Moslem Mohamadi* 

Abstract. Ensemble methods like Bagging and Boosting which combine the 
decisions of multiple hypotheses are among the strongest existing machine 
learning methods. The diversity of the members of an ensemble is known to be an 
important factor in determining its generalization error. We present a new method 
for generating ensembles, named CDEBMTE (Creation of Diverse Ensemble 
Based on Manipulation of Training Examples), that directly constructs diverse 
hypotheses using manipulation of training examples in three ways: (1) sub-
sampling training examples, (2) decreasing/increasing error-prone training 
examples and (3) decreasing/increasing neighbor samples of error-prone training 
examples. Experimental results using two well-known classifiers as two base 
learners demonstrate that this approach consistently achieves higher predictive 
accuracy than both the base classifier, Adaboost and Bagging. CDEBMTE also 
outperforms Adaboost more prominent when training data size is becomes larger. 

Keywords: Classifier Ensemble, Diversity, Training Examples Manipulation. 

1   Introduction 

There are many inherently different classifiers in the pattern recognition. It may be 
worthy to mention that usage of the broad versatility in kind of classifiers is not a 
trivial matter to be ignored.  It means although a classification algorithm may 
obtain a good performance for a specific problem, it has not enough robustness for 
another problem. It has been always an ideal for pattern recognition communities 
to present an approach of how to select the best (or at least approximately the best) 
classifier for a specific problem. It has been shown that this desire is far from the 
reach; at least by employing simple classifiers as the main learner. 

Fortunately there is another way to cope with the problem. It is to use many 
learners instead of one learner and then to employ a democracy-wise method to 
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firm the final decision of the committee (classifier). One of the major advances in 
inductive learning in the past decade was the development of ensemble or 
committee approaches that learn and retain multiple hypotheses and combine their 
decisions during classification [2]. For example, Boosting [3]-[4] is an ensemble 
method that learns a series of “weak” classifiers each one focusing on correcting 
the errors made by the previous one; and it is currently one of the best generic 
inductive classification methods [6]. Therefore, recent researches are directed to 
the combinational methods which have more power, robustness, resistance, 
accuracy and generality than simple method. Combination of Multiple Classifiers 
(CMC) can be considered as a general solution method for pattern recognition 
problems. Inputs of CMC are results of separate classifiers and output of CMC is 
their consensus decision [7]. 

Melville [10] presents a new meta-learner DECORATE (Diverse Ensemble 
Creation by Oppositional Relabeling of Artificial Training Examples), that uses an 
existing “strong” learner (one that provides high accuracy on the training data) to 
build an effective diverse committee in a simple, straightforward manner. This is 
accomplished by adding different randomly constructed examples to the training 
set when building new committee members. These artificially constructed 
examples are given category labels that disagree with the current decision of the 
committee, thereby easily and directly increasing diversity when a new classifier 
is trained on the augmented data and added to the committee. 

There have been many methods developed to construct an ensemble. Some of 
these methods, such as Bagging and Boosting are meta-learners i.e. they can be 
applied to any base classifier. Other methods are specific to a particular base 
classifier. For example, Negative Correlation Learning [8] is used specifically to 
build committees of Neural Networks. We only deal with construction of general 
ensemble, i.e. meta-learners. Although a special base classifier may be better 
suited for a particular domain than others, a general ensemble approach that is 
independent of the particular base classifier is preferred in an unknown domain. 
So the aim of our research is to only propose a meta-learner.  

In an ensemble, the output of several classifiers is useful to be participated in an 
ensemble only when they disagree on some inputs [5] and [14]. The measure of 
disagreement is called as the diversity of the ensemble. For regression problems, 
mean squared error is generally used to measure accuracy, and variance is used to 
measure diversity. 

Melville and Mooney [9] have introduced a new meta-learner DECORATE that 
uses an existing learner to build an effective diverse committee in a simple, 
straightforward manner. This is accomplished by adding different randomly 
constructed examples to the training set when building new committee members. 
These artificially constructed examples are given category labels that disagree 
with the current decision of the committee, thereby easily and directly increasing 
diversity when a new classifier is trained on the augmented data and added to the 
committee. 

In this paper, a new method to obtain diverse classifiers is proposed which uses 
manipulation of dataset structures. The proposed method is very similar to 
Adaptive Learning Classification [12] in which the learner does not treat all 
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pattern equally. In this new method it is presented to make diversity in base 
classifiers (of type MultiLayer Perceptron (MLP) or Decision Tree (DT)). The 
effect of existing or non-existing of boundary instances is evaluated. Firstly, using 
a simple classification, the error-prone instances and their neighbors are detected. 
Using these subsets, different datasets of our main dataset are created. Then, 
several classifiers are trained on these datasets. They may be selected into or 
eliminated from the ensemble based on a diversity metric. This method that we 
have named “CDEBMTE: Creation of Diverse Ensemble Based on Manipulation 
of Training Examples” is described in section 3, accurately. The used decision-
tree is J48 that is a Java implementation of C4.5 [13] introduced in [15]. Cross-
validated learning curves support the hypothesis that CDEBMTE generally result 
in greater classification accuracy. 

2   CDEBMTE: Creation of Diverse Ensemble  
Based on Manipulation of Training Examples 

In CDEBMTE, using a simple classification, the error-prone samples and their 
neighbors which are called respectively EPS and NS are first detected. Using EPS 
and NS and also the original training set, different training sets are created from 
the original one. Then, several classifiers are trained on these datasets. Based on a 
diversity metric a subset of them is selected into an ensemble. Finally, a consensus 
function is employed to aggregate the results of these diverse classifiers.  

2.1   Preparing Different Subsets of Training Dataset 

To extract different subsets out of training set, we divide the primary Training Set 
(TS) in K random partition. Let us denote i-th partition by TSi. Presume that 
cardinality of TS, |TS|, is denoted by N. By training a fixed number (denoted by H) 
of simple base classifiers on TS\TSi, we reach an ensemble that is expert for TSi. 
Please note that these H classifiers are produced by a Bagging mechanism named 
Random Forest (RF). Breiman [1] proposes a variant of bagging which he calls 
RF. RF is a general class of ensemble building methods that uses decision tree as 
its base classifier. It has a parameter α that shows the ratio of sub-sampling. To be 
labeled a “random forest” an ensemble of decision trees should be built by 
generating independent identically distributed random vectors and use each vector 
to grow a decision tree. In this paper RF which is one of the well known versions 
of bagging classifier [7] is considered as Bagging method. It means when Bagging 
is used it refers to RF in the paper. 

Let us denote the ensemble that is expert for TSi by Ei. We test each data point 
in TSi to find out how the data point has potential to be wrongly classified. We 
assign a number Pj to j-th data point in TSi indicating how many classifiers out of 
H ones in the ensemble Ei, wrongly classify the j-th data point. The bigger Pi, the 
more error-prone the i-th data point. It is also worthy to mention that Pi is an 
integer number between 0 to H. 

This procedure is repeated K times, choosing a different part for testing, each 
time. When N=K, the method is called the leave-one-out or U-method [7]. 
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2.2   Creating an Ensemble of Diverse Classifiers 

Using more diverse classifiers is one of the most important factors controlling the 
performance of combinational classifiers. Based on three sets of data, TS, EPS and 
NS, in this step, a number of classifiers are heuristically retrained. As shown in 
Table 1, a number of combinations are used to create diversity in the ensemble. 
Also, Table 1 expresses the reasons of their usage. It is worthy to be mentioned 
that κ, λ and μ are three parameters that are to be set. The domains of these 
parameters are {0.2, 0.4, 0.6, 0.8, 1}. For example, κ*TS means that a sub-
sampling from TS that contains a κ percept of TS; and κ*TS∪λ*EPS∪μ*NS 
means that a union of three sub-samplings: (1) κ percept from TS, (2) λ percept 
from EPS and (3) μ percept from NS. 

Retraining of classifiers, according to combinations of Table 1, results the 
classifiers so that each of them concentrates on special aspect of data. This can 
result in very good diversity in the ensemble. In other hand, although the accuracy 
of each classifier may not be significantly better than a simple classifier, it can 
yield to satisfactory diverse base classifiers. 

In this study, six classes of producing a subset are defined. In first class of 
producing subsets, by sliding parameter κ in all possible values in its domain, we 
obtain 5 training subsets. Equivalently in second class, by sliding parameters κ 
and μ in all possible values in their domains, we obtain 5*5 training subsets. In 
3rd, 4th, 5th and 6th classes, we respectively reach 125 (5*5*5), 25, 25 and 5 
training subsets by sliding their parameters. 

Table 1 Different data combinations and reasons of its usages 

Classes of Producing Training 
Subset 

Feature of Resultant Subsets 

1. κ* TS To create the base classifiers 

2. κ*TS∪μ*NS 
Classification by high complex boundaries with more 
concentration on crucial points 

3. κ*TS∪λ*EPS∪μ*NS 
Classification by complex boundaries with more 
concentration on error prone and crucial points 

4. κ*(TS\EPS) ∪μ*NS 
Classification by high simple boundaries with more 
concentration on crucial points

5. κ*TS∪λ*EPS 
Classification by high complex boundaries with more 
concentration on error prone data samples 

6. κ*(TS\EPS) Classification by very simple boundaries 

2.3   Diversity of an Ensemble 

To define a meaningful diversity metric first we define a between-classifier 
diversity metric over one example. As equation (1) shows, the between-classifier 
diversity metric over one example is denoted by , , . 
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, , 01  . (1) 

In the equation (1),  stands for i-th classifier from the ensemble and  
stands for its output over an exemplary sample . Based on the equation (1), we 
define a diversity metric for an ensemble according to equation (2). 

| | | | ∑ ∑ ∑ , ,∈∈∈ . (2) 

where  stands for an ensemble of classifiers.  is the diversity of ensemble . 

 
TS: Training Set 
FinalEnsemble={} 
Function ProduceFinalEnsemble(E) 
pre_acc=0; 
pre_div=0; 
  For i=1 to |E| 
     tempEnsemble= Ci∪FinalEnsemble; 
     div=D(tempEnsemble); 
     acc=TEST(tempEnsemble, TS); 
     If (acc≥pre_acc)&(div≥pre_div) Then 
          FinalEnsemble=tempEnsemble; 
          pre_acc=acc; 
          pre_div=div; 

  End. 
Return FinalEnsemble 

Fig. 1 Pseudo-code of CDEBMTE algorithm 

2.4   CDEBMTE 

In CDEBMTE, a rough ensemble is first generated and then pruning it into the 
final ensemble. A classifier is trained on each subset defined on the training data. 
We train each classifier on each subset defined on the training data, thereby 
forcing them to differ from the each other. Therefore these classifiers as an 
ensemble can be considered a diverse one. While enforcing the diversity into the 
rough initial ensemble, we still want to extract the most diverse subset of 
classifiers out of the rough initial ensemble. We do this by eliminating a new 
classifier if adding it to the existing ensemble decreases its accuracy. This process 
is repeated until we exceed the maximum number of iterations. The pseudo code 
of the CDEBMTE algorithm is presented in Fig 1. 

As you can understand from Fig 1, a greedy algorithm is employed to find the 
most diverse subset of the classifiers existing in the ensemble. The CDEBMTE 
algorithm incrementally examines possibility of adding the next classifier to the 
pool of current ensemble by considering two factors. First it temporarily adds the 
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next classifier to the current ensemble. If both accuracy and diversity of the 
current ensemble increases over TS, the search algorithm accepts the current 
ensemble; else the temporarily new added classifier is removed from current 
ensemble. 

3   Experimental Results 

To evaluate the performance of CDEBMTE we ran experiments on 18 
representative datasets from the UCI repository [11]. The datasets are summarized 
in Table 2. Note that the datasets vary in the numbers of training examples, 
classes, numeric and nominal attributes; thus providing a diverse testbed. 

The performance of each learning algorithm is evaluated using 10 complete 
runs of 10-fold cross-validation (except 3 monk problems). In each 10-fold cross-
validation, each dataset is randomly split into 10 equal-size segments and results 
are averaged over 10 trials. For each trial, one segment is set aside for testing, 
while the remaining data is available for training. 

The size ensemble in each algorithm is considered same with CDEBMTE 
algorithm. It means after running of CDEBMTE algorithm, the size of final 
ensemble is extracted and is feed as the ensemble size to other algorithms. 

Table 2 Summary of datasets. The training and test sets in all three Monk’s problems are 
predetermined. 

Dataset Name Cases Classes Attributes 

anneal 898 6 39 

audio 226 6 69 

autos 205 6 25 

breast-w 699 2 9 

credit-a 690 2 15 

glass 214 6 9 

heart-c 303 2 13 

hepatitis 155 2 19 

colic 368 2 22 

iris 150 3 4 

labor 57 2 16 

lymph 148 4 18 

monk 432 2 6 

soybean 683 19 35 

splice 3190 3 62 

wine 178 3 13 
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Fig 2-a depicts the performance of CDEBMTE comparing to the performances 
of DECORATE, AdaBoost and Bagging over Iris dataset. In Fig 2-a the accuracy 
of different ensemble methods in terms of different ratios of TS is presented. 

Fig 2-b depicts the performance of CDEBMTE comparing to the performances 
of DECORATE, AdaBoost and Bagging averaged over all 18 datasets. In Fig 2-b 
the averaged accuracy of different ensemble methods in terms of different ratios of 
TS is presented. As it is depicted, DECORATE outperforms other methods 
considerably when the size of TS is small. It is due to adding artificial data 
samples to train set. It means while the number of training set is not enough to 
properly the other methods learn the models of the classes, DECORATE increases 
the size of training set to learn the models of the classes better.  

 

 

Fig. 2 Accuracy of different ensemble methods in terms of different ratios of TS. (a, Left) 
Accuracy over Iris dataset (b, Right) Averaged accuracy over all 18 datasets 

Table 3 Experimental results.  

Dataset Name Bagging (RF) Boosting (Arc-X4) CDEBMTE 

Wine 95.47 96.12 96.31 

Iris 95.87 96.16 96.22 

Monk 1 87.22 98.06 98.48 

Monk 2 86.16 87.33 87.51 

Monk 3 96.27 97.66 97.76 

 
For TS sizes above 50 percent, DECORATE falls gradually in comparing with 

AdaBoost. It is finally slightly placed in rank three after AdaBoost method. While 
CDEBMTE sliding improves as TS size becomes greater. It is finally placed in 
rank one above all methods. 

The detailed achieved results some prominent ensemble methods are presented 
in Table 3. In obtaining the results of Table 3, the ratio of sampling from train set in 
Bagging, Boosting and CDEBMTE algorithms is 70%. CDEBMTE outperforms 
obviously from prominent ensemble methods, Bagging and Boosting, in some of 
datasets according Table 3. It is again more outstanding especially in artificial 
dataset 2 where two of classes are composed by two clusters. 
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4   Conclusion 

In this paper, a new method to improve performance of combinational classifier 
systems, CDEBMTE, is proposed. CDEBMTE is based on increasing the diversity of 
ensemble. First different datasets are extracted from training dataset. Then it trains a 
number of classifiers over them. Finally it selects a subset of the trained classifiers. 

The proposed ensemble methodology, CDEBMTE, is examined on some 
datasets and it shows considerable improvements in comparison with some of the 
most competent ensemble methods. 

Paper also shows that emphasizing on crucial data can cause improvement in 
diversity. Also we showed that usage of different datasets causes to quite diverse 
classifiers. It also shows that CDEBMTE can be effectively used to achieve higher 
accuracy and to obtain better class membership probability estimates in comparison 
with the most powerful methods. 
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Enhancing the Localization Precision  
in Aircraft Parking Areas of Airports  
through Advanced Ray-Tracing Techniques 

Antonio del Corte, Oscar Gutierrez, and José Manuel Gómez* 

Abstract. Parking areas in airports where the aircraft is loaded, refueled and 
boarded, present a high risk of accidents due to the large number of vehicles and 
people involved in the handling activity. For airport ground surveillance, different 
technologies are deployed: Radar, CCTV, GPS and Trilateration systems. All 
these solutions have important limitations when are using for surveillance in apron 
and stands areas near the terminal buildings. To solve this problem, we propose 
new algorithms for localization based on fingerprinting techniques that, using the 
available WLAN infrastructure and the ray-tracing multipath information provided 
by newFASANT simulation tool, allow increasing accuracy and safety in outdoor 
areas of the airports.  

1   Introduction 

Several surveillance technologies are deployed to achieve the main objective of 
the airports: to provide a cost-effective and efficient operation to deliver high-
quality service to customers while also ensuring their safety. To detect approach-
ing airplanes in flight, primary radar is used, while for ground surveillance, cam-
eras, GPS, surface radar, ADS-B and trilateration systems are deployed. The ulti-
mate goal of these systems is to improve the efficiency and the safety of airport 
operations. However, in the apron and stand areas near the terminal building, 
while the risk of accidents increases due to the large number of vehicles and 
people involved in the handling activity, the current surveillance systems do not 
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provide adequate target localization. In this work, a new outdoor localization 
technique based on the signals available from the wireless devices [1] that com-
prise the Wi-Fi standards is presented. The localization process is done by using 
the fingerprinting technique [2][3]. In comparison with other techniques, such as 
angle of arrival (AOA) or time of arrival (TOA) that present several challenges 
due to multipath effects and non-line-of-sight (N-LOS) [1], the fingerprinting 
technique is relatively easy to implement. As cost function used inside the new 
fingerprinting algorithm developed, we use the information about the relative de-
lay between rays provided by the newFASANT simulation tool. The main advan-
tage of using the ray-tracing information is the multipath effects derived from the 
multiple ray-order reflections and diffractions produced between emitter and re-
ceiver [4]. Combining this technique with different similarity metric measures and 
with an interpolation algorithm the accuracy of the localization is increased. 

2   Ground Surveillance in Airports 

Apron and aircraft stand areas near the terminal building are not sufficiently pro-
tected in terms of surveillance. There are currently three normalized types of radar 
technologies involved in airport surveillance. The basic radar is the primary sur-
veillance radar (PSR). PSR is a passive system because it only indicates the pres-
ence of aircraft without any information about aircraft identification. The second-
ary surveillance radar (SSR) is a collaborative system because the detection does 
not depend on the size of the object reflected, but on the response from a trans-
ponder on the aircraft. This transponder operates in a combination of transmitter-
receiver mode enable of responding to the ground interrogation system to identify 
the plane. The passive radar is the surface movement radar (SMR). It is used to 
provide aircraft identification to the controller in low visibility conditions. A new 
radar technology for surveillance is the microwave sensor (MWS). The millime-
tric wave sensor (MWS) is collaborative radar that provides good target resolution 
in apron and stands areas but a high cost. 

Conventional radar solutions do not provide coverage in apron and stands areas 
due to difficulty to discriminate the aircraft false detections and the corresponding 
to non-aircrafts (cars, trucks, trolleys, stairs). Figure 1 show the coverage provided 
by means of conventional radar in Madrid-Barajas International Airport. Only 
runway and taxiways areas (green colour) are covered by radars while apron 
stands areas are not under radar surveillance (yellow and magenta colors). 

Alternatively, surveillance by means of television cameras in outdoor environ-
ments is a challenge due to incidence of sunlight on the lens (Fig. 2). Configure 
the layouts also requires expensive dedicated hardware such as Barco or Jupiter 
providers. GPS is another solution commonly used for fleet localization near the 
terminal building in airports. Three are the main problems with GPS: lack of satel-
lite coverage, the different sources of error and the high cost for enhancing preci-
sion. Altogether GPS sources of error sums up to an error of ± 15 meters. Correc-
tions mainly reduce ionospheric effects, but also improve orbits and clock errors. 
The overall error will be reduced to approximately ± 3 - 5 meters. GPS signals can  
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also be affected by multipath issues (Fig. 3), where the radio signals reflect off 
surrounding terrain, buildings, canyon walls, hard ground, etc. These delayed sig-
nals can cause inaccuracy. 

 

 

Fig. 1 Conventional radar coverage in Madrid-Barajas Airport (green colour) 

 

Fig. 2 Panoramic view of stand areas based on CCTV system 

More recently, airports have been deploying other surveillance information 
sources based on MLAT (multilateration) and ADS-B (Automatic Dependent Sur-
veillance-Broadcast). ADS-B (Fig. 4) uses a conventional global navigation satel-
lite system (GNSS) receiver to obtain precise position within the satellite constel-
lation. Aircraft position and others flight data are sent to others ADS-B equipped 
aircrafts and to the ground stations. As ADS-B is GPS based, it does not work 
properly in ground close buildings. By the other hand, multilateration technology 
(Fig. 5), also known as hyperbolic positioning, is the process of locating airplanes 
and vehicles by calculating the time difference of arrival (TDOA) of a signal emit-
ted by the source to three or more receivers. Shadows, multipath, reflections and 
garbling cause holes in multilateration coverage and degraded accuracy. Another 
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issue is concerning the correct use of the aircraft transponder by the pilot, which 
will switch-off the transponder before stop the aircraft or switch it on when the 
aircraft is on taxi. These non-recommended actions will inhibit the detection of the 
multilateration signal. 

 

 

Fig. 3 Multipath effect in GPS signals 

 

 

Fig. 4 ADS-B system 
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Fig. 5 Multilateration system 

3   Localization Technique 

The localization algorithm developed is based on fingerprinting technique. The 
fingerprinting (Fig. 6) can be divided in two phases [2]. In the first one, it obtains 
the radio map or fingerprints database. The radio-map of fingerprints is obtained 
by performing an analysis of the profile ray information (Fig. 7) and the power le-
vels available from devices and multiples access points over a defined grid. The 
vector of ray-delays and powers information on the grid is called the location fin-
gerprint of that point. In the second phase, it analyzes the accuracy obtained in the 
localization process. For this purpose, the developed technique places a significant 
number of mobile stations into the area covered by the radio map and it obtains 
the vector of received rays and powers from different APs [5] due to multipath ef-
fects. The location estimation is made by an algorithm that computes the distance 
between each measured mobile sample and all the fingerprints stored in the radio 
map. Coordinates associated with the fingerprint that results in the smallest dis-
tance are returned as the position for the mobile.  

The distance metric is one of the key components used by the fingerprinting 
technique [6]. Therefore, it is important to explore different similarity measures to 
find the best distance metric that minimizes the average positioning error. Four 
distance metrics have been compared to find the one with the maximum localiza-
tion accuracy [7]: Euclidean, Manhattan, Bray-Curtis and Mahalanobis.  

In order to improve the localization precision, a set of fingerprints that present 
the shortest distance to the target mobile are used to interpolate lineally between 
fingerprinting weights based on distance metric. 
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Fig. 6 Fingerprinting technique 

 

Fig. 7 Relative ray profile 

4   Simulations 

The geometry simulated corresponds with a section of the Madrid-Barajas Interna-
tional Airport parking area. The simulation area was 12 x 145 meters, where 1740 
fingerprints for a grid resolution of 1 meter and 5 APs at 2.4 GHz were used (Fig. 
8a). To estimate the algorithm accuracy, 100 target mobiles randomly located 
were positioned (Fig. 8b). This particular section presents many problems due its 
proximity to the terminal building, making existing surveillance systems impossi-
ble to work properly. 

 

 
 

Fig. 8 Simulation area: (a) Fingerprints (left), (b) Mobiles and ray-tracing propagation 
(right) 
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5   Results 

The results obtained from the simulation are shown below. Four distance measures 
(Euclidean, Manhattan, Bray-Curtis and Mahalanobis) and two fingerprinting de-
tection methods (power levels and relative ray delay between rays) were compared 
without interpolation (Fig. 9). It’s clear that relative ray-delay detection method 
and the Mahalanobis distance provide the best results [8]. Finally an interpolation 
over the relative ray-delay detection method is showed (Fig. 10). All metrics im-
prove the accuracy when the number of fingerprints increases between 5 and 6.  
Only the Bray-Curtis distance worsens due to its normalized expression. 
 

 

Fig. 9 Detection methods and metrics comparison 

 

Fig. 10 Relative-ray delay detection: Interpolation effect and metrics 
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6   Conclusions 

In this work an alternative localization method based on the fingerprinting tech-
nique has been presented. The new location algorithm is based on ray-tracing 
techniques over WLAN networks and was simulated with the newFASANT tool 
[9], providing outdoor coverage by means of a complete 3D model. The relative 
ray-delay detection technique presents better results in the localization precision 
than the traditional power detection technique. Combined with the Mahalanobis 
distance as metric improves the location accuracy. Finally, the interpolation algo-
rithm is able to eliminate those fingerprints that present a high distance and there-
fore do not contribute to the improvement in the accuracy. The technique pre-
sented provides high localization accuracy in high risk airports areas, where other 
surveillance systems have important limitations. 
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Variability Compensation Using NAP
for Unconstrained Face Recognition

Pedro Tome, Ruben Vera-Rodriguez, Julian Fierrez, and Javier Ortega-García

Abstract. The variability presented in unconstrained environments represents one
of the open challenges in automated face recognition systems. Several techniques
have been proposed in the literature to cope with this problem, most of them tai-
lored to compensate one specific source of variability, e.g., illumination or pose.
In this paper we present a general variability compensation scheme based on the
Nuisance Attribute Projection (NAP) that can be applied to compensate for any
kind of variability factors that affects the face recognition performance. Our tech-
nique reduces the intra-class variability by finding a low dimensional variability
subspace. This approach is assessed on a database from the NIST still face recog-
nition challenge "The Good, the Bad, and the Ugly" (GBU). The results achieved
using our implementation of a state-of-the-art system based on sparse representation
are improved significantly by incorporating our variability compensation technique.
These results are also compared to the GBU challenge results, highlighting the ben-
efits of adequate variability compensation schemes in these kind of uncontrolled
environments.

1 Introduction

Most biometric technologies are able to provide satisfactory matching performance
in controlled situations where the user is cooperative and data acquisition conditions
and environment can be controlled. However, in many applications, biometric data
is acquired in less than ideal conditions, such as uncontrolled and unconstrained
face recognition scenarios [5]. The low performance of biometrics technologies in
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these relatively uncontrolled situations has limited their deployment, therefore, a
significant improvement in recognition performance in less controlled situations is
one of the main challenge facing biometric technologies.

In the particular case of face recognition in uncontrolled scenarios there are nu-
merous sources of variation, which can be known or unknown, affecting the perfor-
mance. Hence, there is a need for developing methods capable of identifying and
compensating/removing these variability sources in order to guarantee the robust-
ness of the system in unconstrained and uncontrolled real environments.

In the present paper, a variability compensation approach based on Nuisance At-
tribute Projection (NAP) is presented for face recognition. In this field, to our knowl-
edge only V. Štruc et al. in [13] have analysed such a normalization technique for
illumination invariant face recognition based on NAP, which removes the illumina-
tion induced artifacts in two controlled scenarios. In our case, the proposed NAP
compensation approach is used not only to compensate illumination variations, but
also other variability factors. In particular, we study the uncontrolled scenario pro-
vided by the NIST - GBU still face recognition challenge, which consists of three
partitions called the Good, the Bad, and the Ugly [6].

The performance of the proposed variability compensation scheme is evaluated
on a state-of-the-art system based on sparse representation [14]. Results achieved
show that variability compensation using NAP in combination with this system is a
very interesting approach in uncontrolled face recognition environments.

The paper is structured as follows. Sect. 2 briefly describes the variability fac-
tors found in the GBU challenge. Sect. 3 describes the variability compensation
approach using NAP. Sect. 3 describes the recognition system based on sparse repre-
sentation. Sect. 5 presents the experimental protocol followed and the performance
evaluation. Sect. 6 presents the experimental results obtained, and finally conclu-
sions are drawn in Sect. 7.

2 Variability in Unconstrained Environments

Face recognition in unconstrained environments is a very challenging problem
which has attracted increasing attention from the research community.

Some the recent studies in this field are the Multiple Biometric Grand Challenge
(MBGC 2009) [7] and the Face Recognition Vendor Test (FRVT 2006) [8], whose
focus of research is shifting to recognizing faces taken under less constrained condi-
tions. As a result of the evolution of this NIST challenges a new competition called
GBU has been defined, which consists of three partitions called the Good, the Bad,
and the Ugly. The Good partition consists of pairs of face images of the same person
that are easy to match (based on FRVT 2006 top performers); the Bad partition con-
tains pairs of face images of a person that have average matching difficulty; and the
Ugly partition concentrates on difficult to match face pairs. Fig. 1 shows an exam-
ple of these three partitions and their respective histograms of match and non-match
scores.
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a) b) c)

Fig. 1 GBU image samples and histograms of match and non-match distributions for the a)
Good, b) the Bad, and c) the Ugly partitions with the relative frequency of similarity scores
in horizontal axes. Extracted from [6].

Various techniques have been presented in the literature to compensate the vari-
ability present in these kind of scenarios [11, 12, 4, 15]. However, most of these
techniques are focused on an isolated variability source, e.g., illumination, pose
compensation, etc.

In the present paper, a variability compensation approach is presented, using the
Nuisance Attribute Projection (NAP) to remove the variability induced in uncon-
trolled face recognition systems.
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3 NAP for Variability Compensation

3.1 Nuisance Attribute Projection (NAP)

Nuisance Attribute Projection (NAP) is a powerful technique traditionally used in
the field of speaker recognition for compensation of channel effects regardless of its
source [10, 9], which are assumed to lie in a low dimensional variability subspace.
In others fields like biometrics at a distance and unconstrained environments, the
variability sources are mostly unknown and mixed, hence, we seek to understand to
what extent variability compensation techniques as NAP are useful.

Consider a dataset X of n image vectors of size N pixels, where X ∈ ℜn×N . The
NAP technique tries to remove any unwanted distortion in the images as follows:

X ′ = P(X −M), (1)

where X ′ denotes the new data whose component in the variability subspace is re-
moved, M denotes a matrix containing in each of its columns the global mean of the
images in X and P stands for the n× n projection matrix:

P = I−VV T = I−
d

∑
i=1

viv
T
i . (2)

Here, I denotes the n× n identity matrix, vi represents the ith direction of the vari-
ability subspace base V of size d defined by NAP.

Suppose a data matrix X has nCj sample images from the jth class, whose labels
of the classes are C1,C2, ...,Cr, then, for each of these images we can write:

xCj,k = x′Cj,k
+ ek, (3)

where Cj represents the class label of the image, k denotes the index of the image in
the jth class, x′Cj,k

stands the variability-free part of xCj,k , and ek represents the vector

encoding the variability effects for the kth image of the jth class. Fig. 2a), describes
graphically the procedure.

Assuming the unwanted variability effects inside each class coincide and they
can be modelled by a Gaussian distribution, then, the base of the variability sub-
space defined by the matrix V , can be estimated from the first d eigenvectors (NAP
directions vi(i = 1,2, ...,d)) of the matrix Σt :

Σt =
r

∑
j=1

nCj

∑
k=1

(XCj,k − μCj)(XCj,k − μCj)
T , (4)

where the mean value of each of the r classes μCj ( j = 1,2, ...,r) represents a
variability-free estimate of an image from the j class. This is typically done by
using Principal Component Analysis (PCA). Fig. 2b) shows the eigenvalues of the
associated eigenvectors for NAP estimated variability subspace.
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Fig. 2 a) Schematic illustration of the NAP technique in a 2-dimensional space. Firstly, every
distribution is centred in the origin by removing the global mean of each class μCj . The
input data- and variability-dependent sample vector (x) is pair up into two components (x′)
and (e). (e) stands for the component in the variability subspace, and (x′) is the resulting
compensated sample vector. The vector v represents the first eigenvector of the estimated
variability subspace. b) Eigenvalues of three target datasets: Good, Bad, Ugly.

3.2 Removing Variability Effects

In the case considered in this paper, we have separated the channels YCbCr of the
images and the NAP compensation scheme has been applied over the luminance (Y)
component of images.

Consider an input data set in X from which we estimate the NAP directions cor-
responding to the unknown variability in the unconstrained scenarios. In the GBU
database considered only four factors are controlled: subject aging, pose, change
in camera, and variations among faces. Other factors, such as: illumination, in-
door/outdoor, distance, ... are considered as unwanted variability factors. These fac-
tors do not always affect in the same level, making the problem of their compensa-
tion even more challenging. Any input image x is compensated with respect to the
estimated variability effects by projecting away a number of directions in the NAP
subspace. Fig. 2a) illustrates graphically the procedure. The compensation proce-
dure is described by:

x′ = P(x− μ) = (I−VV T )(x− μ), (5)

where μ represents the global mean of the images in X , I denotes the identity matrix
and V stands for the NAP compensation matrix. To effectively remove the effects
of annoying variability, the data matrix X must be constructed in such a way as
to include the highest available number of images captured in different variability
conditions.
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4 Face Verification System – SRC

A system based on recent works in sparse representation for classification purposes
(SRC) [2, 14] has been adopted as face verification core.

Essentially, this kind of systems span a face subspace using all known train-
ing face images, and for an unknown face image they try to reconstruct the image
sparsely.

The motivation of this model is that given sufficient training samples of each
person, any new test sample for this same person will approximately lie in the linear
span of the training samples associated with the person.

Once a new test image y is acquired, it can be represented using samples from the
database by the linear equation y = Ax0, where matrix A defines our training data
and x0 represents the sparse solution.

According to the assumption that images from a given subject are sufficient to
represent themselves, the solution x0 in the linear equation y = Ax0 should be very
sparse. This can be approximately recovered by solving the following noise-aware
l1-minimization problem:

x̂1 = argminx‖x‖1 sub ject to ‖Ax− y‖2 ≤ ε. (6)

To recognize a probe test image, the SRC algorithm identifies the class by com-
puting the minimum among the residuals reconstructed per class. The robust perfor-
mance of the SRC algorithm has been proved experimentally on face datasets with
noises and occlusions.

The solution of equation (6), was approximated, in an efficient way, via basis
pursuit using linear programming by considering L1-norm instead of L0-norm. To
this end, the available package provided in [1] was used.

5 Experimental Protocol

The experiments are carried out on the The Good, the Bad, and the Ugly (GBU)
database [6] included in the last still face recognition challenge from NIST - Na-
tional Institute of Standard and Technology. The GBU challenge problem consists
of three partitions with are called the Good (face pairs easy to match), the Bad (face
pairs with average matching difficult), and the Ugly (face pairs difficult to match).
Each partition consists of two sets of images, a target set and a query set, each of
which contains 1,085 images from 437 distinct subjects. The distribution of image
counts per person in the target and query sets are 117 subjects with 1 image; 122
subjects with 2 images; 68 subjects with 3 images; and 130 subjects with 4 images.

For the experiments in this paper, we use the segmented datasets provided by
MBGC - Multiple Biometric Grand Challenge [7] compressed to 20KB with 120
pixels between the centers of the eyes. The faces were normalized following the
ISO norm described in [3], from a size of 408× 528 to size 168× 192 pixels.
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The baseline system consists on the application of the SRC algorithm with a sin-
gle preprocessing stage to normalize the face illumination by histogram equalization
(HQ) over the band of luminance (Y) from YCbCr color space. In the experiments
described here, we have used as features the downsampled images, whose good
performance combined with SRC is demonstrated in [14]. In our case the down-
sampling ratio is 1/8 obtaining feature vectors of 504 dimensions.

The performance of the evaluated system is computed not using the same ex-
perimental protocol described by the GBU challenge. We also use a one-to-one
matching, but using prior information of the target sets in order to compensate the
variability.

In the experimental protocol we consider two experiments. In the first experi-
ment, a NAP compensation matrix is generated for each partition of the database
using only the target images. In the second experiment, a global NAP compensa-
tion matrix NAPgbu is generated for the three partitions together using all the target
images. In both cases we evaluate the performance of our recognition system using
two different NAP dimensions of variability (d), low compensation d = 5 and high
compensation, d = 125.

6 Results

The experiments have two different goals, namely: i) study the benefits of vari-
ability compensation schemes in uncontrolled environments, and ii) show the effi-
ciency of NAP-based variability compensation when considering multiple uncon-
trolled sources of variability.

Our baseline algorithm based on sparse representation achieved better results
than those obtained from the LRPCA-face GBU baseline algorithm [6] at a false
accept rate (FAR = 0.001). On the Good partition, the base verification rate (VR)
is 0.88, for the Bad partition, the VR in 0.29, and the VR in Ugly is 0.06. Table 1
shows the comparative results.

6.1 Experiment 1: NAP over Each partition

The performance of the NAP compensation scheme is first analysed scenario by
scenario. Results achieved for the Good partition are represented in Fig. 3a. In this
case the compensation of few dimensions (d = 5) is much better than using many
dimensions (d = 125). This is due to the fact that data are more or less clear of
unwanted variability so the compensation of many dimensions leads to a discrim-
inative information loss. As can be seen in Fig. 2b), the eigenvalues of the Good
partition decrease faster than for the other partitions, meaning that the variability is
concentrated in the first dimensions.

Results achieved for the Bad partition are shown in Fig. 3b. In this case the vari-
ability increases, implying that there are more corrupted dimensions with variability.
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Fig. 3 ROC curves obtained for the three partitions: a) Good partition, b) Bad partition and
c) Ugly partition. The verification rate for the LRPCA-face GBU baseline [6], our baseline
system and the best NAP solution are highlighted at a FAR = 0.001.

Therefore, in this case better results are obtained for the case of compensating more
dimensions (d = 125) with NAP working at a FAR = 0.001. On the other hand, the
EER of the system is better for the case of compensating less dimensions (d = 5),
but in this case working at a much more permissive application FAR.

Results achieved for the Ugly scenario are shown in Fig. 3c. In this case, as in the
Bad one, better results are obtained when (d = 125) dimensions are compensated.
Here, the verification rate (VR) of the baseline system versus the compensated sys-
tem with d = 125 improves from 0.06 to 0.14 at a FAR = 0.001. Table 1 summarises
all the results achieved for this experiment.
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Table 1 Results achieved in Experiment 1. Performance of the LRPCA-face [6] base-
line system versus our baseline and best NAP compensation results, being respectively
d = 5,125,125 for Good, Bad and Ugly partitions. Also, relative improvement in the ver-
ification rate reached by NAP compensation are highlighted at a FAR = 0.001.

LRPCA Best Relative
Partition face [6] Baseline NAP Comp. Improvement (%)

Good 0.64 0.88 0.94 6.8
Bad 0.24 0.29 0.51 91.6
Ugly 0.07 0.06 0.14 133.3

6.2 Experiment 2: NAP over the Whole Partitions

As mentioned before, in this experiment we generate a global NAP compensation
matrix (NAPgbu) combining the three target datasets (Good, Bad, and Ugly) in or-
der to demonstrate the potential of the proposed NAP approach on unconstrained
environments. The main results are summarized in Table 2.

The difference between low and high compensation (d = 5 and d = 125 ) respec-
tively, have the same behaviour than experiment 1 over the three datasets, as we can
see in Fig. 3.

NAP compensation removes the intra-class variability by projecting away mul-
tiple dimensions of a low variability subspace. For this reason a subspace calcu-
lated using all possible target data is likely to improve the effect of the variability
compensation. This is proved by observing who the NAPgbu compensation scheme
achieves the best results over all scenarios (see Figs. 3 and 4). Note that in the Good
partition both proposed schemes produce the same results due to the low influence
of the variability source in this case.

As can be seen in Fig. 4 the Bad partition achieves the highest absolute improve-
ment of VR going from 0.29 to 0.55 (at FAR = 0.001). This is possibly due to the
fact that images contain a large amount of variability but still is possible to achieve
reasonably good results with compensation.

Finally, in the Ugly partition, the balance of discriminative information against
noise is very low. Fig. 4 shows how the VR improves from 0.06 to 0.18 at FAR
= 0.001, reaching better results than those presented in [6]. As can be seen in
Table 2, the relative improvement of the verification rate in the Ugly partition in
this experiment is higher (200%) than in others partitions.

Table 2 Results achieved in Experiment 2. Performance of the LRPCA-face [6] baseline
system versus our baseline and best NAPgbu compensation results, being respectively d =
5,125,125 for Good, Bad and Ugly partitions. Also, relative improvement in the verification
rate reached by NAPgbu compensation are highlighted at a FAR = 0.001.

LRPCA Best Relative
Partition face [6] Baseline NAPgbu Comp. Improvement (%)

Good 0.64 0.88 0.95 7.9
Bad 0.24 0.29 0.55 89.6
Ugly 0.07 0.06 0.18 200
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Ugly Baseline: EER = 41.39
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Fig. 4 ROC for the best NAP solutions vs. baseline systems on the three GBU partitions:
Good, Bad and ugly. LRPCA-face GBU baseline [6] is also highlighted at a FAR = 0.001.

7 Conclusions

In the present work, a variability compensation approach based on Nuisance At-
tribute Projection has been presented and used to improve a state-of-the-art face
recognition system based on sparse representation. The efficiency of this approach
has been studied considering the three different challenge partitions designed by
NIST for the still face recognition challenge “The Good, the Bad, and the Ugly”
(GBU). In all cases, the baseline system performance is higher than the one achieved
in the baseline algorithms from GBU challenge [6]. Furthermore, when the pro-
posed compensation variability approach based on NAP is applied, the system per-
formance improves significantly.

The application of NAP compensation using the whole partitions in a combined
form is also analysed, highlighting the benefits of adequate variability compensation
schemes in these kind of uncontrolled environments.
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Comparing Features Extraction Techniques
Using J48 for Activity Recognition on Mobile
Phones

Gonzalo Blázquez Gil, Antonio Berlanga de Jesús, and José M. Molina Lopéz

Abstract. Nowadays, mobile phones are not only used for mere communication
such as calling or sending text messages. Mobile phones are becoming the main
computer device in people’s lives. Besides, thanks to the embedded sensors (Ac-
celerometer, digital compass, gyroscope, GPS, and so on) is possible to improve the
user experience. Activity recognition aims to recognize actions and goals of individ-
ual from a series of observations of themselves, in this case is used an accelerometer.

Keywords: Mobile device, Activity Recognition, Ambient Assisted Living, J48,
features extraction.

1 Introduction

Ambient intelligence (AmI) could be viewed as human interface metaphor. In AmI
people are empowered through a context aware environment that is sensitive, adap-
tive and responsive to their needs, habits, gestures and even emotions [13]. AmI
sees a world where a huge mesh of sensors are integrated into daily objects, cloth-
ing, people and so on. Using this information, the environment itself can provide
context-aware services to support its inhabitant.

Taking into account that people is the main actor in AmI enviroments, it is manda-
tory to provide a tool for user to comunicate with the enviroment. At this point,
mobile phones present several advantages: they are considered essential in people
life’s, so they could be considered as a non-intrusive sensor; they experience the
same physical forces, temperature and noise that the person who carries them out
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[15]. On the contrary, obtaining physical actions from smartphones presents sev-
eral problems [6] [8], basically, they are not built to collect information and infer
activities.

Considering these advantages, it may be possible to consider a smartphone like
a non-intrusive device to obtain people activities. The ability to understand human
life patterns by analyzing user mobile phone behaviour is becoming a new challenge
for researchers [3].

The inference of user activities implies a large number of sensors distributed
over the body and/or the environment, depending on the activities to detect [11].
Smartphones are especially well-suited to this task because they have integrated
Microelectromechanical systems (MEMS) which make easier to obtain user infor-
mation. They may obtain and process physical phenomena from embedded sensors
(MEMS) and send this information to remote locations without any human inter-
vention [12]. Smartphones should take advantage of mobile contextual information,
such as position, user profile or device features; to offer amazing services.

GPS, Wi-Fi, Bluetooth and microphone are the most known sensors in mobile
phones, however, recently, new kind sensors have been added: accelerometer, gyro-
scope, compass (magnetometer), proximity sensor, light sensor, etc. [5]. As a result
of this, not only phone numbers and addresses are collected in the mobile phone but
also location, temperature, noise, physical forces may be collected to offer user new
kind of amazing applications.

Finally, a performance studio about three different ways to realize activity recog-
nition using smartphones (Spectrogram, Continuous Wavelet Transform and mean,
standard deviation and other features) is presented in this paper. Besides, a dataset
is created using an HTC Magic mobile phone with Android Operating System. The
quality of the given solution is measured using a J48 tree.

The paper deals with the topic of recognizing user’s activities by analyzing the
data produced by motion sensors embedded in mobile phones. Sensory data is col-
lected by a mobile application made in Android and it sends to a server where pre-
learnt activities are recognized in real-time. Besides this study rely on the power of
the GPS in order to tag every action that the mobile phone takes using speed value.

2 Related Work

There are many different methods to retrieve user activity information from raw
sensor data in the literature. However, the principal steps can be categorized as pre-
processing, segmentation, feature extraction, dimensionality reduction and classifi-
cation [9].

Normally, raw sensor data is collected using ad-hoc accelerometers over the body.
However, placing sensors in multiple body locations could be annoyed for the user.
New researches try to make this more comfortable for users using a smartphone. In
this section, some architectures are briefly described where a smartphone is used for
that purpose.
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2.1 Cenceme Architecture

Probably, Cenceme is the most known system to recognize physical activities from
mobile devices (Figure 1a). This architecture aims to infer user physical activities
from mobile devices and to share them on social network. The proposed architecture
is split in three layer: Sense, learn and share.

Sense layer aims to collect raw sensor data from sensors embedded in the phone.
In learn layer, they propose to use a variety of data mining techniques to infer user
rules. These techniques are used to interpret mobile data extracted from sensor layer.
Their approach is to share information in a web portal where sensor data and infer-
ences are easily displayed.

2.2 lifeMap Architecture

Yohan Chon et all. [4] present LifeMap, an Smartphone-based Context Provider
for Location-based Services. The presented architecture is split in four component:
(i) All the sensor are placed on the low level, this level send the information (ii)
to the Component Manager where information is processed and provide high-level
information. Using high-level information from the Component Manager, (iii) the
Context Generator generates a point of interest (POI) which contains the user con-
text. The context map is stored in a database to match and aggregate user contexts.
And finally, (iv) The Database Adapter is an interface to provide user context to
other applications.

2.3 inContexto Architecture

Finally, in [3] was presented inContexto (Figure 1b). It is a distributed architecture
to retrieve user context information from mobile phones. The architecture is split in
five components. Some of them run on the cloud and some others run on the mo-
bile phone. This paper rely on this architecture to obtain sensory data from mobile
phones.

• Data Acquisition: A low-level sensing module continuously gathers relevant in-
formation about the user activities using sensors. The proposed architecture this
component is located on the mobile device.

• Features Extraction: The features extraction level is also implemented in the mo-
bile phone. The module processes the raw sensor data into features that help dis-
criminate between activities. This level aims to process and select which features
are better to identified an action.

• Activity recognition: The last layer is classification module that uses the features
selected in the mobile phone to infer what activity an individual or group of in-
dividuals is engaged in, for example: Walking, running, sitting, standing. In this
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Fig. 1 Proposed Architecture by Cenceme and inContexto.

component, it will be implemented the algorithms (Supervised learning, Proba-
bilistic classification, Model-based or instance-based learning) to figure out the
taken action.

3 Experimentation

Pattern recognition answer to the description and classification of measurements
taken from physical or mental processes [14]. In order to provide an effective and
efficient description of patterns, pre-processing is often required improve perfor-
mance, removing noise and redundancy in measurements. Then a set of character-
istic measurements, which could be numerical or not, and relations between them,
are extracted representing the patterns.

Collecting data is a hard task, hence in order to generate enough trajectories
examples to make the training process, the data collection was made in a different
way. This process has four steps: Data Collection, Trajectories generation, Features
extraction and Training process.

Tagging process has been made using mobile phone GPS which distinguish every
single action whith the speed value. Thus, it is not neccesary user involvement in
tagging process, every time the GPS is enable, the application start to log data.
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It was used three individuals who made five different activities (Running, Walk-
ing and Standing up). An HTC magic mobile phone equipped with Android OS was
chosen to perform the measurement. Finally, a dataset was created for the research
community and it is available online in 1.

3.1 Data Collection

In this study, the accelerations and azimuths of the pedestrian were collected using a
HTC Magic. The created dataset has the following attributes: 3-axis accelerometer
values in the mobile device Cartesian reference system, 3-axis Compass values, 3-
axis accelerometer values in the real world reference system, GPS precision and
GPS speed. Next table show the number of instances for each activity.

The sampling frequency can be adjusted according to the action studied. In this
case, rely on the next study[7], the sampling frequency range requiring to obtain
human actions is 0.6Hz to 2.5Hz. Consequently, to prevent aliasing problem, the
Nyquist-Shannon sampling theorem is followed:

FE ≥ 2 ∗FMax

Finally, the sampling frequency was fixed to the maximum that the Android OS
permits, in this case 50 Hz which is more than sufficient compared to 5Hz recognize
the activities of the pedestrian.

Table 1 Number of second and samples for each activity.

Running Standing Walking
Instances 5,118 7,321 24,825
Seconds 102.36 146.42 496.5

3.2 Trajectories Generation

It is necessary a big amount of trajectories to make correctly the training process.
However, it is quite costly to generate enough trajectories to make this process.

In this case, the selected trajectories are made semi-automatically. First of all,
we have 3 files corresponding each activity (Running, Walking, and Standing up).
Subsequently, a Java program has been created to mix all the activities generated a
unique trajectory. Finally all the generated trajectories have been stored to continue
the pattern recognition process. However, there are some requirement to make this
trajectories as real as possible:

1 GIAA Web page http://www.giaa.inf.uc3m.es/
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1. All the trajectories start with a Standing up action.
2. The next action could be the action besides (Figure 2) or the same action again.

Fig. 2 Generation trajectories model.

3. The minimum duration of each action is 2 seconds and the maximum is 7
seconds.

4. Finally, each trajectory consists in 10 actions.

When the trajectories generation process is over, it is necessary to discretize the
speed value due to J48 tree users nominal values. Thus, all the samples are dis-
cretized in 5 classes:

• Stop class: It is when the GPS speed measurements are less than 1 km/h.
• Walking class: Speed value from the GPS is more than 1 km/h and less than 4.
• Walking fast class: In this case, GPS speed values are among 4-6 km/h.
• Running class: It is when the GPS speed measurements are more than 6 km/h

and less than 10 km/h.
• Running fast class: Finally the last class takes the GPS speed values upper than

10 km/h.

Finally, 1000 trajectories was created to infer activities. Every trajectory is different,
in duration and actions, to each other. Weka2 was used as the machine learning tool
in this paper and it is necessary to transform data into arff format.

3.3 Features Extraction

Some research present different ways to obtain features in order to infer physical
action. A comparison study using wavelet and frequency features (DWT, CWT,
and STFT) is presented in [2]. These techniques provide several advantages, one
particular advantage of frequency modulation is its resilience to signal level varia-
tions. On the contrary, in [10] is presented another features to infer activities using
accelerometer values.

2 Weka web page http://www.cs.waikato.ac.nz/ml/weka/
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In this study, features were extracted from the raw accelerometer signals via a
sliding window of 512 samples (Approximately 5 seconds), 256 of which overlap
with consecutive ones. An sliding windows with 50% overlap has been defined in
previous works [1]. This work uses GPS in order to obtain user’s speed who is
taking place the action, thus, the classifier output value is the mean of the speed in
the sliding window.

Fig. 3 Trajectory example with 4 actions (Walking, Standing up, Walking and Standing up.
First graph shows the variance of the three coordinates mobile devices. The second one de-
picts the value of the real vertical world coordinate. The last one shows an example of spec-
trogram feature.)

This study is focused on compare three kind of features:

• The first one is based on Spectrogram function (STFT, Short-Time Fourier Trans-
form). A spectrogram is a time-varying spectral representation that shows how
the spectral density of a signal varies with time.

• The second one is Continuous Wavelet Transformation, is used to split a
continuous-time signal into wavelets. Unlike Fourier transform, the CWT is able
to construct a time-frequency representation of a signal which offers very good
time and frequency localization. Both of these techniques (STFT and CWT)
present several vales (higher than 150), however, they are not necessary all of
them. For that reason, only the first 25 frequencies were selected such us pos-
sible feature. Besides, the signals need to be transformed from mobile device
coordinate to real world coordinates following the next formula:

arealworld = amobiledevice ∗R∗ I

Where I matrix is a simple rotation around the X axis and the rotation matrix R
which is the identity matrix when the device is aligned with the world’s coordi-
nate system.
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• The last way to make the training process is a set of different values from the raw
accelerometer data, specifically, tree axes mean values, 3 axes standard deviation
values, correlation between each axis and signal energy for each axis.

3.4 Results

The selected machine learning algorithm is a J48 classifier which is the Weka ver-
sion from the C4.5 decision tree algorithm. J48 was chosen because gives results in
tree model which can be easily transformed into real time applications.

The selected parameters for the J48 decision tree are:

• Confidence Factor = 0.25
• Minimum number of object = 2
• unpruned = false
• Test-options = 10 folds Cross-validation

After processing the training and testing sets with the J48 classifier in Weka, the
results are highly accurate in vector and spectrogram features, however results are
poorly accurate if CWT features extraction is used.

Table 2 Features of J4 tree generated by Weka.

Features Leaves Tree size Time(s) Accuracy Mean absolute
error
CWT 25 8741 17481 129.32 62.85 % 0.1631

Spectrogram 25 1007 2013 41.44 95.63 % 0.0198
Vector 12 648 1295 14.57 97.20 % 0.0131

Table 2 shows result from each selected technique to extract features. The best
implemented technique is features vector set, which is not only more accurate than
the other ones, otherwise it provides the smallest tree generated and the minimum
generation tree time. The size of the tree is very important because it will be im-
plemented in a real application in a mobile phone. A bigger size of the tree causes
more energy consumption according to the increase of CPU cycles. Another way to
study the quality of the feature extraction techniques is using the confusion matrix
(Figure 4).

CWT technique is the worst of all the studied technique, besides it does not
present any advantage over the other ones. Secondly, spectrogram achieves great
results, besides, this technique uses only one signal (vertical movement in the real
world) in order to obtain the spectrogram. Although confusion matrix shows that is
possible to classify an instance in a class not next to the real class. Thus, the best
performance (high accurate and less tree size) is presented by Vector technique. Be-
sides, confusion matrix figure shows that Vector features extraction just fail with the
class near the one which is classified (e.g. Running instead of Running fast).
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Fig. 4 Confusion matrix from CWT, Spectrogram and Vector features.

4 Conclusions

In this paper, a study comparing three different techniques in order to infer activ-
ity recognition using a J48 decision tree was presented. Besides, the study rely on
inContexto architecture to collect accelerometer data Overall, the presented work
further demonstrates that using a mobile phone providing with accelerometers is
enough to infer actions that user is taking place.

Selected features is an important field inside the Activity recognition systems.
This paper aims to identify and record in real-time selected features related on user
activity using a mobile device.

The best given solution obtained an overall accuracy of 97.20 % well classify
instances of 79250 different actions. This solution is a vector composed by: Energy,
mean, standard deviation and correlation of each axes.

The flexibility of the Android OS along with the phone’s hardware capability al-
lows this system to be extended. For example, create an application which is able
to send a sms or call to your relatives if you are doing strange movements. This
application may be interesting in ancient people. Another application may be a in-
door GPS. Based on the user movement fingerprint, this application could follow a
person who is moving indoors.
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INEF12Basketball Dataset and the Group 
Behavior Recognition Issue 

Alberto Pozo, Jesús García, and Miguel A. Patricio* 

Abstract. Activity recognition is one of the most prolific fields of research. For 
this reason, there are new fields of research that expand the possibilities of the ac-
tivity recognition: Group behavior recognition. This field does not limit the num-
ber of elements in the scene, and there are a lot of new elements that must be ana-
lyzed. Each group, like each individual element, has its behavior, but this behavior 
depends on their elements, and the relationships between these elements. All these 
new elements cause that group behavior recognition was a new field of research, 
with some similar elements but it must be studied apart. This way, group behavior 
recognition is a novel field, in which there are not many researches and there are 
not many datasets that could be used by researchers. This situation causes the slow 
advance of the science in this field. This paper tries to show a complete descrip-
tion of the problem domain, with all the possible variants, a formal description and 
show a novel architecture used to solve this issue. Also describes a specific group 
behavior recognition dataset, and shows how it could be used. 

Keywords: Dataset, Group behavior recognition, activity representation, computer 
vision. 

1   Introduction 

Behavior recognition, with humans or with other kind of elements, is one of the 
most prolific fields of the current research. One of the typical restriction in these 
research is that must be only one element in the scene. The element’s behavior is 
analyzed and the system recognizes the activity that the element is doing. There 
are a lot of papers with this objective, like and. 
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The one-element restriction is valid for several situations, but in other cases, 
there are not isolated elements but these elements are joined in several groups. 
This could be useful in a number of situations, like group sports, animal behavior, 
coordinated human activities, etc. In these situation the group behavior is not only 
the combination of the individual behaviors, however, there are a lot of elements 
that must be analyzed like the internal group relationships, external group relation-
ships (with others groups) individual behaviors, groups hierarchy, etc. 

So there are several commons elements between activity recognition and group 
behavior recognition, but there are also several new elements so this is a novel 
field of research that provides a lot of new challenges and difficulties. There is an 
essential element in any research that cannot be missing, datasets. All the experi-
mentation is based on this element, and it is essential to create a new system, to 
improve it, and to prove its results. 

This new field of research has some papers that manage the problem from very 
different points of view, like (3) or (4). However, there are not many specific data-
set that could be used for these researches, and this is a serious difficulty for the 
researches. This paper describes a novel representation of this problem domain, 
showing all the different types of group behavior recognition problems and also 
describes a new specific dataset, which could be used to improve the current re-
searches and to create new group behavior recognition systems. Also this dataset 
could be used to prove the existing techniques with a different dataset. 

The next section describes related work. Section 3 describes problem domain. 
Section 4 describes our architecture approach and section 5 describes our dataset, 
which is followed by the conclusions. 

2   Related Work 

As described above, there is not many dataset specializing in group behaviors for the 
scientific community. There is extensive literature dedicated to activity recognition, 
and there are a lot of dataset specializing in this area, which there is only one studied 
element, like KTH dataset (5) or Weizman (6); which are used in many papers like 
(7), (2), (8). But these dataset cannot be used to prove the group behavior recognition 
techniques, so we need a specializing group behavior dataset that provides the beha-
vior of a group, with some raw information like positioning, individual actions, etc. 

This is the case of the Nanez Pers work, where he has launched a three parts data-
set. Each part related with one sport: Basketball, squash and European handball.  
Nanez Pers in (9) presents a dataset specializing in computer vision, and one of the 
three parts (European handball part) is focus on the group behavior recognition. 

In this dataset, there is a lot of valuable information for the group behavior rec-
ognition issue. CVBASE06 (9) has ten minutes data from a European handball 
mach, with one team players tracking. So there are annotated all positions of each 
player (from one team) in each frame of video. Furthermore, CVBASE06 gather 
information about what are doing every player (of the tracked team) like throwing 
the ball, for example, and the team performed action, like aggressive attack. All 
this information has been annotated by an expert (European handball coach) by 
several views of the video. So this dataset combines both types of information,  
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individual data like positioning and action, and group data like action performed. 
So CVBASE06 could be used to group behavior recognition issue, however, there 
are some others aspect that could be improve. 

Moreover, there is scientific and educational international joint project called 
RoboCup (10) that could be used to test and improve the group behavior recogni-
tion systems. This competition has many different leagues divided into five main 
clsasses: RoboCup Soccer, RoboCup@Home, RoboRescue, RoboCupJunior and 
Demostratios. Inside the Soccer league there is a client-server based architecture 
simulator that could be gather information useful for the group behavior recogni-
tion issue. 

On the other hand we could read the works from Ruonan Li and Rama Chel-
lappa (3), (11), and Behjat Siddiquie (12) where they uses an American football 
dataset called GaTech Football Play. Unfortunately, there are no references to use 
this dataset by the other researches. 

3   Group Behavior Recognition Issue: A General Overview 

Group behavior recognition is a novel field of research that comes from the elimi-
nation of the one-element restriction in activity recognition issue. This field of re-
search has a lot of potential domains like group sports, military intelligence, fauna 
behavior recognition, video surveillance, etc. 

Group behavior recognition is composed by two steps: in the first one the fea-
tures of the system should be extracted, and in the second one the features are used 
to recognize the behavior. The system could have a lot of types of features like po-
sition, individual action, trajectory, speed, color, etc. 

In this paper we are going to focus on the second step, there is only a short de-
scription about how was the dataset construction process (feature extraction), and 
we try to show how this information could be used in the second step (behavior 
recognition). 

3.1   General Description 

There are a lot of types of domains and problem where we could use the group be-
havior recognition, for this reason it is important to define a general description 
that includes all of them. 

In general, we have several elements that are forming groups; these elements 
are moving around the scene and have relationship with other elements of their 
group and with the other group. Also, groups have relationship with other groups. 
So we have a general scene where exist a number of elements (which could be 
fixed or not). Each element of the system has a set of features (like positioning, 
color, shape, etc.) The element’s features could suffer changes in time. Each ele-
ment of the system should belong to a group, and could belong to many groups at 
the same time. It is important to emphasize that any element of the system must be 
in a group or not, so there could be isolated elements. 

Each group has an internal and an external attitude. Each attitude could be  
cooperative or competitive. Internal attitude defines the attitude between the 
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members of a group, and external attitude defines the attitude of the group respect-
ing of the rest of the groups. 

Different domains could have some different descriptions, in general, there are 
six types of problems that’s could be classify by three main features: If there are 
one or more groups, if there are one or more behavior on each sequence, and if the 
number of groups is fixed or is not. 

The following image shows this classification. 

 

 

Fig. 1 Problem classification 

3.2   Problem Description 

In the first level the features extractor system analyze the scene and gather all the 
relevant information to the group behavior recognition system. So in the second 
level we have one sequence composed by a number of T instants, where are in-
cluded a number of N elements (this number cannot change in time). The elements 
of the scene are distributed in a number of G groups. Each element of the scene 
has a set of features that depends on the specific problem domain. Some of these 
features could be logical (like boolean), numeric, text, etc. But in the system must 
be some feature that indicates the location of the element in some way. 

This is because we are focused in the problems where the location and the tra-
jectories of the elements are important, but it is important to remark that this re-
striction is carry out by most of the problem’s domains. 
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The elements include in some group could not change, and the number of 
groups and elements could be fixed or could be not. Moreover, all the elements 
must be in a group, so there is not any isolated element. 

So for each moment t, we have the scene information  , , … , , … , , 1  (where M is the group amount) and  , , … , , … , , , 1  (where Nm is the number of elements 

of the group m), and  , , … , , … , , , 1   (where C is the 

features amount). 
There are four types of features describe above: Positive, boolean, relative and 

enum.  
Boolean: this type of feature could be one or zero, positive: feature could have 

some value between zero and infinite, relative: could have some value between 
zero and one, and indicates how much the element fulfill with something, and 
enum: this type of features could be one of a list of possible values determinates 
by the problem domain. 

4   Architecture 

Group behavior recognition is a general research field that includes a lot of prob-
lem domains like was described above. The problem could be divided in two 
steps, first level must extract the features of the elements and second level must 
use this features to recognize the behavior of the groups. 

There are two different situation depending on the number of behaviors per se-
quence, if there is only one, the system only have to recognize it, but if there are 
many behaviors the system have to cut the sequence before recognize them. 

The architecture shows below tries to manage with the second situation, and it 
is a general approach that could be implemented with many different specific  
algorithms. 

 

 
 

Fig. 2 Architecture 
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This architecture approach manages the problem of the many behaviors on one 
sequence with an algorithm to cut the primitive sequence, like buttom up. 

The makeup group information is obtained by a external element of the system, 
in most case an expert. 

5   INEF12Basketball Dataset 

Within the field of artificial intelligence, especially in the field of activity recogni-
tion, there are plenty of papers from different authors trying to create autonomous 
systems that were be able to detect, classify, or simulate the insolate individual 
behavior. 

All these papers have a lot of experiments based on a several activity recogni-
tion datasets, which allow this research field advances quickly. However, there is 
a novel field that emerges from the elimination of one restriction of the domain: It 
could be more than one element, joined in a group. This new field of research has 
some resemblances but also have a lot of differences so it must be manage with 
new approaches and techniques. 

This new field of research is focus on a group of elements, these elements have 
a lot of relationship with others elements of the group, and with others elements of 
the other groups. So the number of the elements and relationships increase expo-
nentially. This is very important, because some of the techniques use to activity 
recognition could be not feasible in time. 

This new field still has not many researches compared to its predecessor, and it 
is the same with the number of specific datasets. INEF12Basketball dataset aims 
to contribute to this field of research, providing a set of low-level data such as lo-
cation of the system’s elements and other higher-level data related to the individu-
als and groups behavior.  

So we try to create a useful dataset that could be used to improve and prove the 
novel techniques developed for group behavior recognition issue. 

5.1   Domain 

All the information of the dataset was gathered in a basketball training session, 
carried out by four players (two versus two). This session was recorded in 225 
seconds of video composed by twenty seven sequences. Each sequence went to 
one basketball move. 

All the moves played in the scene are composed by one pick and roll attack and 
some of these ways of defense: to fight over,  to go below, to help and recover, to 
show and go, to show and recover, to switch and trap. 

Group behavior information is related with the type of defense played, so all 
the moves have the same attack and the behavior information is focused on the de-
fense. In a pick and roll move, the attacking team try to set a screen (pick) for a 
teammate handling the ball and then slips behind the defender (rolls) to accept a 
pass. It could be defended by several types of defenses; here we can read a short 
description of each of them. 
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Fight over: In this case, the blocked player trays to skip the screen fighting over 
them. 

Go below: In this case, the blocked player trays to skip the screen going below, 
this take some extra time. 

Help and recover: The player whose defense to the player that plays the screen 
tries to help to his partner with a short lateral movement. 

Show and go: In this case the second defender goes with the ball for some time, 
and he gives some help to his partner. 

Show and recover: This case is similar to previous one, but in this case the help 
is longer in time. 

Switch: Both defenders change their marks. 
Trap: Both defenders go to mark to the owner of the ball, in a 2vs1 situation. 
So all the information is gathered in twenty seven consecutively sequences of 

basketball training session, with one type of attack and seven different types of  
defenses. 

5.2   Description 

INEF12Basketball dataset is composed by a video data recorded by four cameras 
in fixed positions on a basketball court. 

There are 27 plays recorded, in three minutes and 45 seconds. At 25 frames per 
second the video has 5.627 frames. 

Video was recorded in MPEG4 DivX avi container and no audio associated. 
The size of each frame is 320 pixels wide and 240 pixels high. Apart from the vid-
eo, CVBASE12Basketball dataset provides useful information about the scene; 
like player location, group action, owner of the ball, etc. Player’s location is anno-
tated around the whole video. This information is presented in one plane text file, 
in two coordinated axes: screen and court. This information was captured using a 
modified version of ViPER program. The tracking was performed by a tracker al-
gorithm with expert supervision, all this information is saved in the plane text file. 

As well as the position, dataset contains information about which player has the 
ball in each frame. (There are frames in which the ball is not had by any player). 

This information was annotated by an expert. The file contains the frame in 
which the player has the ball, and the frame in which the player louse the ball. 
Moreover, in order to serve as a useful research fields related to the group beha-
vior recognition, segmentation or classification; group activity information has 
been incorporated. 

There are information about witch type of defense is played in each turn, in the 
section there are the explanation of each type of defense. 

Coach called Ignacio Refoyo was the expert that provides all the technical data, 
like defense played by the players. 

All this information and much more could be found in. 
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5.3   Using the Dataset 

All the information of INEF12Basketball dataset described above is stored in files 
(.avi and .txt) but could be managing by a few set of Matlab functions described 
below. These functions allow to the users manage all the information without 
knowing the format and the structure of the txt files. And provide a quick and easy 
way to start working on the algorithms designed, taking from the outset all the in-
formation available in the Matlab workbench. 

There are seven Matlab functions: 

1. CVBASE12BasketballInit 
2. CVBASE12BasketballGetPos 
3. CVBASE12BasketballShowTrajectories 
4. CVBASE12BasketballGetFrames 
5. CVBASE12BasketballShowFrames 
6. CVBASE12BasketballGetTeamActivity 
7. CVBASE12BasketballHasBall 

The first one is used to initialize all the system, loading the information on the 
workbench. Functions 2, 3; 6 and 7 allow the users manage all the information 
about the location of the players, the defense played and the owner of the ball re-
spectively. 

The following image shows the information presented to the user with the func-
tion 3, that print the trajectories of the players in the couch. 

 

 

Fig. 3. Show trajectories 

At last, functions 4 and 5 allow the users manage the raw video information, 4 
obtains the chosen frame information provided by different cameras and the time 
of the frame in several variables, and 5 show the video information as we could 
see below. 
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Fig. 4 ShowFrames 
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Development of Interactive Virtual Voice Portals
to Provide Municipal Information

David Griol and María García-Jiménez

Abstract. In this paper, we describe a Voice Portal designed to provide municipal
information by phone. It includes the set of modules required to automatically rec-
ognize users’ utterances, understand their meaning, decide the following response
and generate a speech response. The different functionalities include to consult in-
formation about the City Council, access city information, carry out several steps
and procedures, complete surveys, access citizen’s mailbox to leave messages for
suggestions and complaints, and be transferred to the City Council to be attended
by a teleoperator. The voice portal is, therefore, pioneer in offering an extensive
and comprehensive range of public services accessible through speech, creating a
new communication channel which is useful, efficient, and easy to use. In addition,
the voice portal improves the support of public services by increasing the availabil-
ity, flexibility, control and reducing costs and missed calls. The paper describes the
application software, infrastructures required for its operation 24 hours a day, and
preliminary results of a quality assessment.

Keywords: Voice Portals, Conversational Agents, Speech Interaction, Agent &
Multiagent Systems for AmI.

1 Introduction

Technological advances currently reached by computers and mobile devices allow
now its use to access information and a number of services. In addition, users want to
access these services anywhere and anytime in a natural, intuitive and efficient way.
This way, interfaces based on voice portals have become one of the main options to
facilitate this kind of communication.
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Speech access is then as a solution to the shrinking size of mobile devices (both
keyboards to provide information and displays to see the results). In addition, speech
interfaces facilitate the communication in environments where this access is not pos-
sible using traditional input interfaces (e.g., keyboard and mouse). It also facilitates
information access for people with visual or motor disabilities. In addition, the use
of mobile technologies has been currently defined as one of the main indicators of
the evolution of new information technologies.

Furthermore, Spanish Law 11/2007 on electronic access to public services1 de-
fines the development of multi-channel access to information as one of the main
obligations of the municipalities. This Law also explicitly recognizes the right of
citizens to interact electronically with Public Administration. However, a detailed
study of the current situation in the provision of public services by local councils
provides the main conclusion of a lack of electronic public services that meet the
functions of providing information; guidance and advice; manage suggestions and
complaints; as well as consult official announcements and procedures. Therefore, a
public voice portal not only meets this Law, but also constitutes an efficient tool to
provide speech access to public services by phone at anytime and anywhere.

The developed voice portal offers citizens different functions: consult informa-
tion about the City Council (Government Team, Councils, etc.), know city infor-
mation (history, geographic and demographic data, access to the city, yellow pages,
movie show times, news, events, weather, etc.), carry out several steps and proce-
dures (check lists and personal files, book municipal facilities or make an appoint-
ment), complete surveys, access citizen’s mailbox to leave messages for sugges-
tions and complaints, and be transferred to the City Council to be attended by a
teleoperator.

The voice portal integrates additional technologies, such as the VoiceXML stan-
dard, databases, web and speech servers, and several programming languages (SQL,
PHP, HTML), which make it more dynamic and flexible and increase its quality and
efficiency.

Thanks to the developed application, speech services are automatically provided,
allowing a 24 hour a day access to information in a more natural way and in en-
vironments in which using the traditional access interfaces, such as keyboard or
mouse, this access would not be possible. In addition, the application facilitates the
access for people with visual or motor disabilities, helping them to eliminate access
barriers and enabling a more accessible technology world.

2 Conversational Agents

A conversational agent is a software that accepts natural language as an input and
produces natural language as an output engaging in a conversation with the user
[7, 6, 4]. To successfully manage the interaction with the users, conversational

1 http://www.boe.es/aeboe/consultas/bases_datos/doc.php?id=BOE-A-2007-12352
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agents usually carry out five main tasks: automatic speech recognition (ASR), nat-
ural language understanding (NLU), dialog management (DM), natural language
generation (NLG) and text-to-speech synthesis (TTS).

Speech recognition is the process of obtaining the text string corresponding to
an acoustic input [10, 1]. It is a very complex task as there is much variability in
the input characteristics, which can differ depending on the linguistics of the utter-
ance, the speaker, the interaction context and the transmission channel. Linguistic
variability involves differences in phonetic, syntactic and semantic components that
affect the voice signal. Inter-speaker variability refers to the big difference between
speakers regarding their speaking style, voice, age, sex or nationality.

Once the conversational agent has recognized what the user uttered, it is nec-
essary to understand what he said. Natural language processing is the process of
obtaining the semantic of a text string [8, 1]. It generally involves morphologi-
cal, lexical, syntactical, semantic, discourse and pragmatical knowledge. Lexical
and morphological knowledge allow dividing the words in their constituents distin-
guishing lexemes and morphemes. Syntactic analysis yields a hierarchical structure
of the sentences, while semantic analysis extracts the meaning of a complex syn-
tactic structure from the meaning of its constituents. In the pragmatic and discourse
processing stage, the sentences are interpreted in the context of the whole dialog.

There is not a universally agreed upon definition of the tasks that a dialog man-
ager has to carry. Traum and Larsson [11] state that dialog managing involves four
main tasks: i) updating the dialog context, ii) providing a context for interpretations,
iii) coordinating other modules and iv) deciding the information to convey and when
to do it. Thus, the dialog manager has to deal with different sources of information
such as the NLU results, database queries results, application domain knowledge,
knowledge about the users and the previous dialog history [5, 2].

Natural language generation is the process of obtaining texts in natural language
from a non-linguistic representation. The simplest approach consists in using pre-
defined text messages (e.g. error messages and warnings). Finally, a text-to-speech
synthesizer is used to generate the voice signal that will be transmitted to the user.

3 Related Work

Human beings have always been interested in being able to communicate with arti-
ficial companions. In fact, one of the main challenges of AI since his early days has
been to achieve the man-machine communication through natural language.

At the beginning of the XX century J.Q. Stewart built a machine that could gener-
ate vocalic sounds electrically; and during the 30s, the first electric systems covering
all sounds were built. The first one was the VOCODER, an speech analyzer and syn-
thesizer developed in Bell Laboratories that could be operated by a keyboard. At the
same time appeared the first systems with very basic natural language processing
capabilities for machine translation applications. During the 40s, the first computers
were developed and some prominent scientists like Allan Turing pointed out their
potential for applications demanding “intelligence”. This was the starting point that
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fostered the research initiatives that in the 60s yielded the first conversational agents.
For example Weizenbaum’s ELIZA [12], which was based on keyword spotting and
predefined templates.

Benefiting from the incessant improvements in the areas of speech recognition,
natural language processing and speech synthesis, the first research initiatives re-
lated to spoken dialog systems appeared in the 80s. To some extent the origin of
this research area is linked to two seminal projects: the DARPA Spoken Language
Systems in the USA [3] and the Esprit SUNDIAL in Europe [9].

Among the most important research projects in the 90s with multi-domain ca-
pabilities, stands out the DARPA Communicator. This government-funded project
aimed at the development of cutting-the-edge speech technologies, which could em-
ploy as an input not only speech but also other modalities. Currently experts have
proposed higher level objectives to develop dialog systems, such as providing the
system with advanced reasoning, problem solving capabilities, adaptiveness, proac-
tiveness, affective intelligence, multimodality and multilinguality [4]. As can be
observed, these new objectives are referred to the agent as a whole.

Related to the development of voice portals in Spain, the few existing applica-
tions currently offer access to only select between a reduced number of options.
Taking into account this selection, the user is then redirected to be attended by a
human operator (e.g., the voice portal developed for the Cabildo of Gran Canaria).
Other applications, like VoxWebPC2, allow speech navigation through the pages
included in the website of the City, as well as to hear these contents by means of
synthesized speech. Another application including these technologies is the website
of the City Hall of Zaragoza3, which provides a speech access to several sections
of the webpage. A similar system has been integrated in the website of the City
Hall of Alicante4, using these technologies to convert web content into high quality
digitized voice.

There are not currently voice portals in Spain offering the functionalities de-
scribed for our voice portal. Then, it is pioneer in offering an extensive and com-
prehensive range of public services accessible through speech. This way, our voice
portal creates a new communication channel which is useful, efficient, easy to use,
and accessible. In addition, it improves the support of public services by increasing
the availability, flexibility, control, and reducing costs and missed calls.

4 Interactive Voice Portal to Provide Municipal Information

The developed municipal voice portal has been developed following the client-
server paradigm with the architecture described in Figure 1.

Regarding the VoiceXML server, the VoiceXML interpreter answers the users’
calls and interpret VoiceXML documents to provide them required services. The
interpreter also requests the required resources for the application, defines the logic

2 http://www.voxweb.es/spanish/accesibilidad.html
3 http://www.zaragoza.es/ciudad/servicios/voz.htm
4 http://www.alicante.es



Development of Interactive Virtual Voice Portals to Provide Municipal Information 165

Fig. 1 Architecture designed for the Interactive Voice Portal

of the services and stores users’ session state to interact accordingly. To carry out
these actions, the VoiceXML interpreter include different systems to deal with users’
calls, manage the communication with the servers and access the required resources,
play audio files, convert text to speech, collect user data, perform voice recording,
and manage sessions and events.

There are currently many VoiceXML language interpreters. One of the most im-
portant ones, given the number of functionalities provided, is Voxeo Evolution5.
Voxeo allows creating VoiceXML applications and access them by means of a local
phone number and/or a Skype number. Voxeo also allows to track calls in real time,
as well as automatically create log files. These files are very useful for debugging
and optimizing the application. In addition, the Voxeo platform provides a fast and
efficient support system, which includes forums, support tickets and very complete
documentation. Finally, Voxeo also provides the VoiceXML interpreter and the ASR
and TTS components required for the voice portal. Our system uses the Prophecy 9
Multi-Language VXML implementation, which has allowed to develop the applica-
tion for its use in Spanish.

Regarding the Web server, PHP and VXML files are used to implement each one
of the services provided by the voice portal, in addition to access MySQL databases
containing the specific information. The different functionalities and correspond-
ing files allow users to complete more than one action in each call. To complete
databases in the application with specific information, we have considered the in-
formation provided by the website of the City Hall of Alcorcón (Madrid).

5 http://evolution.voxeo.com/
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4.1 Static and Dynamic Information

Static information has been collected from web pages, specially from the website of
the City Hall of Alcorcón, stored and well classified in the databases of the appli-
cation. Each time users request this information, the system accesses the database
and returns this information encapsulated into a VoiceXML file. Examples of this
type of information include the history of the city, access information, or contact
information of hotels and main offices in the city.

Dynamic information include local news and events, weather information, sur-
veys, and entertainment guides for cinemas and theaters. This information is auto-
matically updated in the application by means of a PHP-based procedure that access
the required web pages, carry out a syntax processing of this information, and store
the updated information the database. Each time the user requires this type of infor-
mation, the system only has to access the database and return it.

All the application dialogs use voice grammars and DTMF, which means that
users can access menus by speech or using the phone keys, making the application
more accessible. Grammars are encoded as XML type is the standard format defined
by the W3C and, therefore, supported by any VoiceXML platform. In addition, this
format allows greater flexibility in terms of grammar structure and debugging.

Static grammars deal with information that does not vary over time, including a
small number of options to choose from. These grammars are coded in the same file
where they are used. The basic structure designed for these grammars only allows
to mention exactly a word or a small set of words, besides the corresponding DTMF
code according to the option that was selected. This type of grammar is used at the
beginning of the interaction to inform users about how to interact with the system.
To do this, system prompts include detailed information about what to say to access
each of the provided functionalities.

The second structure for static grammars was designed so that the set of words
that has to be uttered to to select a specific option is not unique. That is, we have
defined the possible combinations of words and set of words that users might say to
refer to the same option (e.g., users can access the functionality “Traffic and Trans-
port” by saying “traffic and transport”, “traffic” or “transport”. This provides more
natural dialogs and avoids a larger number of recognition errors. These grammars
are specially useful once users already knows how to interact with the system and
do not require additional information about the next action required by the system.

Dynamic grammars include information that varies with time and often deal with
large amounts of data. These grammars are automatically created using PHP files to
manage their contents (creation, obtain contents, modify and update information).

4.2 Modules and Functionalities

The different functionalities of the developed voice portal include to consult in-
formation about the City Council, access city information, carry out several steps
and procedures, complete surveys, access citizen’s mailbox to leave messages for
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suggestions and complaints, and be transferred to the City Council to be attended
by a teleoperator.

The Home module implements the first dialog that is provided to the user. The
options that the system provides to users are divided into 5 well-differentiated mod-
ules that takes into account the type of interaction and data that is facilitated: in-
formation, procedures and formalities, surveys, mailbox of the citizen, and human
operator. Therefore, this module facilitates the access to the rest of functionalities
provided by the portal.

The Information module provides specific information about the city. This in-
formation has been divided into 6 categories and classified so that users can easily
access each one of the provided functionalities in this module:

• City Council: This module provides specific information related to the local gov-
ernment, local governing entities, teams and areas.

• City: By means of this module it is possible to access information related to
the city (history, access, and yellow pages with bars, cafés, restaurants, shops,
hostels, hotels and entertainment guides for cinemas and theaters).

• Thematic Areas: This module integrates the rest of information that users can
consult by means of the voice portal. This information has been divided into 15
areas, which respectively provide general information, competences and contact
details. Additional functionalities can be perfectly incorporated by simply adding
more static information in the corresponding database of the application.

• News: This section provides current news of the municipality, including the date,
title and corresponding description of each one of them.

• Events: This section reproduces the list of events of the municipality, providing
its specific area, title, date, location, and detailed description.

• Weather information: Users can get the current weather information from the
municipality and a forecast for the next two days.

An example of a dialog related to a query about a specific thematic area is shown
below (dialog translation from Spanish to English).

S: Please select your area of interest:
1-Social Welfare
2-Circulation and Transportation
3-Culture and Leisure
4-Sports
5-Administration
6-Education
7-Employment
8-Environment
9-Parks and Gardens
10-Health and Consumer
11-Security
12-Planning
13-Housing
14-Finance and Equity
15-Cooperation.
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U: Social Welfare.
S: You have selected the Social Welfare area. Please select

a specific topic:
1-Area Expertise.
2-General Information.
3-Contact Information.

U: Contact.
S: The contact information of Social Welfare is:

Social Services Centre "VALDERAS".
Parque del Teide, 1. Alcorcón 28924.
MetroSur: Puerta del Sur. Bus: 514, 511.
Phone: 916 106 611 - 916 106 797 - 916 426 024.
Fax: 916 425 311.

Social Services Centre "EL TEJAR".
Tiled Square, 4. Alcorcón 28921.
MetroSur and rail: Central Alcorcón.
Phone: 916 648 503 - 916 648 504.
Fax: 916 425 311.

S: What do you want now?
1 - Additional information of this area.
2 - Menu of subject areas.
3 - Information Menu.
4 - Main menu.
5 - Exit the application.

U: Exit.
S: You have chosen to exit the application. Thanks for using

our voice portal. See you soon!

The Procedures and Formalities module provides users’ access to consult proce-
dures and steps, verify the correct incorporation into specific lists, check the status
of dossiers and documents, book a municipal facility, or make an appointment re-
lated to a specific municipal service. An example of a dialog for a user asking about
a specific procedure is shown below (dialog translation from Spanish to English).

S: Here you can access and complete procedures and
formalities. To verify whether you are included in a list
or not, say list or press 1. To check the status of your
dossier, say dossier or press 2. To make a reservation
of a sport facility, say reservation or press 3. If you
want to schedule an appointment, say appointment
or press 4.

U: Dossier.
S: Please tell us your ID saying or dialing the 8 digits one

by one.
U: 47452060.
S: You have‘provided 47452060. The status of your dossier is

as follows: Your certificate of registration has been
requested.
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S: What do you want to do now?
To return to the main menu of the voice portal, say
Alcorcón or press 1. To access or complete other
procedures, say procedures or press 2. If you want to
exit the application, say exit or press 3.

U: Exit.
S: You have chosen to exit the application. Thanks for

using our voice portal. See you soon!

The Surveys module allows the City Council to easily and quickly know citizens’
opinion about specific issues and queries. Surveys in the application have been de-
signed to be completely anonymous, so the voice portal does not require users’ iden-
tification. Once users have finished answering a survey, they are given the options to
listen to the current stored results for the specific query. An example of a dialog for
a user answering a specific survey is shown below (dialog translation from Spanish
to English).

S: Then you can complete a municipal survey and know the
preliminary results. I will ask you a question and
provide you 4 possible answers.
Which political party are you going to vote?
1: Partido Socialista.
2: Partido Popular.
3: Izquierda Unida.
4: Los Verdes.

U: Los Verdes.
S: You have selected: Los Verdes.
S: Do you want to know the results of the survey?

Say yes or press 1, or say no or press 2.
U: Yes
S: The results of the survey "Which political party are you

going to vote?" are as follows:
Answer 1: Partido Socialista, 25%.
Answer 2: Partido Popular, 25%.
Answer 3: Izquierda Unida, 25%.
Answer 4: Los Verdes, 25%.
Total votes: 8.

S: What do you want to do now?
1 - Return to the main menu of the voice portal.
2 - Exit the application.

U: Exit.
S: You have chosen to exit the application. Thanks for

using our voice portal. See you soon!

The Citizen’s mailbox implements the functionality of recording a user’ speech mes-
sage and store it for further processing. Thus, citizens can provide their requests,
complaints, claims or comments at anytime and anywhere. The Citizen’s mailbox is
then managed by a specific Office of the City Hall. In addition, if users provide their
contact information (telephone, mobile phone or email), this Office would contact
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them to provide a personalized response to their request. An example of a dialog
for a user accessing the Citizen’s mailbox is shown below (dialog translation from
Spanish to English).

S: Welcome to the Citizen mailbox. You can contact us and make
your suggestions, complaints and other comments according to
the subjects of our voice portal.

S: You can record your message after the tone. Please provide
first your name and phone so we can respond appropriately,
and then provide your message. Finally, please keep waiting
to confirm your recording. Thank you.

S: ’beep’
U: Hello, I am Juan Pérez and I want to congratulate you for

the new voice portal service in Alcorcón. Thanks.
S: Your message is as follows: "Hello, I am Juan Pérez and I

want to congratulate you for the new voice portal service
in Alcorcón. Thanks."

S: Say yes or press one for sending this message. Say no or
press 2 if you want to re-record your message.

U: Yes
S: We have saved your message. Your recording will be now

managed by our staff, and then we will contact you. Thank
you for collaborating with the City of Alcorcón.

S: What do you want to do now?
To return to the main menu of the voice portal say Alcorcón
or press 1. If you want to exit the application say exit or
press 2.

U: Exit.
S: You have chosen to exit the application. Thanks for using

our voice portal. See you soon!

Finally, the Tele-Operator module transfers the user’s call to the switchboard aat the
City Council and, thus, the user is attended by a human operator.

5 Evaluation

The assessment, performance study and usability analysis of conversational agents
are procedures to minimize costs and optimize results in applications in which
these agents are integrated. The evaluation of this voice portal has been carried
out through quality assessments. To do this, a questionnaire has been designed to
evaluate users’ subjective opinion and satisfaction with the developed voice portal,
thus obtaining a qualitative assessment of users’ perception of the system.

This assessment is focused on how users appreciate that they are understood by
the system and how they understand the messages generated by the system, the
perceived interaction rate, the presence of errors, users understanding about next
actions required by the system, the similarity between the developed system and a
human operator, and the overall satisfaction with the system. In addition, additional
information from users about their knowledge level about new technologies and
previous use of dialog systems were considered as an estimator of the users’ profile.
The questionnaire developed for this purpose consists of the following 10 questions:
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i) Q1: State on a scale from 1 to 5 your previous knowledge about new technologies;
ii) Q2: State on a scale from 1 to 5 your previous uses of speech-based interfaces iii)
Q3: State on a scale from 1 to 5 your previous uses of voice portals; iv) Q4: Did the
system correctly understand you during the interaction?; v) Q5: Did you understand
correctly the messages of the system?; iv) Q6: Do you think that the interaction
rate was adequate?; vii) Q7: Was it simple to obtain the requested information?;
viii) Q8: Set the difficulty level of the system for you.; ix) Q9: Do you think that the
system behaved in a similar way as human being?; x) Q10: In general terms, are you
satisfied with the performance of the system? The possible answers to the complete
set questions were the same: Never, Rarely, Sometimes Usually and Always.

The assessment test was completed by 20 professors and students of our univer-
sity who were introduced on the main functionalities of the voice portal and required
to complete the questionnaire once finished their interaction. Users freely chose to
perform actions and select between the different functionalities, modules and sub-
modules. Table 1 shows the results for each one of the questions in the subjective
evaluation of the application.

Table 1 Results of the subjective evaluation of the Voice Portal

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10
Average value 3.3 3.0 2.9 4.1 4.5 3.1 4.2 4.1 2.9 4.3

Minimum value 1 2 2 3 4 2 3 3 2 3
Maximum value 5 4 4 5 5 4 5 5 4 5

Standard deviation 1.2 0.6 0.7 0.6 0.5 0.5 0.5 0.8 0.5 0.6

From the analysis of the results of the evaluation, it can be observed that users’
knowledge about new technologies and use of dialog systems is varied. Most of
the users found that the interaction with the system was very easy and the interac-
tion rate is considered as suitable. They also considered that the system correctly
understood their messages. The same fact was considered regarding the messages
generated by the application. Related to the similarity between the system and a
human operator, most users believed this characteristic has to be improved. Finally,
users considered that they can easily obtain the required information and they very
globally satisfied with the system.

6 Conclusions

This paper describes a voice portal implemented using the VoiceXML standard.
The main objective is to provide users with a useful tool to access information of a
specific city, carry out procedures and formalities, complete surveys, use a mailbox
to make their complaints and requests, and be transferred to a PBX (Private Branch
Exchange). The different services offered by the municipal voice portal are divided
into modules which are accessed taking into account users decisions during each
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dialog. These modules are interconnected so that users can complete more than one
action.

There are not voice portals in Spain offering the functionalities described. This
way, it creates a new communication channel which is useful, efficient, easy to use
and accessible. In addition, the voice portal improves the support of public services
by increasing the availability, flexibility, control and reducing costs and missed calls.
The system is also easily adaptable to the requirements of each municipality. Future
works include the development of additional functionalities for each one of the de-
scribed modules and the adaptation of the voice portal to each user or group of
users by taking into account additional languages, previous dialogs and preferred
functionalities by each one of them.
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Gesture Recognition Using Mobile Phone’s 
Inertial Sensors 

Xian Wang, Paula Tarrío, Eduardo Metola, Ana M. Bernardos, and José R. Casar* 

Abstract. The availability of inertial sensors embedded in mobile devices has 
enabled a new type of interaction based on the movements or “gestures” made by 
the users when holding the device. In this paper we propose a gesture recognition 
system for mobile devices based on accelerometer and gyroscope measurements. 
The system is capable of recognizing a set of predefined gestures in a user-
independent way, without the need of a training phase. Furthermore, it was de-
signed to be executed in real-time in resource-constrained devices, and therefore 
has a low computational complexity. The performance of the system is evaluated 
offline using a dataset of gestures, and also online, through some user tests with 
the system running in a smart phone. 

1   Introduction 

Mobile phones have become wearable computers equipped with various sensors 
due to the advance in microelectronics [1, 2], which not only increased the 
processing power of such devices but also made possible new forms of input inter-
faces, such as touch screen devices and gesture-based user interfaces [3].  

Hand gesture is a powerful, natural means of communication between human 
beings. Now it can be a promising way to interact with computers, where gesture 
recognition is the core of such technique. Classically, hand gestures have been de-
tected and recognized using camera-based computer vision algorithms. However, 
these techniques can be slow and require a high computational power, which leads 
to a significant energy consumption [2]. A more suitable approach for resource-
constrained devices is to use their embedded sensors (such as magnetometers, gy-
roscopes, or accelerometers) to perform the recognition. Using embedded sensors 
has the advantage that the gesture recognition can be done in the own device and 
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that the accuracy is not affected by lighting conditions or camera calibration. Fur-
thermore, the cost and power consumption are lower [4]. 

There exist multiple challenges in hand gesture recognition for mobile phones, 
for example, a standardized “vocabulary” is missing, the interaction needs to be 
real time and the algorithms should be able to run on a platform highly constrained 
in terms of cost and system resources. What’s more, user acceptability is also a 
key consideration: will they feel comfortable waving arms in a public place [2]? 

Many gesture recognition systems based on accelerometers have been devel-
oped. One example is Georgia Tech Gesture Toolkit [5], that provides tools to 
support gesture recognition and has been used in several ongoing projects, such as 
an automobile gesture panel, patterned blink recognition and mobile sign language 
recognition. The work in [6], where 8 predefined gestures including translations, 
circles, and pentagram are defined and more than 98% recognition accuracy is 
achieved, provides a natural and intuitive way to control the browser application 
on a large screen. These techniques are also used in mobile gaming systems to en-
hance user experiences [2], where a set of 8 gestures such as single-circles, 
squares, triangles and double-circles are provided and an overall accuracy of 
96.25% is obtained. The authors in [7] developed the uWave algorithm, which is 
utilized in gesture-based user authentication and interaction with a three-
dimensional mobile user interface. In this work, they employ a set of 8 gestures 
identified by Nokia research study and the recognition accuracy is about 98%. 

Gesture recognition is a type of pattern recognition. Various methods could be 
utilized, such as conditional Gaussian models, support vector machines [8], Baye-
sian networks [9], dynamic time warping (DTW) and hidden Markov models 
(HMMs). DTW [2, 7] and HMMs [1-3, 5, 6, 10-13] are two of the most popular 
approaches adopted, both of which were investigated in speech recognition area.  

Only a few [2, 3, 4, 7] of the techniques mentioned above are implemented on a 
resource-constrained platform such as a mobile phone. What’s more, most of these 
proposals target at user-dependent gesture recognition because of the difficulty of 
user-independent gesture recognition and because user-independent gesture rec-
ognition may not be that attractive as speaker-independent speech recognition, as 
there are no standard gestures for interaction [7]. In this work, however, our goal 
is to develop a user-independent system which is light, real-time, and with low 
consumption. To this end, we define a set of simple gestures, which are intuitive 
and comfortable to perform, and recognize them in a user-independent manner 
which is user friendly and does not require training the system.  

In summary, we make the following contributions: We define a set of rotation 
and translation gestures and develop real-time methods to recognize them with 
very low computational cost. As this is a work in progress, the recognition of rota-
tion gestures is implemented on a mobile phone and tested in real-time, whereas 
the recognition of translation gestures is implemented on a PC and tested offline 
with a dataset of gestures performed by real users. Preliminary results show a high 
recognition accuracy and low time complexities.   

The rest of the paper is organized as follows: Section 2 enumerates possible ap-
plication scenarios of our gesture recognition system. Section 3 describes the set  
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of gestures we want to recognize. Section 4 presents the architecture of the  
recognition system. Section 5 reports the validation results of the rotation and 
translation gesture recognition systems with real experiments and simulations,  
respectively. Finally, we conclude in section 6 and point out future work. 

2   Application Scenarios 

Gesture recognition systems for mobile devices have a wide variety of applica-
tions in several scenarios, such as smart environments, teaching/learning, robot 
control, etc. For example, gestures performed with the user’s mobile phone can be 
used to control the equipment of a smart room in a hotel (e.g. switching off the 
light when the position of the phone changes from facing up to facing down, 
switching on the lights by making the opposite movement, raising/lowering the 
blinds by doing an up/down movement while pointing to the window, open-
ing/closing the curtains with a left/right movement, raising/lowering the room 
temperature by making an up/down movement while pointing to the air condition-
er, calling the room service by shaking the phone, etc.). Gestures can also be used 
in a teaching scenario, or even in conferences or business presentations to control 
the computer and the slides. For example, a movement to the left/right goes to the 
previous/next slide, a spiral to the left/right goes to the first/last slide, moving 
up/down the phone will control the volume of the computer if a video/audio file is 
played, shaking the phone can switch on/off the projector and once it is off, an 
up/down movement can raise/lower the screen, etc. Another practical application 
of mobile gesture recognition is to control robots, toys or vehicles: turning the 
phone to the left or right can control the direction of the robot, turning it up and 
down can control the speed and shaking the phone can switch on/off the robot. 

3   Selection of Gestures 

The selection of the gesture set affects both the experience of user interaction and 
the recognition accuracy. The author of [1] argues that an extensive set of gestures 
becomes unpractical because too many gestures have to be learned by the users. 
The recognition results in [7] highlight the importance of selecting the right ges-
ture vocabulary for high accuracy. More complicated gestures provide more fea-
tures to distinguish them, resulting in higher recognition accuracy. However, 
complicated gestures also force users to remember how to perform them and how 
they are related to functions/actions. Furthermore, in [14], user studies indicate 
that users tend to use spatial two-dimensional gestures and that utilizing all three 
dimensions in one gesture is rare. In this section, we describe the gesture set se-
lected for our recognition system, which is divided into two groups: turns and 
translations. 
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Table 1 Description of translation gestures 

Gestures Description (performed with the same fixed pose) 
Backward Pull the mobile horizontally. 
Forward Push the mobile horizontally. 
Left Move the mobile horizontally from right to left. 
Right Move the mobile horizontally from left to right. 
Up Move the mobile vertically from low position to high. 
Down Move the mobile vertically from high position to low. 

4   System Architecture 

The current system architecture consists of three different layers, a sensor layer, 
which acquires the information provided by the inertial sensors, a fusion layer, 
which includes the recognition algorithms to recognize the gestures, and a com-
munications layer, which offers the recognition result to external devices. 

4.1   Sensor Layer 

The gesture detection system relies on the data provided by the gyroscope and the 
accelerometer embedded in the device. In our case, the acquisition process is done 
using a Google Nexus S smartphone running Android O.S, where data communi-
cation is done by event notifications. As a result we cannot talk about a real  
sampling frequency, but we have seen that the approximate sampling rates for the 
gyroscope and the accelerometer are, respectively, 0.0096 seconds and 0.02 
seconds per measurement. 

In the case of turn gestures, the information collected by the gyroscope allows 
us to distinguish among the six elementary turns, whereas the accelerometer gives 
us information about the orientation of the device. Fig. 3 shows some examples of 
the gyroscope and accelerometer signals for different gestures.  

Fig. 3a and 3b show the values acquired from the gyroscope (angular speed 
around each axis) and accelerometer (acceleration on each axis), for a movement 
from a ‘Horizontal_Up’ position to a ‘Vertical_Up’ position. Fig. 3c and 3d cor-
respond to a 90º-turn around the vertical axis. As it can be seen, the value of the 
gyroscope signal in the axis of rotation increases/decreases significantly, which al-
low us to recognize the type of elementary turn. The acceleration signal after the 
turn enables recognizing the final position (the axis with the gravity component is 
the one pointing to the ground).  
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Fig. 3 Examples of gyroscope and accelerometer signals for rotation gestures. 

 

Fig. 4 Example of acceleration signals for a correctly performed ‘Right’ gesture 

The translation gesture is a variable force movement, starting and ending with a 
stationary state. Essentially, the 6 translation gestures are the same but moving in 
different directions. After the gesture starts, the acceleration value in the direction 
of movement increases quickly, then changes its direction, and finally returns to 
zero. So ideally, the acceleration in the axis along the movement direction should 
look like a sinusoid in one period, and the acceleration data in the other two axes 
should be close to zero (see Fig. 4). The axis where this pattern appears and the 
order of the appearance of the curve’s peak and valley indicate the direction of the 
movement. For example, Fig. 4 represents a ‘Right’ movement (sinusoid-like 
curve in the x axis, with the peak appearing earlier than the valley).  
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4.2   Fusion Layer 

a. Recognition of Turn Gestures 
In order to detect when a turn happens, the fusion layer is permanently gathering 
the data from the gyroscope sensor. The data obtained by the fusion layer is an ar-
ray of three elements, each element related to one axis. If one of the elements of 
the array increases over a predefined threshold, a turn is detected on the corres-
ponding axis. By also taking into account its sign, it is possible to distinguish 
among the six types of elementary turns. The system is able to recognize 45º and 
90º turns, by comparing the initial position of the smartphone and the final posi-
tion after a turn. 

When the value in the axis that has increased, decreases under another thre-
shold (set to indicate that the turn is finishing), the accelerometer sensor is enabled 
and a fixed number of measurements are taken to estimate the final position. 
These measurements are averaged, giving a higher weight to later positions in the 
sequence of accelerometer’s data. Then, depending on the magnitude and the sign 
of this weighted average, a final orientation of the device is selected.  

In a type I position, the gravity component relies mostly over one of the three 
axes. In a type II position, it will be spread over two of the three axes. And finally, 
a type III position has a significant component of the gravity over the three axes. 
So, analyzing the three components of the acceleration, if the lowest value is over 
3 m/s2, a type III position is estimated. Otherwise, if the second lowest value is 
over 3 m/s2, a type II position is estimated. Otherwise, mobile position is included 
in the type I group.  

For type I positions, one of the six orientations of Fig. 2 is selected (according 
to which axis has the gravity component and its sign). For type II/III positions, a 
combination of two/three type I positions is chosen, e.g. ‘Horizontal_Up-Left’. 

b. Recognition of Translation Gestures 
For translation gesture recognition, we have developed a method based on analysis 
of acceleration data and feature extraction. The input of the algorithm is a time se-
ries provided by the three-axis accelerometer. Each time sample is a vector of 
three elements corresponding to the sampled data in the three axes.  

As we said before, ideally, the curve in the axis along the movement direction 
should look like a sinusoid in one period (as in Fig. 4). But in practice, the signals 
almost never show such a clear shape because of noise and performance of the  
users (we should never expect the users to make gestures ideally). As a result, the 
sinusoid-like curves are distorted and appear in all axes with different amplitudes, 
as shown in Fig. 5. The algorithm of translation gesture recognition in our work 
consists of three steps, which are described next: 

 
A. Preprocessing 
According to our definition of gestures, the mobile phone should be held verti-

cally when doing the gesture. But in practice, a tilt of a few degrees is quite com-
mon. As gravity is a relatively large value compared to other acceleration compo-
nents forced by the user, a small tilt will introduce a significant acceleration 
component along x and z axes, which would result in wrong recognition. In our 



180 X. Wang et al.
 

work, the normalizing method provided in [1] is utilized to correct small amounts 
of tilt. Then the rectified data is passed through a Butterworth low pass filter to re-
duce the effect of noise. The signal is further smoothed by a moving average me-
thod where the smoothed value is the un-weighted mean of its previous n data 
points, where n is the size of the sample window. The order and cutoff frequency 
of the filter and n are all determined empirically. 

 

Fig. 5 Pattern generalization in the x direction. F, A, E, G are key points of the original rec-
ognized pattern. C, A, B, D are the generalized pattern. 

B. Pattern extraction for each axis 
The key points of the typical translation pattern are the starting point, the end-

ing point, the peak and the valley of the sinusoid-like curve. Because of noise or 
the imperfect gesture performance of users, there are more than two local extrema, 
so first, all the local extrema are detected, and then we find all pairs of adjacent 
extrema with different signs. The peak and valley of the pattern should be in the 
pair with the largest absolute difference of the two elements, for example, the pair 
A-E in Fig. 5. The starting and ending point of the pattern are the two adjacent  
extrema to peak and valley (F and G in Fig. 5).  

Considering the noisy acceleration measurement and that this method is sensi-
tive to fluctuations of the signal, an adjustment of the key points is employed: we 
look forward or backward several extrema points from the peak and valley points 
and check whether there are higher extrema (for the peak) or lower extrema (for 
the valley). This way, the method is robust to small fluctuations. In the same way, 
the starting and ending of the recognized pattern are the adjacent extrema points of 
the new peak and valley. For example, in Fig. 5, C, A, B and D are the new four 
key points of the pattern, which represent the shape of a sinusoid curve.  

C. Movement detection 
With the pattern extraction mentioned above, the sinusoid-like curve pattern in 

each axis is obtained. Then we first check the symmetry of the pattern by calculat-
ing the following ratios:  
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where A is the acceleration value at the valley, B at the peak, C at the starting 
point and D at the end. To be a “good” pattern, r1 and r2 should be both greater 
than a predefined threshold. 

Then we select the axis where there is the largest drop from peak to valley of 
the pattern and that agrees with our symmetry requirement, as the dimension 
where the movement occurred. The appearance order of peak and valley further 
determines the direction of the movement along this dimension. For example, Fig. 
5 represents a ‘Left’ gesture. 

The time complexity of Butterworth low pass filtering is O(n*logn) due to the 
Fourier transform. The rest of processing has linear time complexity. Therefore, 
the method presented above has a complexity of O(n*logn), where n is the length 
of acceleration signal. In [3], a DTW algorithm is implemented on a mobile phone 
and has time complexity of O(n*n). The researchers of that paper showed that 
DTW implementation has lower computational load than HMMs. So hopefully, 
our algorithm can run faster on a mobile phone platform. 

4.3   Communications Layer 

The gesture recognition application runs autonomously in the device, but a com-
munications layer has been integrated in order to transmit the detected gestures to 
external devices (either for a more comfortable display of the recognition results 
or to take the appropriate actions corresponding to the performed gestures).  

To this end, a NetworkCommunication component is created in the main com-
ponent of the application, so that when a gesture is detected, the information is 
sent through a previously created socket. This information can be gathered from 
an external element, like a PC, by listening to the data on an already-known IP ad-
dress and port. In this way, the gesture can be shown in the screen or used to  
perform the appropriate action.  

5   Validation 

This section presents some preliminary results of the validation of the gesture recog-
nition system. The recognition of turn gestures has been completely implemented 
and tested in a Google Nexus S smartphone, running Android O.S, whereas the rec-
ognition of translation gestures was implemented in Matlab and tested with a dataset 
of gestures, collected by several users with the same smartphone. 
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5.1   Online Validation of Turn Gestures with the Mobile Phone  

a. Performance Statistics  
The performance of the proposed system is evaluated according to its ability to 
correctly detect the type of gesture. The speed at which the user performs the ges-
ture determines if it is detectable or not, as we have used an angular speed thre-
shold to filter out random movements. In particular, we have used a threshold of 2 
rad/s, which assures that usual wrist movements are detected (with detection prob-
ability nearly equal to 100%). Decreasing this threshold would allow detecting 
slower movements, but would increase the probability of false detections. 

Supposing that the system has detected a gesture, the system quality can be de-
scribed in terms of the probability of correctly recognizing the type of gesture and 
in terms of time delay in the recognition process. Both parameters can be tuned by 
modifying the number of accelerometer measurements that are analyzed. Longer 
data windows will increase the recognition capability, but will also increase the 
delay. Next table shows the delay (time interval between the instant in which the 
turn has finished and the instant in which the orientation is estimated) for different 
values of the window size: 

Table 2 Time delay for different window sizes 

Window size (Number of measurements) 5 10 15 20 
Interval of time 0,11 s 0,21 s 0,31 s 0,41 s 

After some tests, we have seen that using a window size of 10 is enough to cor-
rectly recognize most of the gestures (nearly 100% recognition accuracy) and still 
provides a reasonable recognition speed.  

b. Computing Time 
The computing time of the algorithm has been measured for type I positions. Us-
ing 15 measurements from the acceleration sensor to estimate the position of the 
smartphone, the average computing time was 273µs. This time is negligible com-
pared to the acquisition time (0.02 s per measurement). So we can conclude that 
the computation of gesture recognition algorithm will not slow down the entire 
process and can be done in real time.  

If the number of measurements increases, the computing time will increase al-
most proportionally. For 150 measurements, the computing time rises to 2.26 ms. 

5.2   Offline Validation of Translation Gestures with a Dataset  

a. Description of the Dataset 
To test the gesture recognition method, a dataset was collected with 14 subjects (8 
males and 4 females), who repeated 10 times each gesture using a Google Nexus S 
smartphone. The starting and ending of each gesture was marked by pressing a 
button of the smartphone. Before collecting the gesture data, they were given a 
brief introduction about how to perform each gesture. 
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b. Performance Statistics 
Table 2 summarizes the recognition result of our approach over the collected data-
set. An average of 93.2% is achieved. Most of the errors are due to the sensitivity 
of our approach to fluctuations of the signal. In particular, the test result demon-
strates that more than half of the errors are due to the presence of a small fluctua-
tion around zero (see an example in Fig. 6). 

Table 3 Confusion matrix for the 6 translation gestures. The columns are recognized ges-
tures and the rows are actual gestures. Average accuracy is 93.2%.  

 Backward Forward Left Right Up Down 
Backward 94.3 0.7 2.9 0.7 0 1.4 
Forward 0.7 94.3 1.4 2.1 0.7 0.7 

Left 3.6 2.9 93.6 0 0 0 
Right 3.6 0 0.7 94.3 0.7 0.7 

Up 5.0 1.4 0 0 93.6 0 
Right 0.7 5.0 4.3 0 0.7 89.3 

 

 

Fig. 6 Failure of pattern recognition due to fluctuation around zero between the real peak 
and valley (B and A are detected as peak and valley, instead of C and A)  

6   Conclusion and Future Work 

We focus on resource-constrained mobile phones and present algorithms to recog-
nize turning and translation gestures in a user-independent manner. Our method 
utilizes embedded accelerometers and gyroscopes, which are commercially avail-
able in many mobile devices. The evaluation experiments of the turning gestures 
recognition system indicate that the time spent in the recognition process could be 
negligible compared with data sensing. The translation gesture recognition system 
has theoretically lower computational complexity than previous proposals imple-
mented on mobile phones. The preliminary validation of both types of gesture 
recognition has shown a high recognition accuracy.  

In order to further improve the recognition accuracy, we are currently making 
the translation gesture recognition more robust to fluctuations of the signals. Then 

0 1 2 3 4 5 6 7

x 10
9

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

time(nanosecond)

ac
ce

le
ra

tio
ns

(m
/s

2 )

smoothed acceleration signal

 

 

  A

  B

  C

  D

x



184 X. Wang et al.
 

it will be implemented on the mobile phone platform, to test its performance in 
real-time. As further work we are also planning to add some more gestures to our 
set (circles and spirals) to finally test the complete system with real users and get 
some feedback about the usability, accuracy, delay and energy consumption in 
real situations. Another possibility is to add some feedback to enhance user expe-
rience (adding sound, vibration or graphics). 
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Towards a Lightweight Mobile Semantic-Based 
Approach for Enhancing Interaction  
with Smart Objects 

Josué Iglesias, Ana M. Bernardos, Luca Bergesio, Jesús Cano, and José R. Casar* 

Abstract. This work describes a semantic extension for a user-smart object inter-
action model based on the ECA paradigm (Event-Condition-Action). In this ap-
proach, smart objects publish their sensing (event) and action capabilities in the 
cloud and mobile devices are prepared to retrieve them and act as mediators to 
configure personalized behaviours for the objects. In this paper, the information 
handled by this interaction system has been shaped according several semantic 
models that, together with the integration of an embedded ontological and rule-
based reasoner, are exploited in order to (i) automatically detect incompatible 
ECA rules configurations and to (ii) support complex ECA rules definitions and 
execution. This semantic extension may significantly improve the management of 
smart spaces populated with numerous smart objects from mobile personal de-
vices, as it facilitates the configuration of coherent ECA rules. 

Keywords: Smart objects, smart spaces, user-object interaction, mobile middleware, 
embedded reasoning, ontology-based modelling.  

1   Introduction  

The concept of smart object includes any kind of device with sensing or/and  
processing capabilities that is capable of reacting or adapting its functionalities 
depending on external stimulus or users’ requirements, while preserving their tra-
ditional physical interaction paradigm. Then, spaces become smart as they host 
several smart objects with heterogeneous functionalities. Within this scenario, 
smart spaces exploitation not only involves acquiring data and controlling smart 
objects, but a common strategy to enable the user with capabilities to coordinate 
them in an intelligent way. To this end, the ECA paradigm appears as a simple 
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formalism used to implement a particular perspective for user-smart object intelli-
gent interaction. 

The ECA paradigm is composed by a structure of reactive rules working over 
an event-driven architecture. Each ECA rule may have three kinds of ‘atoms’: the 
event is the signal that triggers a set of rules; the condition is a logical test that, if 
satisfied, makes the execution of the rule to continue; and, finally, the action iden-
tifies the execution of a process. A set of rules has the form: ON event IF condi-
tion(s) DO action(s). 

In [1] we have developed a first prototype to validate this interaction paradigm, 
which uses the mobile device as mediator to handle ECA rules built on the sensing 
and action capabilities of smart objects (details in Section 3). It happens that, the 
more the smart space ecosystem grows (including new smart objects), it becomes 
exponentially difficult to manage from a user’s perspective; at the same time, the 
continuous rule checking process also becomes very demanding in terms of mo-
bile processing. So, in this work we propose to extend the interaction model’s ca-
pabilities from a semantic perspective, in order to enhance (i) user experience and 
(ii) mobile device performance.  

The paper is structured as follows. Section 2 reviews the state of the art of em-
bedded lightweight semantic tools and semantic-based ECA model approaches. 
Section 3 introduces the interaction scenario and the original architecture that has 
been extended. Section 4 presents the proposed models and addresses the en-
hancements obtained. Finally, Section 5 concludes the work with future lines for 
research. 

2   State of the Art 

Since 1999, when works such as the one carried out by Biegl [2] first addressed 
how to link and control different kinds of devices, interaction paradigms for 
physical interaction between devices (or digitally augmented objects) have been 
increasingly used to implement the smart space concept. 

Trying to fill the gap between existing developments for smart spaces configu-
ration and state-of-the-art initiatives for enhancing these paradigms (and always 
from a ECA model based point of view), this Section focuses on analysing (i) the 
enabling technologies for embedded context information representation and rea-
soning and (ii) some of the most up-to-date projects for semantic enhancement of 
ECA-based interaction models. 

From a functional point of view, machine processable representations are nec-
essary to organize, valorise and share the vast amount of information smart spaces 
generate (e.g., environmental conditions, users presence, available services, ob-
jects usage patterns, etc.). Within this scenario, information acquired from hetero-
geneous smart objects would need to be jointly processed, requiring a common 
and expressive enough data structure to support the smart space configuration. 
Personal smartphones are nowadays-common devices in people’s everyday lives, 
becoming a potential candidate for centralizing smart spaces exploitation. How-
ever, it is still an open challenge how to optimally represent information in re-
source-constrained mobile devices [3]. 
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For example, although tuple-based (or key-value) models reduce management 
overhead and can be easily applied to ‘legacy’ mobile systems (e.g., [4]), they lack 
from validation and scalability capabilities and they are not suitable for han-
dling context information ambiguity. A hierarchical structure and the automatic 
validation are, however, some of the strong points of markup scheme modelling, 
although XML has a high semantic redundancy and it is not fully adapted to the 
limited resources of embedded devices (several works points out that a better  
performance can be obtained with other techniques as, e.g., JSON1). 

Ontology-based modelling [5] combines the advantages of object-based and 
logic models, i.e., encapsulation, extendibility and reusability, and formalism and 
inference capabilities, respectively. They facilitate information fusion from het-
erogeneous data and knowledge sources, also providing support for automated 
reasoning. OWL (Web Ontology Language)2, the standard ontology language  
endorsed by the W3C, enables different applications to share a common model, 
providing common shared domain vocabularies and a consistent mechanism for 
information representation. According to [6], these features are particularly impor-
tant in mobile and pervasive environments, in which different heterogeneous and 
distributed entities must interact for exchanging users' context information. 

Formal information representation facilitates automated reasoning (e.g., con-
cept and instance classification, model and knowledge base consistency checking, 
etc. [30]). Although scarce compared with general context management systems, 
some light tools enabling reasoning in resource-constrained devices have already 
been described in the literature. Following the conclusions presented in [3] (whose 
work is focused on lightweight ontology-based data models), μJena [7] and Bos-
sam [8] (as ontology manager and ontology rule-based reasoner, respectively) 
were the only ones (i) capable of dealing with ontology data, (ii) using standard 
formats and (iii) working in resource-constrained mobile devices. Extending this 
work, it is worth mentioning androJena, a new development (the first version was 
released on May 2010) based on a subset of the popular Jena framework migrated 
to Android platforms, that also fulfils these requirements. androJena has been  
recently used in several works; [9] and [10] can be highlighted as they include per-
formance tests. Although these tests only measure their own particular develop-
ments, they can be used to obtain an overall idea of androJena’s performance. 

The state-of-the-art analysis reveals that there are still few developments of 
general-purpose lightweight ontological tools to be embedded in personal mobile 
devices with a promising success, and the existing ones are still far away from ma-
turity. As previously said, although some performance tests can be found in the 
literature (e.g., for μJena [7], Bossam [8] or, more recently, androjena [9][10]), 
there is still a lack of experiments comparing their performances in common sce-
narios. Finally, it should be noted that much of these developments are discon-
tinuous research projects. In this sense, androJena seems to be the only exception 
to this issue nowadays. 

Focusing now on semantic technologies, they may play an important role in  
enhancing ECA-based interactions for smart spaces. Ontologies can be used to 
                                                           
1 http://www.json.org/ 
2 http://www.w3.org/TR/owl-features/ 
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formally model the information offered by the smart objects and their capabilities 
and particularities, information that can fed different semantic reasoning mecha-
nisms in order to offer a consistent information layer ready to be exploited. 

In this line, within the Rewerse project3, r3 prototype (Resourceful Reactive 
Rules) addresses ECA rules managing from a Semantic Web perspective. It im-
plements a rule engine capable of dealing with this kind of rules defined in differ-
ent languages (even each different component –event, condition or action– may be 
represented using different rule languages). Every resource involved in the reason-
ing process (e.g., rules, engines) is described in terms of RDF triplets based on an 
OWL-based model: the r3 ontology [11]. 

The K4R project4, maybe the most notable extension of r3 initiative, focuses on 
defining a RESTful (and ontological) interface for Knowledge Resource (includ-
ing Knowledge Reasoners). Authors consider this approach broad enough to in-
clude ECA rules modelling support [12]. 

Finally, it is worth mentioning that RIF (Rule Interchange Format), a collection 
of rule dialects (i.e., consistent and rigorously defined rule languages) intended to 
facilitate rule sharing and exchange, also consider ECA rules support as a re-
quirement to be developed [13]. 

Aligned with these researches, the work presented in this paper focuses on de-
veloping real world semantic-based mobile applications for managing smart 
spaces. Next Section introduces the scenario where our semantic-based ECA  
interaction model is to be deployed and its architectural particularities. 

3   ECA Interaction Model for Smart Spaces Management 

3.1   ECA Model Based Smart Space Management Scenario 

Our interaction scenario considers a space populated with different types of ob-
jects (with or without embedded processing capabilities). Within this scenario, the 
user’s mobile device may be used to manage the identification, sensing, process-
ing, etc. [14] of these smart objects, being able to act as an interaction mediator, 
delivering the functionality to (i) customize the responses to physical interaction 
with certain objects, (ii) make an object respond (physically or virtually) to a 
given order configured by the user, (iii) provide intuitive configuration of the 
smart environment through actions held in the mobile device and (iv) config-
ure/activate features in the mobile device depending on environmental events. 

The ECA interaction model aims at providing bidirectional interaction between 
objects and user’s (mobile) devices, in order to make possible to configure the ob-
ject’s actions from the mobile device (note that within this general scenario, user’s 
personal device can be also considered as a smart object). The ECA model is  
supported by implementing next functionalities: 

                                                           
3 http://rewerse.net/ 
4 http://code.google.com/p/k4r/ 
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1. Module publishing. Smart objects are able to publish their capabilities 
(both events generation or actions execution). Each ‘module’ implements 
the necessary logic in order to detect an event or perform an activity. 

2. Proximity detection. Proximity will be the starting point for interaction. 
After proximity detection, a mobile device will be able to download the 
available modules belonging to the smart object it is close to. 

3. ECA rules configuration. Mobile mash-up tools will allow the user to 
easily configure ECA rules as a combination of event, condition(s) and 
action(s). 

4. Rule-based reasoning. Active ECA rules will be constantly evaluated in 
order to detect configured events, executing the associated actions if the 
conditions are fulfilled. 

5. Module life-cycle management. Installed modules will be subject to con-
tinuous updates in order to detect unused or out-of-date ones. 

So, when a smart object detects a mobile phone nearby, it offers to the phone the 
download of a set of modules that enables the interaction with the object. After 
agreeing to download the modules, the user can configure ECA rules with them as 
described before. When an event occurs in or is detected by a smart object, the 
corresponding module at the mobile phone receives a notification. The mobile ap-
plication then checks the conditions in the ECA rules (if any) and, if satisfied, 
executes the configured actions, affecting other smart objects or the device itself. 

3.2   Different Architectural Approaches to ECA-Based 
Deployments 

Our particular approach employs the user’s mobile device for interacting with the 
smart objects deployed in the smart spaces, i.e., for module installation and ECA 
rules configuration. However, ECA rules evaluation (event detection, condition 
assessment and action triggering) may be supported by different architectural  
approaches: 
 

• Server-based centralized approach: once an ECA rule is configured in the 
user’s mobile device this rule is sent to a centralized server managing the whole 
set of smart objects of a particular smart space. This server is the one in charge 
of (i) monitoring all the smart objects (or automatically receiving state changes 
from them), (ii) detecting the configured events, (iii) assessing the required 
conditions and (iv) triggering the associated actions. 

• Smart object distributed approach: in this case, each ECA rule would be dis-
tributed among the smart-objects involved in the rule. Smart objects would 
need to be intelligent enough to detect its own-generated events, to assess the 
required conditions and to execute the desired actions; they should also have 
communication capabilities (WiFi, Bluetooth, etc.) to automatically coordinate 
among themselves. 

• Mobile device approach: this approach is equivalent to the server-based central-
ized one but, instead of having one server managing the ECA rules evaluation for 
each smart space, there would be one mobile device managing all the ECA rules 
configured by a particular user (regardless of the user location). 
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Although it has to be noted that these architectural approaches are compatible and 
they can coexists, this work addresses the real deployment of an architecture to be 
fully deployed in the mobile device. 

3.3   Mobile-Based Architecture to Enable ECA Interaction Model 

Before addressing the semantic extension proposed in this work (Section 4), this 
subsection introduces the architecture of our (non-semantic) approach for smart 
spaces management based on an ECA interaction model [1]. 

For a practical implementation of the proposed scenario, smart objects are 
equipped with Bluetooth or NFC tags. When detecting an object for the first time 
(proximity interaction), the mobile device will retrieve the object’s modules from 
a cloud server. The mobile application is the central element to manage interac-
tion. It is divided into three main building blocks: core, application interface and 
modules. The core manages the modules’ lifecycle: it dynamically retrieves them 
from the infrastructure and loads them into memory, manages the interaction be-
tween events, conditions and actions and, finally, provides the GUI. The applica-
tion interface defines the data structure for the communication between the core 
and the modules. Finally, each ECA rule aggregates module events, conditions 
and actions to interact with a smart object or with the mobile itself. A module of-
fering may include none, one or more than one of each (events, conditions and  
actions).  

 
 
 
 
 

 

Fig. 1 ECA based architecture modules; non-semantic (red) and semantic extension (green). 

This first prototype for the ECA model has been implemented on Android 
(v2.3, in a Google Nexus S smartphone which includes NFC technology). 

Next Section shows how a lightweight ontology-based framework and rule en-
gine (androJena) have been integrated inside the user’s mobile device in order to 
exploit its semantic capabilities for (i) supporting the ECA rules configuration 
process and (ii) supporting the ECA rules evaluation (as depiected in Figure 1). 

4   Semantic Enhancing of the ECA-Based Architecture  

This work extends with semantic capabilities the ECA model based architecture 
for smart spaces presented in Section 3. As depicted in Figure 2, three semantic 
models are used: 

 

• Smart object ontology ( ): is used to model the characteristics of a smart ob-
ject. This ontology models (i) the internal (sensing and acting) capabilities of a 
smart object (i.e., type of capability and valid values ranges, if applicable) and 
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(ii) the relationships among objects capabilities (e.g, “fixed smart objects with 
proximity sensing capabilities can only detect mobile objects”, etc.). 

• Smart space ontology ( ): models the relationships between a smart space 
and its smart objects. In this very first approach it can be considered just as a 
semantic map of the environment where the smart objects are deployed (e.g., 
“smartObjectX is currently located in roomA”, etc.). 

• ECA rule ontology ( ): is a formal definition of ECA rules. It can be used 
to (i) detect inconsistencies when configuring a particular ECA rule (i.e., 
among smart objects capabilities) and (ii) identify incompatibilities among the 
different sets of ECA rules configured for a particular user (future works will 
also consider restrictions among ECA rules defined by different users). 

 

 

Fig. 2 ECA model based smart environment exploitation.  

Each semantic model needs to be complemented with a rule base in order to 
address a comprehensive set of reasoning capabilities. 

A preliminary version of these models (and rule bases) has been used in this 
work to (i) automatically detect incompatible ECA rules configurations (Section 
4.1) and to (ii) support complex rules configuration and execution (Section 4.2). 

Each smart object is defined by a smart object knowledge base  shaped 
according a smart object ontology  (Figure 3.a). This ontology models a smart 
object (SmartObject class) according its particular features (Capability) and the set 
of available configurations (CapabilityConfiguration) modelling its valid states. 
Although specific capabilities are defined (e.g., Email, SMS, Photo, PhoneCall, 
etc.), they can be grouped in the more abstract concepts SensingCapability and 
ActingCapability. 

 models smart spaces (SmartSpace), Figure 3.b. A smart space is composed 
by several physical spaces (Space) hosting different smart objects. These spaces 
may have relative relations (nearTo, contains, disjointSpaces, etc.), represented in 
Figure 3’s model as hasSpatialRelationWith*. 

 

 

   

 smart object
ontology 

smart space 
ontology   

a) smart object manager installation 

event 

condition(s) 

action(s) 

b) ECA rules configuration 

ECA rule
ontology 

c) ECA rules evaluation (and action execution) 

 

 

event
gen-
era-
tion

action
exe-

cution



192 J. Iglesias et al.
 

ECA rules (ECArule class) are modelled in  ontology (Figure 3.c) as a set 
of atoms (ECAruleAtom): ECAevent, ECAcondition and ECAaction. Each of these 
atoms is associated to a smart object capability (involvesCapability property) and 
to a particular configuration for that smart object (hasConfiguration). 

 

 

Fig. 3 ECA-based interaction conceptual model. 

As stated before, this work follows a mobile centralized architecture for im-
plementing an ECA model based smart space management system (see Section 
3.2), so these semantic models are fully managed inside the user’s mobile device 
(OWL-Lite has been used for ontology representation). Semantic models (and rule 
bases) management is performed using androJena as programmatic environment. 
The generic OWL-based rule engine offered by androJena has been also used to 
apply the rules bases to the semantic models defined. 

4.1   Detecting Semantic Incompatibilities 

Each ECA rule involves several options regarding the configuration of the avail-
able smart objects and each user may configure several ECA rules in his mobile 
device to personalize a particular smart space. This heterogeneity of resources 
available in the smart spaces (i.e., different smart objects with different capabili-
ties) may lead to the configuration of inconsistent rules. 

Semantic models described above may be exploited in order to automatically 
detect several kinds of inconsistencies. Although some of them may be directly 
detected from the formal definition of smart spaces and objects (e.g., when trying 
to configure certain value out of its valid range), a specific semantic has to be 
added to extend this for ‘intra’ and ‘inter’ ECA rules inconsistency detection (i.e., 
two configurations valid if isolated, may lead to an inconsistency if used inside the 
same ECA rule). 
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In the ECA rules configuration process, the information about the smart spaces 
modelled in this semantic way is used for: 

 

• ECA rules options filtering: adapts the set of available options to be configured 
in the user’s mobile device when creating ECA rules, just showing those smart 
objects whose controller module has been previously installed in the user’s mo-
bile device and adapting the configuration options of each smart object accord-
ing to its features. 

Additionally, four types of incompatibilities can be automatically detected using 
these models: 

• Exclusive resource incompatibility: identifies those resources that cannot be 
employed at the same time in a ECA statement (e.g., a user cannot be located in 
disjoint places at the same time or s/he cannot both receive and make a call). 
The isResourceIncompatibleWith symmetric property in  ontology is used 
to identify these kinds of incompatibilities. 

• Smart object interaction incompatibility:  ontology is used to identify inter-
resource incompatibilities, as smart objects interact among them given certain 
restrictions. For instance, it would not be possible to set an event (or condition) 
like “intelligentTray detects tvSet” if the tvSet is defined as a fixed object and 
the intelligentTray is only able to detect mobile objects.  ontology adds 
the necessary semantic to extend this incompatibility detection at ECA rule 
level (e.g., “ON userLocation=roomA IF userUses=carX DO <action>” is an 
incompatible ECA statement in case carX cannot be inside roomA (this would 
be stated in ), although “userLocation=roomA” or “userUses=carX” are in-
dependently valid constructions). 

• Configuration incompatibility: checks that each resource is configured accord-
ing its valid set of values (e.g., “ON <event> IF objectXtemperature<55º DO 
<action>“ would be a range-incompatible ECA statement if objectX tempera-
ture only range from -10º to +35º).  ontology adds the necessary semantic 
to extend this incompatibility detection at ECA rule level (e.g., “ON <event> 
IF temperature<20º AND temperature>30º DO <action>“ would be also a 
range-incompatible ECA statement). 

• Functional incoherence: prevents inconsistent actions to be configured (e.g., 
the same set of events and conditions cannot trigger opposite actions: “ON 
event1 IF condition1 DO turnRadioON” rule is functionally incompatible with 
“ON event1 IF condition1 DO turnRadioOFF”). This reasoning employs the 
semantic encoded in  ontology (and its associated rule base), e.g., in the 
isFunctionalyIncompatibleWith property. 

Finally, it has to be noted that, as  ontology is linked with the available capa-
bilities of the smart objects which a user’s mobile device is able to configure (i.e., 
with ), this information can be used in order to load in memory a filtered ver-
sion of the complete knowledge base, just containing the specifications of those 
smart objects participating in any of the active ECA rules. 
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4.2   Semantic Rule-Based Reasoning Support for ECA Rules 
Execution 

The set of ECA rules configured by a user defines those events a mobile device 
should be aware of. Some smart objects (those more intelligent) may filter by 
themselves these events, only sending to the user’s mobile device those events in-
volved in any of the configured rules. On the contrary, in other cases, the user’s 
mobile device has to be intelligent enough to detect those events itself. So, in the 
worst case, user’s mobile devices should be intelligent enough to (i) detect only 
those significant events involved in any of the configured ECA rules and, after-
wards, (ii) evaluate the set of conditions associated to a particular ECA rule, in or-
der to decide whether to launch an action or not. 

The semantic models presented in the previous Section may be also used to en-
hance these reasoning operations. Besides, having a general purpose rule engine 
eases the configuration of complex rules that would only need to be semantically 
defined but not programmatically implemented as in previous non-semantic ver-
sions of this ECA model based smart space managing system. 

4.2.1   Context-Based Dynamic Activation of ECA Rules 

Each ECA rule configured in the user’s mobile device involves several resources 
(i.e., smart objects –including the mobile device–). Context related to these re-
sources and the particular context of the user’s mobile device may cause some 
rules to become obsolete (not applicable), or vice versa. It is possible to use the in-
formation about the smart objects encoded in the previously presented models in 
order to support the dynamic activation/deactivation of ECA rules depending on: 

 

• Smart objects status: an ECA rule involving a particular smart object should be 
deactivated if the smart object is switched off, if it loses its communication ca-
pabilities, etc. (and vice versa). 

• User’s mobile device communications status: every ECA rule requiring the 
mobile device to access a remote object should be deactivated if the mobile de-
vice loses communication coverage (and vice versa). 

This can be achieved because smart objects (and user’s mobile device) status is 
stored in the  ontology and also because the  ontology offers a mapping 
between each ECA rule and the smart objects involved in the rule. 

Future extensions of this work have to consider multiuser scenarios, where this 
automatic rules activation/deactivation process should be applied when detecting 
contradictory rules configured by different users. 

4.2.2   ECA Rules Conditions Execution Order Prioritization 

ECA rules may involve evaluating ‘online’ conditions, i.e., those requiring to ac-
cess an external resource. On the contrary, ‘offline’ conditions only need to access 
to parameters stored inside the user’s mobile device. So it is quite common to con-
figure ECA rules with both ‘online’ and ‘offline’ conditions. 
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Within this scenario, having information about the kind of conditions to be 
evaluated may be quite useful for saving mobile device resources: if the ‘offline’ 
conditions are first evaluated, once a necessary and sufficient condition is de-
tected, no more conditions would need to be evaluated. This is shown in next sim-
ple example: “ON (<offlineEvent1> OR <onlineEvent1>) IF (<offlineCondi-
tionA> AND <onlineConditionA>) DO <action>”. Having this optimization in 
mind, <onlineEvent1> and <onlineConditionA> would not need to be evaluated if 
<offlineEvent1> is true and <offlineConditionA> false, saving time and resources 
(e.g., processor time, battery, networking cost, etc.). 

5   Conclusion and Future Works  

The work presented in this paper introduces the first steps to extend a mobile-
based smart space interaction paradigm with semantic capabilities. This extension 
implies the integration of several ontology models and a semantic and rule-based 
inference engine inside mobile personal devices (e.g., a smartphone). 

After introducing the ECA model concept and the (non-semantic) architecture 
of an already developed prototype [1], the employed ontology models have been 
detailed, highlighting how they can be exploited in order to (i) automatically de-
tect incompatible ECA rules configurations and to (ii) support complex rules  
configuration and execution.  

Our current work includes a real implementation of this approach for Android-
based smartphones. After validating this first version, the semantic models used 
should be further developed, defining particular restrictions and reusing existing 
ontology models. The final objective is to compare performance and usability, in 
order to come to conclusions that may support the choice of using compact  
reasoners in mobile applications with situational checking needs. 
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Using GPU for Multi-agent Multi-scale
Simulations

G. Laville, K. Mazouzi, C. Lang, N. Marilleau, and L. Philippe

Abstract. Multi-Agent System (MAS) is an interesting way to create models and
simulators and is widely used to model complex systems. As the complex system
community tends to build up larger models to fully represent real systems, the need
for computing power raise significantly. Thus MAS often lead to long computing
intensive simulations. Parallelizing such a simulation is complex and it execution
requires the access to large computing resources. In this paper, we present the adap-
tation of a MAS system, Sworm, to a Graphical Processing Unit. We show that such
an adaptation can improve the performance of the simulator and advocate for a more
wider use of the GPU in Agent Based Models in particular for simple agents.

1 Introduction

Scientists pay more and more attention to models. They aim at simulating real com-
plex systems to understand them, for example to prevent phenomena such as dis-
asters. Models thus (such as Agent Based Models -ABM-) become more and more
descriptive: where scientists used to built up conceptual models (KISS model), they
now create well described models (KIDS Model) [1]. Tomorrow the complex system
community may tend to "world model", a fully descriptive and generic model that
scientists can customize according to scientific questions [2]. Making these model-
ing evolutions possible requires a raise of computing power as the model executions
must return a result in a reasonable delay.

If a simulation can be parallelized then increasing the computing power becomes
a question of cost: we need to buy more cores to increase the size of the simulation.
While standard processors (CPU) are still expensive, modern Graphical Processing
Units (GPU) provide good execution performance for a lower cost. These GPUs
also give the possibility to execute non-graphic programs using languages such as
OpenCL or CUDA.

Typical simulators are however based on a sequential design and only use one
core of the main processor. So taking advantage of the computer architecture implies
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to develop distributed simulators. In this context, Multi-Agent System (MAS) is an
interesting way to create this kind of models and simulators. ABM are indeed often
used to simulate natural or collective phenomenons whose actors are too numerous
or various to provide a unified algorithm describing the system evolution.

We propose in this paper to delegate part of the ABM execution to the graphical
unit of the computer, based on our experience in parallelizing and implementing
part of an ABM on a GPU. We then run it on both a standard CPU processor and
on a GPU. We get very good performance results and advocate for a more wider
use of the GPU in ABM in particular for simple agents. In Section 2 of the paper
we present the work related to agent and parallelization. We give an overview of
the sworm simulator in Section 3 and we detail its GPU implementation in 4. We
present the experiments and results in Section 5 then we conclude on the possible
generalization of our work.

2 Related Works

To develop ABM, many frameworks are now available (e.g. Repast [3] or NetL-
ogo [4]). Only a few of them introduces distribution in agent simulation (Madkit [5]
or MASON [6]). In this context, parallel implementations are often based on threads
using shared memory or on the integration of cluster libraries such as MPI. Even as
multi-core or multi-socket setups become more and more readily available, these
solutions stay limited to a relatively small number of parallel tasks, if not using a
fully-fledged computing cluster.

Parallelizing a simulation is however complex as space and time constraints must
be enforced. Time constraints are linked to the simulation execution. It is usually
based on a synchronous execution of time steps by the agents and the environment.
Distributing the simulation or delegating part of this execution to others processors
as GPUs [7] must thus be carefully done to enforce the synchronism [8]. Space
constraints are linked to the environment distribution. Using an environment on a
set of computers leads to classical parallelism issues: data coherency if the envi-
ronment is shared amongst all the computers or data exchanges if the environment
is distributed. In the particular case of multi-scale simulations such as the Sworm
simulation [9] the environment may be used at different levels. This characteristic,
especially in a fractal model, could be the key of the distribution. For instance, each
branch of a fractal environment could be identified as an independent area and paral-
lelized. In addition Fractal is a famous approach to describe multi-scale environment
(such as soil) and its organization [10].

3 Sworm

Sworm model aims at simulating soil functioning especially the role of macro-fauna
on microbial activity and on carbon production. A first version presented in [9] fo-
cuses on soil bioturbations caused by earthworms. Soil zones, which have been
modified by these earthworms, are considered by biologist as hot spots of a micro-
bial activity (an important process that transforms organic matters into carbon and
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Algorithm 1. Sequential evolution algorithm
for all mm ∈ mmList do

breathNeed ← world.respirationRate∗mm.carbon
growthNeed ← world.growthRate∗mm.carbon
if totalAccessibleCarbon(mm) > breathNeed then

mm.active← true
consumCarbon(mm,breathNeed)
world.CO2← world.CO2+breathNeed
if totalAccessibleCarbon(mm) > 0 then

growthConsum ← max(totalAccessibleCarbon(mm),growthNeed)
consumCarbon(mm,growthConsum)
mm.carbon← mm.carbon+growthConsum

end if
else

mm.active← f alse
end if

end for

so gives the fertility to the soil). The MIOR -MIcro-ORganisms- model tackles re-
producing the microbial activity of these hot spots. MIOR focuses on a nearby 0.002
mm sized cube of soil while Sworm models 20 cm sized volume of soil.

Since these different models do not act at the same level of detail, this simulation
is split into multiple, recursive levels corresponding to different scales. It uses a frac-
tal pattern which allows lazy environment allocation: the different kinds of agents
do not work at the same scale, depending of their respective sizes. As an example,
worms tend to interact on a macroscopic scale (few millimeters), whereas micro-
bial colonies work at a microscopic scale (10−4 millimeters). Figure 1 illustrates
the fractal data representation of Sworm. White cells (in the left part of the cell)
represent soil cavities, black cells represent mineral matter and gray ones represent
composite cells that must be further decomposed..

Fig. 1 Sworm environment representation

A MIOR simulation is based on two types of agents. MMs -Meta-MIOR- repre-
sent colonies of carbon-consuming microbes naturally found in soil. OMs -Organic
Matters- are deposits that represent the base resources randomly distributed in the
modeled environment. Two main processes account for the model evolution, repre-
senting the MM metabolism: breathing (conversion of mineral carbon to CO2) and



200 G. Laville et al.

growth (fixation of carbon into microbial colonies). This second process only occurs
if the colony needs are covered by the environment, as described in Algorithm 1.

Even with the sparse fractal representation, simulating the microscopic-scale evo-
lution quickly becomes time-consuming on a traditional CPU unit, where much ex-
ecution resources are already required for the macroscopic simulation (nearly one
week per simulation on a personal computer).

4 GPU Implementation

CUDA and OpenCL are the main programming languages for GPU scientific pro-
gramming. They are based on a C-like syntax with additions to support GPU-
specific features. Various open-source bindings, such as JOCL [11] and JCUDA [12]
exploit GPUs with the Java language. Since our implementation must be integrated
in a Java-based implementation and must be portable JOCL is a natural choice.

Sworm requires two species of agents, cognitive ones (representing worms) and
reactive ones (MIOR microbial colonies). The two kinds are not as good candidates
for a GPU implementation. Reactive agents tend to rely on data parallelism with
few, if any, kind of branching in the code to be executed. On the opposite, cognitive
agents have a variety of possible behaviors at each iteration.

Our work therefore mainly focuses on the adaptation of the MIOR part of the
Sworm simulation to a GPU architecture. Since the environment modeling and evo-
lution if often a costly aspect in many ABM, theses changes can provide a tangible
benefit on the simulator executions. By using simultaneously the GPU for the envi-
ronment execution and the CPU for the cognitive agents we also improve the quality
of modeling (replacement of the precomputed static carbon evolution graph by dy-
namically computed ABMs in our case).

4.1 OpenCL Representation

Java can only be used to control the model initialization and the OpenCL executions.
So a mapping of the Java Object-Oriented concepts to the C-like data structures
of OpenCL is required to access and manipulate them in the GPU code. Here are
some guidelines that can be used in this mapping process. The data aspect (type,
attributes) can be represented as OpenCL structures. Methods can be implemented
as device-local functions, and each phase of the simulation can have its own high-
level function calling them. Consecutive function calls with the same dimensions
and subjects may be gathered into the same kernel (set of threads) to minimize the
number of context switches between host and GPU.

By applying these mapping rules, four main data structures appears in the MIOR
simulator: one array of MM structures for microbial colonies, one array of OM
structures for organic deposits, one neighboring matrix used to store accessibility
between MM and OM and one single environment used to store global parameters
such as agent numbers and output data such as the quantity of CO2.

The design of the computing topology is of importance for the parallelism of
the execution. Due to their simple behavior the reactive agents usually have limited
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interactions and thus allow a high level of parallelism. In our case, the action radius
of each MM agent is determined by a fixed parameter of the environment, RA. All
organic matter deposits within this distance should be accessible for the metabolism.

Since there are no dependencies between each distance calculation, we can use
a two dimension kernel in OpenCL where each thread represents an (OM,MM)
couple. This approach can be generalized with n dimension kernels in OpenCL de-
pending on the modelized environment and on the GPU characteristics (usually one
to three dimensions).

4.2 Data Representation and Data Dependencies

The limited interactions between reactive agents also impact the data representation
as the density of interaction matrices may be low. In a typical MIOR simulation
each agent is linked to a small (less than 10) number of OM on a total of some
hundredth. The topology computation thus produces a low-density matrix. During
the following evolution process, going through these matrices may induce numerous
costly global memory accesses without actual use of the information. This issue can
be addressed by creating dense continuous representations of the matrices. So on the
topology stage we create two dense continuous representations of the neighboring
matrix. The additional memory cost of these two data structures (one for the OM,
one for the MM) can thereafter be balanced thanks to the model living steps.

Data dependency is a much difficult issue as it usually depends on the ABM
characteristics. Some guidelines may be given but good results can only be obtained
thanks to experience. Most of the time, as in our case, an algorithm adaptation will
be needed. We present two cases of algorithm adaptation in this section.

In the MIOR simulation the data dependencies comes from the need to ensure fair
access to carbon deposits for each microbial colony and thus to synchronize these
accesses across the simulation. Since the colonies are randomly placed at the model
initialization, no obvious geographic static locality can be extracted to split the car-
bon deposits in local memories for the sets of microbial colonies (MM). Therefore
much data has to remain into the global slow GPU memory. A first implementa-
tion based on mutual execution and global memory synchronization thus resulted in
GPU performances two order of scale slower than a sequential Java simulation. This
clearly indicated the need for an algorithm adaptation. Our solution is to reduce the
number of synchronization required for the execution of a given step of simulation.
For that we split the living cycle process into three steps:

1. Scattering: carbon deposit resource is evenly scattered in parts across all micro-
bial colonies accessing to it,
2. Living: each microbial colony consumes carbon for its breathing/growing process
and produces CO2,
3. Gathering: each carbon deposit content is recomputed from the remaining carbon
in each part.

There are also synchronization issues in the breathing and growth part of the initial
algorithm. Since multiple MM can share a OM carbon deposit, two synchronization
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issues must be addressed to avoid introducing a bias in the simulation. First, a syn-
chronization on the resources is needed as multiple MM agents should not modify
the OM’s properties at the same time. Second, the fair access to resources from the
MM must be enforced and no OM should be over-exploited.

4.3 Data Transfer between Host and GPU

Since the reference algorithm is sequentially implemented, a synchronization of the
simulation steps must be implemented to prevent some agents to evolve faster than
their peers. A first naive implementation may attempt to copy all modified data from
and to Java objects between each simulation step. Data copy between the CPU sys-
tem and the GPU-dedicated memory however uses a connexion limited to a fraction
of the main memory bandwidth and with a much higher latency. So an obvious
course of action to improve this is to allow the simulation to run several steps at
once, or up to the termination avoiding these costly transfers. The only exception
must be for values needed to detect simulation termination or convergence. The bet-
ter improvements are achieved in the case where only the final state of the system is
needed.

4.4 Proposed Implementations

We propose three consecutive GPU implementations of the MIOR living process
with an increased adaptation level. The first implementation, further referenced as
GPU v1.0, is based on a straightforward adaptation of the CPU algorithm where
the relations between agents are stored as a simple two-dimensions sparse matrix
located in global memory. Each simulation step iterates over the whole matrix (in-
cluding empty cells). The second GPU implementation, called GPU v2.0, replaces
this matrix by a compressed one using the same representation format as described
in [13]: neighbors are stored in a contiguous way in the matrix along with a precom-
puted count of neighbor agents. This representation reduces the required number of
iterations and of memory accesses. To minimize global memory access overhead,
the third GPU implementation, referenced as GPU v3.0, uses the GPU private mem-
ory to store often-used data such as carbon parts and MM neighboring information.

5 Experiments

To assess the performance of our work we compare the sequential version with
our MIOR implementations on two platforms, representing what a researcher could
except as dedicated computing hardware or personal computer graphic card. The
first platform is a GPU node with two Intel Xeon X5550 CPU at 2.67GHz and a
Tesla C1060 GPU card running at 1.3GHz (240 cores organized in 30 streaming
multiprocessors). The second platform is a personal computer with an Intel Q9300
CPU at 2.5GHz and a mainstream GPU card: a GeForce 8800GT at 1.5GHz (112
cores organized in 14 streaming multiprocessors).



Using GPU for Multi-agent Multi-scale Simulations 203

Figures 2 and 3 give the average execution time of 50 simulations. The problem
size is given by the scaling factor. A scaling factor of 6 means that the number of
agents is multiplied by 6. At scale 1, the model contains 38 MM and 310 OM.

Fig. 2 CPU and GPU executions on a
Tesla C1060

Fig. 3 CPU and GPU executions on a
GeForce 8800GT

We can note that small sized problems result in similar execution times across
all the implementations. The GPU simulations do not have enough agents to benefit
from the algorithm’s parallelism. From scale 5 GPU versions v2.0 and v3.0 are
clearly faster than the CPU or the simple GPU implementations. At scale 10, a ratio
of 10 can be observed between the v3.0 GPU implementation and the CPU one.

Several important remarks must be reported. First, the optimized GPU versions
give much better performance than the non-optimized GPU one. So it really matter
to work on the algorithm parallelization. Second, even a mainstream desktop graphic
card provides the same order of performance gain that a much more costly solution,
the Tesla card. This is rather interesting as a much larger public could benefit from
GPU adaptations. Third, the same code is run on the GeForce card as on the Tesla
card without any modification. So the performance does not depend on the GPU
characteristics and the same benefit could be expected on other graphic cards.

6 Conclusion

In this paper we have described an adaptation of an existing ABM simulation using
GPU hardware. The first result of this work is that adapting the algorithm to a GPU
architecture is possible for ABMs. This adaptation may provide a significant perfor-
mance improvement without so much effort, or at least not much than for a standard
multi-threaded parallelization. We have shown that this approach especially suits
the case of multi-scale ABMs. We also have generalized this work to show the main
issues to be addressed when parallelizing an ABM and how to take benefit from the
GPU architecture. Last, we show that using a mainstream card, as the GPU card of
a standard computer, can even lead to a significant performance improvement and
avoid the use of a costly parallel cluster.
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We are currently working on defining more general guidelines for adapting SMA
simulations to the GPU architecture. The aim is to use both CPU and GPU at the
same time to support multi-scale ABMs. With cognitive agents being run on the
CPU and reactive agents or environment being run on the GPU, we could run larger
simulations thanks to the performance improvement provided by this specific ar-
chitecture. In this perspective, we are working on the design of a generic library to
support reactive agent simulation on graphic cards.
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MultiAgent Systems for Production Planning 
and Control in Supply Chains 

Faten Ben Hmida, Anne Seguy, and Rémy Dupas* 

Abstract. This paper presents a generic and extensible multiagent model for pro-
duction planning and control in supply chains. The purpose of this work is to 
simulate different control architectures for a given supply chain in order to allow 
practitioners choose the control strategy that realizes the best benefits and the 
greater reactivity. The production planning is carried out using the material re-
quirements planning method. Three types of control architectures are simulated on 
the basis of a test case application: centralized, distributed and mixed architecture. 

Keywords: multiagent systems, simulation, supply chain, control, production 
planning. 

1   Introduction 

Companies are currently operating in an increasingly dynamic, complex, and un-
certain environment with large fluctuations and high competitiveness. In such de-
manding environment, enterprises try to come together and cooperate with number 
of partners in order to seek a balance between profitability and customer satisfac-
tion. These inter-enterprises collaborations define complex organizational rela-
tionships which supply chains are part of. Managing and controlling production 
activities of the entire supply chain are major factors of enterprises success. In this 
context, the organization of the supply chain decision-making system plays a very 
important role, however, its impact on the whole supply chain is unpredictable be-
fore its execution [1]. Therefore, there is a real need for efficient simulation tools 
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to analyze different supply chain control design alternatives. Agent technology is 
very well adapted to this issue and provides a natural way to design and imple-
ment efficient distributed manufacturing systems. Many surveys in the literature 
review and discuss the usage of multiagent systems in supply chains [2, 3] and 
consider it as very promising for next generation manufacturing [4]. The particu-
larity of this work is not to propose an agent-based system that takes part of the 
decision-making process and which is integrated in the supply chain but rather a 
means to simulate it in order to predict and analyze the actual behaviour of the 
supply chain using a particular control approach. This paper is organized as fol-
lows: section 2 presents some fundamental notions related to production planning, 
control, and decision-making activities within supply chains. It also discusses the 
different control architectures to be implemented. In section 3, the proposed mul-
tiagent model for production planning and control in supply chains is detailed. 
Section 4 presents a test case supply chains network and the developed multiagent 
systems corresponding to each of the control architectures previously discussed. A 
conclusion and a look at future work are presented in section 5. 

2   Production Planning and Control in Supply Chains 

Supply chain can be defined as a network of production entities that performs the 
functions of raw materials procurement, transformation of these materials into in-
termediate or finished products, and distribution of these products to customers [5, 
6]. It also includes the activities of managing supply and demand, inventory track-
ing, manufacturing order entry, distribution and delivery to the customers [7]. 
Supply Chain Management (SCM) is the management of both material and physi-
cal flows between the several facilities of the supply chain [8]. Production plan-
ning is one of the most important activities in SCM, as it addresses decisions 
about the acquisition, utilization and allocation of production resources to satisfy 
customer demands in the most efficient way over a specified time horizon [9]. 

To control production activity, the Material Requirement Planning (MRP) is 
one of the most widely practiced techniques. It consists in planning products 
manufacturing and determining the needs for components based on customers’ or-
ders. The needs consist in components quantities which are determined using no-
menclatures and stock levels of raw material or semi-finished products [10]. 

In this work we focus on production planning and control of the information 
and material flows in supply chains. The development of procurement, production 
and delivery plans requires the implementation of a decision-making system defin-
ing the organization of the decision units through which the supply chain is con-
trolled. The decisional pattern of the production planning and control activity can 
be organized according to different architectures which are mainly -but not only- 
centralized and distributed architectures. 

In the distributed control there is a single decision making level [5]. In  
such control architecture, each enterprise of the supply chains network is totally  
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independent and manages locally its own resources. In each enterprise, control is 
done through a decision making center which is responsible for production plan-
ning and resources management. 

To overcome the lack of global visibility of information induced by the distrib-
uted control in supply chains, an alternative is to make information accessible to 
all the actors of the supply chains network and to centralize its processing. In fact, 
in centralized control architecture, there is a supplementary higher decision mak-
ing level with a single decision center which is responsible for production plan-
ning and resources management of the overall supply chains network [5]. Thus, 
the different decision centers of the lower level are reduced to simple entities  
relaying information to the central decision making entity. 

To find a balance between local autonomy induced by distributed control and 
global optimisation induced by centralized control, a third control strategy is pro-
posed in [11]. Such mixed control architecture is based on many decision making 
centers of a higher level instead of a single one. In fact, to each supply chain of the 
network is associated a decision center which centralizes information and process-
ing within that supply chain. In this case, the information exchange between deci-
sion centers of the higher und the lower levels are similar. 

The purpose of this work is to present a generic agent-based solution for pro-
duction planning and control in supply chains. This solution should allow simulat-
ing the different presented control architectures. In the following section, we start 
by introducing our multiagent model. 

3   A Multiagent Model for Production Planning and Control 

To define the model’s specifications, the VOWELS multiagent design approach 
was used [13]. In this approach called also AEIO, each vowel refers to a funda-
mental aspect of the multiagent system: A for Agent, E for Environment, I for  
interaction and O for organisation. 

3.1   Agents 

Most definitions agree that an agent is an autonomous entity which acts in some 
environment and interacts with other agents. In a multiagent system, each agent 
has a specific role and aims to realise a local [13, 14, 15]. 

In this section, we specify the different active entities of our multiagent model 
that collaborate to ensure the production process; these entities are represented by 
the following agents: 

• Distributer: this agent is responsible for the reception and the management of 
the customers’ orders, whether there are final customers or customer enter-
prises. It is also responsible for managing the products’ stocks and deliveries. 
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• Producer: This agent manages the material flow and ensures the effective pro-
duction process; it transforms the received material into products according to 
composition rules defined by the nomenclature. 

• Provider: This agent is responsible for contacting suppliers and making orders 
whenever some components are required. 

• Decider: This agent synchronises the other enterprise’s agents actions. It also 
realises the production and the material requirement planning. The distribution 
of the decider agents over the supply chain defines the control architecture. In 
the case of a distributed control architecture, each decider agent is responsible 
for the decision making process in its enterprise; whether in a centralized or 
mixed control architecture, the enterprise’s decider agents rely on a common 
decider of a higher level. 

• Customer: This agent represents a final customer which is wishing to buy 
some finished product. 

• Supplier: This agent represents a supplier putting on sale some raw material. 

3.2   Environment 

The environment is the common space shared by the several agents [13, 14]. In 
this work, the environment is considered as the set of passive entities manipulated 
by the agents. Thus, two types of passive entities are identified: 

 
• Objects which are products manufactured by the several enterprises and com-

ponents needed for these products manufacturing. 
• Data which describes the objects states. For each enterprise, products or com-

ponents are described by the following information: manufacturing or procure-
ment time, demands, estimated stock, expected receipt stock, production start 
quantities, production end quantities. All these information are needed for the 
production planning which is done through the MRP method [10]. 

3.3   Interactions 

Interaction is a central aspect in multiagent systems; it ensures a coherent overall 
behaviour despite decentralization [14, 15]. In this work, the several system agents 
interact directly through messages exchange. We start first by presenting the used 
generic message format. Each message contains the following fields: 

 
• The sender’s and the receiver’s identifiers or addresses; 
• A speech act which expresses the intent of the sender and helps the receiver in-

terpret correctly the message. It can be information, request, response or order; 
• An object which allows the receiver classifying and processing the message 

properly. It can be about procurement, orders, deliveries, manufacturing, etc. 
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• A content which should be properly formatted to ease the whole message proc-
essing. This field contains the order identifier to allow orders traceability, the 
name of the concerned product and the list of the product’s quantities with the 
corresponding dates (planning horizon periods). 
 

Figure 1 shows the interaction pattern of the proposed multiagent model. 

 

 

Fig. 1 Interaction Pattern 

1) Procurement request 
2) Order receipt information 
3) Purchase order 
4) Procurement request 
5) Delivery response 

 

6) Order receipt information 
7) Manufacturing order 
8) End of manufacturing information 
9) Delivery order 

10) Delivery response 
 

3.4   Organisations 

Organisations provide a means to specify and design the multiagent system’s 
structure, as it allows defining the agents’ roles and the relationships between 
these roles [16]. Our multiagent model defines three organisational levels: 
 

• Supply chain network level which allows representing an organisation of in-
terrelated supply chains. 

• Supply chain level where a detailed representation of the supply chain organi-
sation is defined. A supply chain is a set of interconnected customers, suppliers 
and enterprises involved in the provision, manufacturing and distribution of a 
specific product or category of products. 

• Enterprise level which allows representing a detailed view of the enterprise 
organisation. An enterprise is defined by a set of services, namely procurement, 
manufacturing, distribution and decision making services. 
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The distribution of the decision making centers over these three organisational 
levels depends on the used control strategy. In fact, in the case of distributed con-
trol architecture, decision centers are defined at the enterprise level (a decider per 
enterprise). Whether in the case of mixed control architecture, decision centers are 
defined at the supply chain level (a decider per supply chain). And finally, in the 
case of centralized control architecture decision centers are defined at the supply 
chains network level (one decider for the overall network). 

4   Application on a Test Case Supply Chains Network 

This paper considers a test case elaborated in [11, 12]. As shown in figure 2, it is a 
multi-products supply chain network in the domain of furniture manufacturing. 
Two families of products are manufactured: tables and shelves. In a first step, 
wood trunks, delivered by the wood suppliers, are transformed by the sawmills 
into wood furniture components (trays, legs and boards). In a second step, shelves 
and tables are assembled by the assembly factory. Shelves are delivered to final 
customers, and tables are passed to the painting factory to be painted in a third and 
final step before being delivered to final customers. In this work, the three control 
architectures presented in section 2 are applied to this test case and simulated. For 
this purpose, our multiagent model was carried out on the JADE1 platform. 

 

 

Fig. 2 Test case supply chain network 

In the case of distributed control, each one of the decision centers S1.dec, 
S2.dec, S3.dec, ASS.dec and PNT.dec carries out locally the production planning 
and resources management of the enterprise to which it belongs. Whereas in the 
case of centralized control, there is a higher level decision center DEC which car-
ries out by its own all the production plans for the entire supply chain network. 
Figure 3 shows the implemented multiagent systems in the cases of distributed and 
centralized controls. 

                                                           
1 http://jade.tilab.com/ 
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Fig. 3 Distributed / Centralized agent-based control architecture for the test case supply chains 

Figure 4 shows the implemented multiagent systems in the cases of mixed con-
trol. In the case of mixed control, there is a higher level decision center for each 
supply chain: DEC1 and DEC2. 

 

 
Fig. 4 Mixed agent-based control architecture for the test case supply chains 

5   Conclusion 

In this paper we defined and tested a generic and extensible agent-based model for 
production planning and control in supply chains. The multiagent model was designed 
using the Vowels modelling approach and allowed to simulate several control architec-
tures for a test case supply chain network: distributed, centralized and mixed control. 

As an extension to this work in progress, we are focusing on the evaluation of 
these three architectures, several performance measures will be used to determine the 
architectures that fits the best to the production planning and the decision-making 
process in supply chains. For this purpose we rely on the evaluation method presented 
in [17, 18, 19]. 
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Multi-agent Bidding Mechanism with Contract
Log Learning Functionality

Kazuhiro Abe, Masanori Akiyoshi, and Norihisa Komoda

Abstract. This paper addresses the agent-based bidding mechanism under trading
actions from supplier sites to demand sites. Bidding includes unit price, amount,
and storage cost. This trading environment assumes to be completely competitive,
which means an agent cannot detect the competitive agent information. To increase
the success rate of bidding, the agent must learn its bidding strategy from the past
trading log. Our agent estimates the appropriate bidding price from the past “success
bids” and “failure bids” by using statistical analysis. Experimental results shows an
agent with such learning functionality increases its rate of “success bids” by 45.6%,
compared to the agent without such functionality.

1 Introduction

Recently, networking technology has enabled us to gather and distribute information
and communicate under various situations. By using such technology, applications
such as electronic commerce have been developed. In electronic commerce domain,
one practical example is when distributed organizations, categorized into either a
supply or demand site of trading resource such as product materials, form a tempo-
rary negotiation group on the network. Each organization has its own strategy for
maximizing profit and possesses its own initial supply and demand data. In case
of this type of trading, the problem usually has the following issues to be solved;
negotiation process is asynchronous, and the negotiation involves plans of supply
chains.
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Under such asynchronous and self-interested negotiation, the negotiation process
involves complicated procedures such as proposal, selection, reply, and cancella-
tion. Also in some situations, self-interested negotiation parties may collaborate to
increase their profit, that is, coalition structure emerges. Given the situation men-
tioned so far, agent-based negotiation protocols are proposed, which aims to man-
age complicated tasks in the negotiation process. There are several works related to
negotiation formalization, automatic negotiation mechanisms, and so forth [1][2][3]
[4][5][6][7].

The aforementioned negotiation protocols are intended to formalize the nego-
tiation structure/management for establishing the agent-based trading. Under such
negotiation protocols, each agent should decide its own behavior to maximize its
own profit. In this paper, we design an agent-based bidding mechanism from supply
sites to demand sites. Bidding includes unit price, amount, and storage cost, which
are usually used in supply chains trading environment. To increase the success rate
of bidding, the agent must learn its bidding strategy from the past trading log. The
proposed agent estimates the most appropriate trading unit price from the past “suc-
cess bids” and “failure bids” by using statistical analysis.

The rest of this paper is organized as follows. First we discuss our domain prob-
lem of bilateral trading of resource transfer. Second we introduce our negotiation
process. We then introduce our bidding mechanism with estimated unit price for
“success bids”. Finally we shows our experimental results.

2 Asynchronous Negotiation in Supply Chains

2.1 Problem Description

When resources such as product materials are transferred from supply to demand
sites, we usually consider a certain interval for transfer plans and usage of storage.
For instance, a supply site may have a series of supply data from March to July.
Usage of storage makes it possible to plan resource transfer even if a time differ-
ence exists for practical supply and demand. Figure 1 shows an example of resource
transfer transaction that involves such an aspect of our target domain. In addition to
the transfer transaction, both supply sites and demand sites pursue their own profit
under independently making initial plan data such as supply capacity, demand and
storage capacity, which causes asynchronous negotiation. The following is distinc-
tive features the target domain includes.

• Asynchronous negotiation

– Negotiation reaches mutual agreement under trading constraints.
– Proposed transaction plans by an organization newly joined negotiation may

cause more optimal cases than agreed before.
– Previous agreement may be canceled.
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Fig. 1 An Example of Resource Transfer Transaction

• Multi-purpose optimization during the negotiation

– Maximization is done on “sales ratio” in a supply site and “procurement ratio”
in a demand site. The “sales ratio” is a ratio of quantity of agreed plans against
initial supply capacity, and the “procurement ratio” is a ratio of quantity of
agreed plans against initial demand.

– Minimization is done on “transaction cost” including transportation cost and
storage cost in both sites.

2.2 Negotiation Process

Concerning the above-mentioned features, we design the following negotiation
process[8].

As for cancellation in asynchronous negotiation, mutually agreed transaction
plans after negotiation are labeled as “pseudo-contracted”, which means there is
possibility of cancellation along with multi-stage negotiation. If a cancellation mes-
sage on a certain transaction plan is notified from a contracted partner site, the plan
is canceled immediately with some penalty payment.

As for local optimization of transaction plans, optimization technique is adopted
to each site, that is, a network flow model is used for generating local optimum trans-
action plans, and multi-purpose optimization technique is applied when selecting
transaction plans. Figure 2 shows our negotiation process with “pseudo-contracted”.
As shown in Figure 2, each supply site executes repetitive negotiation process of its
own pace, and each demand site does so.
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•A supply site proposes transaction plans to demand sides

•A demand site notifies “accept/reject” to supply sides
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Fig. 2 An Overview of Asynchronous Negotiation

Step 1: A supply site gathers up-to-date demand site data and storage capacity
data of other supply sites that are disclosed.

Step 2: A supply site makes transaction plans and proposes them to demand sites.
Step 3: Each demand site selects an optimum combination of transaction plans

based on its criteria. This selection causes that some of proposed transaction
plans are accepted and some are rejected.

Step 4: A supply site receiving notification of accept by demand sites sets pseudo-
contracted plans and updates its own data.

2.2.1 Transfer Patterns

Supply sites basically use their own storage capacity under this self-interested en-
vironment. However, at some stage in the iterative negotiation, storage capacity is
not fully used. Imagine supply “site-A” still has some not-contracted resource when
its storage capacity is fully used. In that case, the “site-A” announces coalition for-
mation on resource transfer, that is, it uses other competitive supply sites’ storage
not-in-use for making transaction plans to demand sites. Of course, the “site-A”
pays storage cost to the coalition sites. As this case shows, it is necessary to con-
sider transfer patterns to make transaction plans.

Transaction plans using a coalition site’s storage do not involve the contracted
plans of the coalition site.



Multi-agent Bidding Mechanism with Contract Log Learning Functionality 217

Then generation of transaction plans is executed by using four types of input data
such as (i) demand, storage capacity and storage cost in demand sites, (ii) storage
capacity and storage cost in competitive supply sites, (iii) supply capacity, storage
capacity and storage cost in a planning supply site, and (iv) transportation cost under
maximization of “sales ratio” and minimization of “transaction cost”.

2.2.2 Cancellation

Suppose a negotiation group consists of n supply sites and m demand sites. One of
supply sites gathers demand data disclosed by a certain demand site, makes trans-
action plans, and finally makes contracts as pseudo-contracted plans. At this point,
one other demand site starts to disclose its demand data. Then the supply site gathers
demand data again and may consider that making contracts with a newly joined de-
mand site is more profitable than a previously contracted one from transaction cost
points of views. In this case, the supply site likely compares cancellation profit loss
including penalty with newly expected profit. If newly expected profit is more than
cancellation profit loss, the supply site likely proceeds to cancel previous contracts
and propose new transaction plans to a newly joined demand site. The opposite sim-
ilar situation is easily guessed that a demand site cancels pseudo-contracted plans
and accepts proposed transaction plans from a newly joined supply site. These can-
cel operations are triggered by supply and demand sites.

Under completely competitive trading environment, an agent cannot detect the
competitive agent information, which may cause self-interested bidding as a supply
side resorts to end in failure at initial bid or further multistage negotiation period.
To avoid such unsuccessful bids as much as possible, improved bidding mechanism
is necessary. Hereafter we discuss this problem towards more successful bidding
mechanism of agent-based trading.

3 Bidding Mechanism with Contract Log

Past trading log is significant information to decide the appropriate bidding at-
tributes. For instance, even if a certain optimum transaction plan under the afore-
mentioned resource transfer problem means no storage usage of the supply site, it
is better to modify the plan to use the supply site storage for a certain period, which
reduces a demand site storage cost. Initially calculated bids are modified by such es-
timation for achieving “success bids”. As indicated before, such modification is con-
sidered as to initial bids or multistage negotiation bids. Of course the latter case is
preferable, however, it is too complicated to estimate against multistage negotiation
bids. Therefore this paper focuses on estimation against initial bids for achieving
“success bids”.
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3.1 Factors Induced from a Demand Site

First of all, it is necessary to consider which factors may affect the initial bids from
the supply site. As explained before as to our negotiation process, the supply site
gathers information such as amount of demand, period of demand, storage capacity
of demand site, storage cost of demand site and so forth. Based on these attributes, a
certain proposal of transaction plans are calculated by using optimization algorithm
from the supply site viewpoints. The demand site evaluates such proposed plans
from many supply sites from several factors, and decides its own selected transaction
plans. We assume such factors as follows.

• unit price of resource
• amount per the resource transfer plan
• period of storage usage at a demand site
• occupied rate of a demand site storage as to the proposed resource transfer plan

When using these factors for evaluation of the proposed resource transfer plan, sig-
nificant factors differ in demand sites. Therefore it is inevitable to infer which factors
are regarded as important ones. Figure 3 shows our idea to induce such significant
factors from past trading log which includes “success bids” and “failure bids” as to
a certain demand site.

Step 1: Average values of “success bids” and “failure bids” as to each factor are
calculated.

Step 2: Confidence intervals are calculated as to each average value.
Step 3: Overlapped area-square measure-size of plotted graph on “successful

bids” and “failure bids” as to each factor is calculated. Then the ratio of such
overlapped area-square measure-size against the whole is calculated.

Step 4: Such induced ratios are sorted in ascending manner.

Trading log

･･･ success bids

･･･ failure bids

Value range of 

“success bids”

“Average value 

of success bids”

“Average value of 

failure bids”

Value range of 

“failure bids”

Calculation of 

“Confidence 

Interval”

price

Fig. 3 Specific Factors Identification

As Figure 3 shows, the factor with the lowest ratio is considered to be the most
significant factor which the demand site regards. Here we define additional attributes
“success unit price range” and “failure unit price range” derived from the “Step 2”
calculation as to prices.
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3.2 Modification of Bidding Price

In the section 3.1, we introduce the factors affecting the result of bidding as to each
demand site with the past trading log. Based on these factors, the modification is
executed on the initially calculated optimum transaction plan of the supply site. If
the bidding unit price is in the “failure unit price range”, it should be reduced until
the probable “success bids”. However, it should not simply done by reducing the
unit price as much as possible, because the unit price is not only a determinant
factor as indicated before.

Bids with n attribute values on factors construct n dimensional vector space. Each
bid is positioned in this vector space, normalized and weighted according to the in-
verse proportional ratio of each factor. Figure 4 shows our idea to decide which
modification is desirable, using 3 dimensional vector space as an example. As indi-
cated in Figure 4, the “cosine similarity” is used to judge the most desirable modifi-
cation when reducing the unit price. The lower bound as to the reduced unit price is
set to guarantee the profit according to each supply site. The modification is decided
by the most minimum difference value on cosine similarity with the modified vector
and “success bids” vectors.

unit price

Factor i

Factor j

Past success 

bid
Past success 

bid with 

weighted by 

factors

Calculated initial 
bid

unit price

Factor i

Factor j

Θｊ Θi
Modification 

of unit price

Calculated initial 
bid
Modified initial bid

Lower bound plane  

of unit price

Fig. 4 Bids Modification

4 Experiment

Our proposed bidding mechanism is evaluated by 9 competitive supply site agents
and 1 demand site agent. 100 past trading log with “success bids” and “failure bids”
is used. There exists 46 case bids which are target ones of the proposed modification
process. Table 1 shows the changes on rates of “success bids”, “failure bids” and
“sales account increase”.
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Table 1 Experimental result using modified bidding

Evaluated aspect Improved rate

“failure bids” to “success bids” 45.6%
still “failure bids” 26.1%
increase of sales account 161.5%

5 Conclusion

This paper addresses agent-based bidding mechanism under trading actions from
supplier sites to demand sites, which intends to increase the ratio of “success bids”
under completely competitive environment. Past trading log is used to induce the
significant factors as to “success bids” and desirable modification towards initial
planned bids. Our experimental results shows the proposed bidding mechanism
leads to increase the ratio of “success bids” as expected. Our further research is
to extend this approach towards multistage negotiation bids modification.
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Bio-inspired Self-adaptive Agents in Distributed
Systems

Ichiro Satoh

1 Introduction

Cellular differentiation is the mechanism by which cells in a multicellular organism
become specialized to perform specific functions in a variety of tissues and organs.
Different kinds of cell behaviors can be observed during embryogenesis: cells dou-
ble, change in shape, and attach at and migrate to various sites. We construct a
framework for building and operating distributed applications with the notion of
cellular differentiation and division in cellular slime molds, e.g., dictyostelium dis-
coideum and mycelium. It is almost impossible to exactly know the functions that
each of the components should provide, since distributed systems are dynamic and
may partially have malfunctioned, e.g., network partitioning. The framework en-
ables software components, called agents, to differentiate their functions according
to their roles in whole applications and resource availability, as just like cells. It
involves treating the undertaking/delegation of functions in agents from/to other
agents as their differentiation factors. When an agent delegates a function to another
agent, if the former has the function, its function becomes less-developed and the
latter’s function becomes well-developed.

2 Related Work

This section discusses several related studies on software adaptation in distributed
systems. One of the most typical self-organization approaches to distributed sys-
tems is swarm intelligence [1, 2]. Although there is no centralized control structure
dictating how individual agents should behave, interactions between simple agents
with static rules often lead to the emergence of intelligent global behavior. There
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have been many attempts to apply self-organization into distributed systems, e.g.,
a myconet model for peer-to-peer network [4], and a cost-sensitive graph structure
for coordinated replica placement [3]. Most existing approaches only focus on their
target problems or applications but are not general purpose, whereas distributed
systems have a general-purpose infrastructure. Our software adaptation approach
should be independent of applications. Furthermore, most existing self-organization
approaches explicitly or implicitly assume a large population of agents or boids.
However, since the size and structure of real distributed systems have been de-
signed and optimized to the needs of their applications, the systems have no room to
execute such large numbers of agents.

3 Basic Approach

This paper introduces the notion of (de)differentiation into a distributed system as a
mechanism for adapting software components, which may be running on different
computers connected through a network.

Differentiation:

When dictyostelium discoideum cells aggregate, they can be differentiated into two
types: prespore cells and prestalk cells. Each cell tries to become a prespore cell and
periodically secretes cAMP to other cells. If a cell can receive more than a specified
amount of cAMP from other cells, it can become a prespore cell. There are three
rules. 1) cAMP chemotaxically leads other cells to prestalk cells. 2) A cell that is
becoming a prespore cell can secrete a large amount of cAMP to other cells. 3)
When a cell receives more cAMP from other cells, it can secrete less cAMP to other
cells.

Each agent has one or more functions with weights, where each weight corre-
sponds to the amount of cAMP and indicates the superiority of its function. Each
agent initially intends to progress all its functions and periodically multicasts re-
straining messages to other agents federated with it. Restraining messages lead other
agents to degenerate their functions specified in the messages and to decrease the
superiority of the functions. As a result, agents complement other agents in the sense
that each agent can provide some functions to other agents and delegate other func-
tions to other agents that can provide the functions.

Dedifferentiation:

Agents may lose their functions due to differentiation as well as be busy or failed.
The approach also offers a mechanism to recover from such problems based on
dedifferentiation, which a mechanism for regressing specialized cells to simpler,
more embryonic, unspecialized forms. As in the dedifferentiation process, if there
are no other agents that are sending restraining messages to an agent, the agent can
perform its dedifferentiation process and strengthen their less-developed or inactive
functions again.
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4 Design and Implementation

Our approach is maintained through two parts: runtime systems and agents.
The former is a middleware system for running on computers and the latter
is a self-contained and autonomous software entity. It has three protocols for
(de)differentiation and delegation.

4.1 Agent

Each agent consists of one or more functions, called the behavior parts, and its state,
called the body part, with information for (de)differentiation, called the attribute
part.

• The body part maintains program variables shared by its behaviors parts like
instance variables in object orientation. When it receives a request message from
an external system or other agents, it dispatches the message to the behavior part
that can handle the message.

• The behavior part defines more than one application-specific behavior. It cor-
responds to a method in object orientation. As in behavior invocation, when a
message is received from the body part, the behavior is executed and returns the
result is returned via the body part.

• The attribute part maintains descriptive information with regard to the agent,
including its own identifier. The attributes contains a database for maintaining
the weights of its own behaviors and for recording information on the behaviors
that other agents can provide.

The agent has behaviors bk
1, . . . ,b

k
n and wk

i is the weight of behavior bk
i . Each agent

(k-th) assigns its own maximum to the total of the weights of all its behaviors. The
W k

i is the maximum of the weight of behavior bk
i . The maximum total of the weights

of its behaviors in the k-th agent must be less than W k. (W k ≥ ∑n
i=1 wk

i ), where
wk

j − 1 is 0 if wk
j is 0. The W k may depend on agents. In fact, W k corresponds to

the upper limit of the ability of each agent and may depend on the performance of
the underlying system, including the processor. Note that we never expect that the
latter will be complete, since agents periodically exchange their information with
neighboring agents. Furthermore, when agents receive no retraining messages from
others for longer than a certain duration, they remove information about them.

4.2 Function Invocation

When an agent wants to execute a behavior, it needs to select one of the available
behaviors (b j

i , . . . ,b
m
i ), even if it has the behavior, according to the values of their

weights. This involves three steps.

i) When an agent (k-th agent) wants to execute behavior bi, it looks up the weight
(wk

i ) of the same or a compatible behavior from its database and the weights
(wj

i , . . . ,w
m
i ) of such behaviors (b j

i , . . . ,b
m
i ) from the database.
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ii) If multiple agents, including itself, can provide the wanted behavior, the k-th
agent selects one of the agents according to selection function φ k, which maps
from wk

i and wj
i , . . . ,w

m
i to bl

i , where l is k or j, . . . ,m.
iii)The k-th agent delegates the selected agent to execute the behavior bl

i and waits
for the result from the l-th agent.

There is no universal selection function, φ , for mapping from the weights of behav-
iors to at most one appropriate behavior like that in a variety of creatures. Instead, the
approach permits agents to use their own evaluation functions, because the selection
of behaviors often depends on their applications. For example, one of the simplest
evaluation functions makes the agent that wants to execute a behavior select one
whose weight has the highest value and whose signature matches the wanted be-
havior if its database recognizes one or more agents that provide the same behavior,
including itself.

4.3 Differentiation

The approach introduces the undertaking/delegation of behaviors in agents from
other agents as a differentiation factor. Behaviors in an agent, which are delegated
from other agents more frequently, are well developed, whereas other behaviors,



Bio-inspired Self-adaptive Agents in Distributed Systems 225

which are delegated from other agents less frequently, in the cell are less developed.
Finally, the agent only provides the former behaviors and delegates the latter behav-
iors to other agents. Our differentiation mechanism consists of two phases. The first
involves the progression of behaviors in three steps.

i) When an agent (k-th agent) receives a request message from another agent, it
selects the behavior (bk

i ) specified in the message from its behavior part and dis-
patches the message to the selected behavior. It executes the bk

i behavior and
returns the result.

ii) The k-th agent increases weight wk
i of the bk

i behavior.
iii)The k-th agent multicasts a restraining message with the signature of the behav-

ior, its identifier (k), and the behavior’s weight (wk
i ) to other agents.

When behaviors are internally invoked by their agents, their weights are not in-
creased. If the total weights of the agent’s behaviors, ∑wk

i , is equal to their maximal
total weight W k, it decreases one of the minimal (and positive) weights (wk

j is re-

placed by wk
j − 1 where wk

j = min(wk
1, . . . ,w

k
n) and wk

j ≥ 0). Although restraining
messages correspond to the diffusion of cAMP in differentiation, they can explicitly
carry the weights of the agents that send them to reduce the number of restrain-
ing messages, because they can be substituted for more than one retaining message
without weights. The second phase supports the retrogression of behaviors in three
steps.

i) When an agent (k-th agent) receives a restraining message with regard to b j
i from

another agent ( j-th), it looks for the behaviors (bk
m, . . .b

k
l ) that can have the sig-

nature specified in the received message.
ii) If it has such behaviors, it decreases their weights (wk

m, . . .w
k
l ) in its database and

updates the weight (wj
i ) in its database.

iii)If the weights (wk
m, . . . ,w

k
l ) are under a specified value, e.g., 0, the behaviors

(bk
m, . . .b

k
l ) are inactivated.

4.4 Dedifferentiation

Distributed systems may be damaged or stop due to disasters and problems. We
need a mechanism for detecting and remedying failures in networking, computers,
agents, remote computers, and other agents. To do this, each agent ( j-th) period-
ically multicasts messages, called heartbeat messages, for behavior (b j

i ), which is
still activated with its identifier ( j). This involves two cases.

i) When an agent (k-th) receives a heartbeat message with regard to behavior (b j
i )

from another agent ( j-th), it retains the weight (wj
i ) of the behavior (b j

i ) in its
second database.

ii) When an agent (k-th) does not receive any heartbeat messages with regard to
behavior (b j

i ) from another agent ( j-th) for a specified time, it automatically de-
creases the weight (wj

i ) of the behavior (b j
i ) in its second database, and resets the
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weight (wk
i ) of the behavior (bk

i ) to the initial value or increases the weight (wk
i )

in its first database.

Note that behavior bk
i is provided by the k-th agent and behavior b j

i is provided by
the j-th agent. The weights of behaviors provided by other agents automatically
decrease without any heartbeat messages from the agents. Therefore, when an agent
terminates or fails, other agents decrease the weights of the behaviors provided by
the agent. If they have the same or compatible behaviors, they can then activate
the behaviors, which may be inactivated. After a request message is sent to another
agent, if the agent waits for the result to arrive for longer than a specified time, it
selects one of the agents that can handle the message from its database and requests
the selected agent. If there are no agents that can provide the behavior that can
handle the behavior quickly, it promotes other agents that have the behavior in less-
developed form (and itself if it has the behavior).

5 Evaluation

Although the current implementation was not constructed for performance, we eval-
uated that of several basic operations in a distributed system where eight computers
(Intel Core 2 Duo 1.83 GHz with MacOS X 10.6 and J2SE version 6) were con-
nected through a giga-ethernet. The cost of transmitting a heartbeat or restraining
message through UDP multicasting was 11 ms. The cost of transmitting a request
message between two computers was 22 ms through TCP. These costs were esti-
mated from the measurements of round-trip times between computers. We assumed
in the following experiments that each agent issued heartbeat messages to other
agents every 100 ms through UDP multicasting.

The first experiment was carried out to evaluate the basic ability of agents to
differentiate themselves through interactions in a reliable network. Each agent had
three behaviors, called A, B, and C. The A behavior periodically issued messages to
invoke its B and C behaviors or those of other agents every 200 ms and the B and C
behaviors were null behaviors. Each agent that wanted to execute a behavior, i.e., B
or C, selected a behavior whose weight had the highest value if its database recog-
nized one or more agents that provided the same or compatible behavior, including
itself. When it invokes behavior B or C and the weights of its and others behaviors
were the same, it randomly selected one of the behaviors. We assumed in this ex-
periment that the weights of the B and C behaviors of each agent would initially be
five and the maximum of the weight of each behavior and the total maximum W k of
weights would be ten.

Figure 3 presents the results we obtained from the experiment. Both diagrams
have a timeline in minutes on the x-axis and the weights of behavior B in each
agent on the y-axis. Differentiation started after 200 ms, because each agent knows
the presence of other agents by receiving heartbeat messages from them. Figure 3
(a) details the results obtained from our differentiation between two agents. Their
weights were not initially varied and then they forked into progression and regres-
sion sides. Figure 3 (b) shows the detailed results of our differentiation between
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four agents and Figure 3 (c) shows those of that between eight agents. The results
in (b) and (c) fluctuated more and then converged faster than those in (a), because
the weights of behaviors in four are increased or decreased more than those in two
agents. Although the time of differentiation depended on the period of invoking be-
haviors, it was independent of the number of agents. This is important to prove that
this approach is scalable.

Our parameters for (de)differentiation were basically independent of the per-
formance and capabilities of the underlying systems. For example, the weights
of behaviors are used for relatively specifying the progression/repression of these
behaviors.

The second experiment was carried out to evaluate the ability of the agents to
adapt to two types of failures in a distributed system (4). The first corresponded
to the termination of an agent and the second to the partition of a network. We as-
sumed in the following experiment that three differentiated agents would be running
on different computers and each agent had four behaviors, called A, B, C, and D,
where the A behavior invokes other behaviors every 200 ms. The maximum of each
behavior was ten and the agents’ total maximum of weights was twenty. The ini-
tial weights of their behaviors (wi

B,w
i
C,w

i
D) in i-th agent were (10,0,0) in the first,

(0,10,0) in the second, and (0,0,10) in the third.
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6 Conclusion

This paper proposed a framework for adapting software agents on distributed sys-
tems. It is unique to other existing software adaptations in introducing the notions of
(de)differentiation and cellular division in cellular slime molds, e.g., dictyostelium
discoideum, into software agents. When an agent delegates a function to another
agent, if the former has the function, its function becomes less-developed and the
latter’s function becomes well-developed. When agents have many requests from
other agents, they create their daughter agents. The framework was constructed as
a middleware system on real distributed systems instead of any simulation-based
systems. Agents can be composed from Java objects.
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1   Introduction 

One of the current lines of investigation for multiagent systems aims to create an 
increasingly open and dynamic system. This involves adding new capabilities 
such as adaption, reorganization, learning, coordination, etc. Virtual agent 
Organizations (VOs) [1][2] emerged in response to this idea; they include a set of 
agents with roles and norms that determine their behavior, and represent a place 
where these new capabilities will assume a critical role. Possible organizational 
topologies and aspects such as communication and coordination mechanisms 
determine in large part the flexibility, openness and dynamic nature that a 
multiagent system can offer. 

There are many different platforms available for creating multiagent systems 
that facilitate the work of the agent; however those that allow for the creation of 
VOs number much fewer, and it is difficult to find one single platform containing 
all of the requirements for a VO. 

The remainder of the paper is structured as follows: the next section introduces 
some existing platforms. Section 3 presents an overview of the main 
characteristics of the platform. Finally, section 4 explains a case study and 
presents some results. 

2   Related Works 

All platforms for creating multiagent systems existing to date should be studied 
according to two principal categories: those that simply support the creation and 
interaction of agents, and those that permit the creation of virtual organizations 
with such key concepts as norms and roles. We will first present those platforms 
that do not incorporate organizational aspects. The FIPA-OS [4] agent platform 
was created as a direct derivative of the FIPA [3] standard. Another agent platform 
is the April Agent Platform (AAP) [5] which, unlike the majority of platforms 
using Java, implements the April language [6]; its development and technological 
support has been discontinued. One of the strong points of this platform is that it 
provides services to facilitate the development and deployment of agents on the 
Internet and is also compliant with Web Services and Semantic Web standards.  

One of the most recent platforms still in development is JASON [7][8]. Its 
greatest contribution is the easy implementation of BDI agents [10]. The Java-
developed platform contains AgentSpeak in its nucleus, an interpreter agent that 
acts as a language extension [9]. The platform offers two operation modes: one 
that runs all agents in the same machine, and another which allows distribution 
using SACI (Simple Agent Communication Infrastructure) [11], which in turn 
uses KQML [24] language instead of RIPA-ACL [23]. In practice, the most used 
platform for developing multiagent systems in real case studies is JADF (Java 
Agent Development Framework) [12]. The JADE platform focuses on 
implementing the FIPA reference model, providing the required communication 
infrastructure and platform services such as agent management, and a set of 
development and debugging tools. Jadex [13] is a software framework for the 
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creation of goal-oriented agents following the belief-desire-intention (BDI) model. 
The Jadex project facilitates a smooth transition from developing conventional 
JADE agents to employing the mentalistic concepts of Jadex agents.  

With the exception of JASON, these platforms follow the FIPA standard, can 
create agents (some with different models), and manage communication among 
agents and services. With VOs, however, it is necessary to consider the normative 
and organizational aspects that the platform itself must provide. MadKit [20] was 
one of the first platforms to consider basic organizational aspects. The platform 
architecture is rooted in the AGR (agent-group-role) model [14]; however, while it 
can handle the concept of role, it does not consider a role a class entity, and the 
behavior associated with the role is directly implemented in the agent who 
assumes it. Roles are strongly linked to agent architectures. This approach harms 
the reusability and modularity of organizations [15]. 

Another pioneering platform with regards to structural aspects was Jack Teams 
[16]. JACK Teams is an extension of JACK Intelligent Agents [17], which 
provides a team-oriented modelling framework. Both are extensions of the Java 
programming language; the implemented source code is first compiled into regular 
Java code before being executed. 

S-MOISE+ is an organizational middleware that follows the MOISE+ model 
[18]. It is an extension of SACI [11] where the agents have an organizational 
aware architecture. Our research found systems developed in conjunction with 
JASON and using S-Moise+ as middleware to achieve a more complete model 
[19]. The result was J-Moise+ [20], which is very similar to S-Moise+ regarding 
overall system concepts. The main difference is how the agents are programmed: 
in S-Moise+ agents are programmed in Java (using a very simple agent 
architecture), while in J -Moise+ they are programmed in AgentSpeak. 

One of the main disadvantages of VO oriented platforms is the slight loss in the 
concept of service and, consequently, the management of these services and the 
Directory Facilitator (DF) described in the FIPA standard. THOMAS was 
developed in response to this twofold need. THOMAS is based on the idea that no 
internal agents exist and architectural services are offered as web services. As a 
result, the final product is wholly independent of any internal agent platform and 
fully addressed for open multiagent systems [21].  

Finally, one of the most complete and recent platforms that we found is Janus 
[22]. Janus is the next step towards platform organizations known as TinyMAS 
(no longer under development.). This platform was specifically designed to deal 
with the implementation and deployment of holonic and multiagent systems. Its 
primary focus is to support the implementation of the concepts of role and 
organization as first-class entities (a class in the object-oriented sense). This 
consideration has a significant impact on agent implementation and allows an 
agent to easily and dynamically change its behaviour [15]. 

In conclusion, it could be said that when dealing with all aspects of complex 
multiagent systems such as VOs, it is also necessary to deal with multiple levels of 
abstractions and openness, which is not the case for most solutions. 



232 C. Zato et al.
 

3   Architecture Overview  

As we have mentioned, we are looking for a platform that can integrally create, 
manage and control VOs. In general terms, the proposed platform includes the 
following characteristics: 
 

• Different models of agents, including a BDI and CBR-BDL architecture. 
• Control the life cycle of agents with graphic tools. 
• A communication protocol that allows broadcast communication, 

multicast according to the roles or suborganizations, or agent to agent. 
• A debugging tool. 
• Module for interacting with FIPA-ACL agents. 
• Service management and tools for discovering services. 
• Web services. 
• Allow organizations with any topology.  
• Organization management. 
• Services for dynamically reorganizing the organization. 
• Services for distributing tasks and balancing the workload.  
• A business rules engine to ensure compliance with the standards 

established for the proper operation of the organization. 
• Programmed in Java and easily extensible.  
• Possibility of having agents in various platforms (Windows, Linux, 

MaccOS, Android and IOS) 
• Interface to oversee the organizations. 

 
Figure 1 displays the principal entities of the system, and illustrates how the roles, 
norms and the organizations themselves are classes that facilitate the inclusion of 
organizational aspects. The services are also included as entities completely 
separate from the agent, facilitating their flexibility and adaption.  

 

 

Fig. 1 Principal classes of the system 
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When launching the main container of execution, the communication system is 
initiated; the agent platform then automatically provides the following agents to 
facilitate the control of the organization: 

OrganizationManager: the agent responsible for the actual management of 
organizations and suborganizations. It is responsible for verifying the entry and 
exit of agents, and for assigning roles. To carry out these tasks, it works with the 
OrganizationAgent, which is a specialized version of this agent. 

InformationAgent: the agent responsible for accessing the database containing 
all pertinent system information. 

ServiceAgent: the agent responsible for recording and controlling the operation 
of services offered by the agents. 

NormAgent: the agent that ensures compliance with all the refined norms in the 
organization. 

CommunicationAgent: the agent responsible for controlling communication 
among agents, and for recording the interaction between agents and organizations. 

Sniffer: manages the message history and filters information by controlling 
communication initiated by queries. 

 

 

Fig. 2 Architecture 

The platform examines two modes of operation. In the first mode, the agents 
reside in the machine itself, while in the second mode the platform allows for the 
possibility of initiating all agents in different machines. The latter case has the 
disadvantage of allowing only minimal human intervention since it is necessary to 
previously specify the address of the machine where each of the agents are to 
reside; however it has the advantage of greater system distribution. 
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We hope to create a service oriented platform that can take maximum 
advantage of the distribution of resources. To this end, all services are 
implemented web services. This makes it possible for the platform to include both 
a service provider agent and a consumer agent, thus emulating a client-server 
architecture. The provider agent knows how to contact the web service; once the 
client agent’s request has been received, the provider agent extracts the required 
parameters and establishes the contact. Once received, the results are sent to the 
client agent. 

Each suborganization or work unit is automatically provided with an 
OrganizationAgent by the platform during the creation of the suborganization. 
This OrganizationAgent is similar to the OrganizationManager, but is only 
responsible for controlling the suborganizationn, and can communicate with the 
OrganizationManager if needed. If another suborganization is created hierarchically 
within the previous suborganization, it will include a separate OrganizationAgent 
that communicates with the OrganizationAgent from the parent organization. These 
agents are distributed hierarchically in order to free the OrganizationManager of 
tasks. This allows each OrganizationAgent to be responsible for a suborganization 
although, to a certain extent, the OrganizationManager can always access 
information from all of the organizations. Each agent belongs to one suborganization 
and can only communicate with the OrganizationAgent from its own organization; 
this makes it possible to include large suborganizational structures without 
overloading the AgentManager. All of the OrganizationAgents from the same level 
can communicate with each other, unless a specific standard is created to prevent 
this.  

 

 

Fig. 3 OrganizationManager and OrganizationAgents  
3.1   Communication Platform 

This section will focus on describing the communication platform and protocol. 
As observed in Figure x, the communication platform includes two main agents: 
the CommunciationAgent and the Sniffer. The first is in charge of checking the  
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connections to confirm that the agents are online and see which ones have 
disconnected. It is also in continual communication with the NormAgent to ensure 
that the agents respect the lines of communication and comply with the standards. 
The Sniffer is in charge of recording all communication, offers services so that 
other agents can obtain history information, and facilitates the control of 
information flow for programmers and users. 

The IRC protocol was used to implement communication. Internet Relay Chat 
(IRC) is a real time internet protocol for simultaneous text messaging or 
conferencing. This protocol is regulated by 5 standards: RFC1459 [25], RFC2810 
[29], RFC2811 [28], RFC2812 [26] y RFC2813 [27]. It is designed primarily for 
group conversations in discussion forums and channel calls, but also allows 
private messaging for one on one communications, and data transfers, including 
file exchanges [25]. The protocol in the OSI model is located on the application 
layer and uses TCP or alternatively TLS [29]. An IRC server can connect with 
other IRC servers to expand the user network. Users access the IRC networks by 
connecting a client to a server. There have been many implementations of clients, 
including mIRC or XChat. The original protocol is based on flat text (although it 
was subsequently expanded), and used TCP port 6667 as its primary port, or other 
nearby ports (for example TCP ports 6660-6669, 7000) [26]. The standard 
structure for an IRC server network is a tree configuration. The messages are 
routed only through those nodes that are strictly necessary; however, the network 
status is sent to all servers. When a message must be sent to multiple recipients, it 
is sent similar to a multidiffusion; that is, each message is sent to a network link 
only once [29]. This is a strong point in its favor compared to the no-multicast 
protocols such as SimpleMail Transfer Protocol (SMTP) or the Extensible 
Messaging and Presence Protocol (XMPP). 

One of the most important features that characterize the platform is the use of 
the IRC protocol for communication among agents. This allows for the use of a 
protocol that is easy to implement, flexible and robust. The open standard protocol 
enables its continuous evolution. There are also IRC clients for all operating 
systems, including mobile devices. 

All messages include the following format: prefix command command-
parameters\r\n. The prefix may be optional in some messages, and required only 
for entering messages; the command is one of the originals from the IRC standard. 

The following diagram illustrates the message flow required for an agent to 
enter an organization. These messages use the command PRIVMSG followed by 
the parameters indicated by the arrows in the diagram. 
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Fig. 4 Sequence of steps for an agent to enter an organization 

4   Case Study and Results 

The platform we have developed can create a general type of organization, and 
includes the possibility of creating open and highly dynamic systems. In order to 
test the architecture, a case study was prepared to simulate a working environment. 
Four organizations were created to simulate four different departments within a 
company: accounting (composed of 4 accounting agents, one manager and 2 
secretaries); quality control (composed of 2 evaluating agents and two training 
specialist agents); technical services (composed of 6 technical agents); and 
customer service (composed of 8 telephonist agents). According to the role of each 
agent, there are specific services offered that allow them to resolve the queries they 
receive. In one possible case, the client agent contacts the telephonist agent, which 
simply receives the requests and redirects it to the agent qualified to resolve the 
request. The telephonist agent extracts the key words from the message sent by the 
client and contacts the Services Agent to determine which agent can address  
the required service. If the message contains the keyword “invoice”, the query will 
be handled by the Accounting agent; if the keyword is “switch on” it will be handled 
by the Technical agent. Once the client is in contact with the appropriate agent, the 
agent can communicate with other agents in its organization to carry out the task. 

Four 30-minute simulations were performed with 20 different types of requests 
randomly provided. Studying the Evaluation and Sniffer agents it was possible to 
study how both the simulation and message flow unfolded. Focusing specifically 
on the Sniffer, it is possible obtain summary charts and diagrams, and specific 
numbers. Once the query is made, the Sniffer consults the database, filters the data 
and returns a URL that displays the desired data. 
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It is possible to obtain the number of each type of message that a specific agent 
has received. Each message includes a tag that identifies the type of message, 
which makes it possible to filter information. 

 

 

Fig. 5 Diagramas of messages. 

It is also possible to obtain a diagram of messages according to organization 
instead of agents. Using the message identifier, it is also possible to see which 
agents processed a given request; using the Evaluation agents we can determine 
the number of requests processed by each agent. 

We can conclude that the architecture we are developing has great potential to 
create open systems, and more specifically, virtual agent organizations. This 
architecture includes various tools that make it easy for the end user to create, 
manage and control these systems. One of the greatest advantages of this system is 
the communication platform that, by using the IRC standard, offers a robust and 
widely tested system that can handle a large number of connections, and that 
additionally facilitates the implementation for other potential extensions. 
Furthermore, the use of the Communication and Sniffer agents, offers services that 
can be easily invoked to study and extract message information. 
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An OOP Agent-Based Model for the Activated
Studge Process Using MATLAB

Marı́a Pereda and Jesús M. Zamarreño

Abstract. The aim of this work is to study the feasibility of using agent-based mod-
elling and Object Oriented Programming (OOP) to study the activated sludge pro-
cess. A model in MATLAB has been proposed, and experiments have been de-
veloped analyzing the behaviour of the model when some of its parameters are
changed.

1 Introduction

The water and wastewater industry has undergone many changes in recent years.
Of particular importance has been a renewed emphasis on improving resource man-
agement with tighter regulatory controls setting new targets on pricing, industry
efficiency and loss reduction for wastewater. Meantime, the demand for water and
wastewater services grows as the population increases and wishes for improved liv-
ing conditions involving, among other items, domestic appliances that use water.
Consequently, the installed infrastructure on the industry has to be continuously
upgraded and extended, and employed more effectively to accommodate the new
demands, both in throughput and in meeting the new regulatory conditions.

Sewage systems exhibit some specific characteristics that make them especially
challenging from the point of view of analysis and management. These may include
many complex features and behaviours: nonlinear dynamics, compositional subsys-
tems with important delays, stochastic disturbances, etc...

Mathematical models have been shown to be useful tools for research, devel-
opment and optimization of wastewater treatment processes, and designing new
wastewater treatment plants (WWTP), as well as upgrading existing ones. In the
recent years several kind of models have been proposed to simulate separately
different processes taking place in WWTP, being the ones proposed by the IWA
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(International Water Association) [3] the most accepted for the simulation of acti-
vated sludge systems.

In this work, a different approach for modelling the activated sludge Process is
proposed, that is, applying the agent-based modelling (ABM) tools. Agent-based
modelling [2] treats each individual component of a system as a single entity obey-
ing its own pre-defined rules and reacting to its environment and neighbouring
agents accordingly. Here, the emergent phenomena arise from the interactions of
individual entities. An emergent phenomenon occurs when the system components
are governed by simple rules, but the macroscopic behaviour resulting from their
interaction is complex.

In the following, an ABM of the activated sludge process will be developed. The
implementation will be based on the Object Oriented paradigm for better represen-
tation of the agents, and MATLAB will be used as software platform.

This paper is organized as follows. In Section 1 a brief introduction to the acti-
vated sludge process is given. Then a short introduction to agent-based modelling
follows. In this section it is also described the model presented in this work. Then,
Section 3 describes the possibilities for implementing agent-based Models in MAT-
LAB. Section 4 shows the MATLAB implementation of the model proposed in this
work. In Section 5 the simulation results are shown. Finally, Section 6 discusses
points for further research and conclusions.

2 Description of the Agent-Based Model

An activated sludge can be defined as a microbial mass produced when the wastew-
ater is aerated continuously. That mass is made up of microorganisms that are able
to break down and metabolize the main contaminants in the wastewater. The acti-
vated sludge process is a type of biological process that takes place in the secondary
treatment of sewage at a wastewater treatment plant. The activated sludge process
consists of: an aeration tank (bioreactor) where the activated sludge and food (con-
tamination or substrate water content) is mixed and aerated for a certain period
of time, a system of separation of activated sludge and treated effluent (secondary
clarifier or clarifier), a recirculation of activated sludge to the aeration tank, and a
system of treatment and disposal of the sludge produced (purge). The aeration tank
contains a sludge which is what could be best described as a mixed microbial cul-
ture, containing mostly bacteria, as well as protozoa, fungi, algae, etc. This sludge
is constantly mixed and aerated either by compressed air bubblers located along the
bottom, or by mechanical aerators on the surface.

In this work we are modeling a simplified version of the process in a batch
reactor, i.e., an isolated reactor in which an initial charge is introduced and pro-
vided with adequate ventilation conditions for the optimal development of the re-
actions of substrate-biomass interaction, in order to better focus on the interaction
substrate-biomass.

Under these conditions, the temporal evolution of the concentrations of substrate
and biomass takes place as shown in Fig. 2. The growth curve is obtained by a count
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of the number of living cells (biomass) over time. The biomass curve consists of
several phases which are explained below [1]. The microorganisms must first ac-
commodate to their environment and available food. This accommodation period
is called lag phase, and varies in size depending on the history of seeded microor-
ganisms. If microorganisms are adapted to the environment, the lag phase will be
very brief. Once growth has begun, it will continue rapidly. When maximum growth
is occurring, the behaviour is logarithmic, this is why this phase is called the log-
arithmic phase. Maximum growth cannot continue indefinitely. The food available
may be depleted, environmental conditions may change. Cells that are unable to ob-
tain food from outside sources initiate endogenous catabolism, i.e., they catabolize
the protoplasm stored to maintain their energy. Other cells die or break releasing
their protoplasm, which is added to the food available. This stage is represented in
Fig. 2 with the name of stationary phase, and represents the time along which the
production of new cell material is roughly compensated by death and endogenous
respiration. The endogenous respiration and death dominate the fourth phase, called
endogenous phase. In this last phase, the biomass decreases slowly, asymptotically
approaching the horizontal axis. The substrate curve represent the decrease of the
available food in the environment.

Fig. 1 Concentrations of substrate and biomass in an activated sludge batch reactor.

The proposed ABM considers the agents divided into two distinct groups: biomass
agents and substrate agents. In both cases these are reactive agents. The position of
each agent in the world is referenced to a Cartesian system of two axes, since it is a
two-dimensional model. The agents have the properties shown at Table 1.

Besides, the model is characterized by the constants shown at Table 2.
Moreover, the model shows some degree of randomness due to different statis-

tical arguments as Table 2 shows. Initialization of the model is as follows: assign
values to the constants of the model, create the agents and place them in the world,
and assign initial values of age and energy to biomass agents.

At each step the following actions are performed, as Fig. 2 shows:

1. To shake. At each step of the program, agents in the world are arranged in a
random position, thus modeling a system that operates in continuous stirred-tank
reactor (CSTR) conditions, obtaining homogeneous characteristics in terms of
substrate and biomass concentrations.
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Table 1 Agents properties.

BIOMASS AGENTS

Property Variable Description Initial Value
Position [x,y] Position in the world Uniform distribution
Size size b Volume occupied Normal distribution N(initial b size,1)
Age age Number of periods alive Normal distribution N(initial age, sd age)
Internal energy energy Number of periods the agent Normal distribution N(max energy, sd energy)

can live without eating

SUBSTRATE AGENTS

Property Variable Description Initial Value
Position [x,y] Position in the world Uniform distribution
Size size s Volume occupied Normal distribution N(initial s size,1)

Table 2 Model constants

Constant Description

rep size Size from which the biomass is able to reproduce
unit growth Amount by which the size of a biomass agent is increased when eating
b density Biomass density
s density Substrate density
size percentage Decrease of the size of a substrate agent eaten by a biomass agent
eat radius A biomass agent can only eat in its surrounding circular area defined by eat radius
sd death lmax Standard deviation for age deaths when a biomass agent is older than max age
sd death gmax Standard deviation for age deaths when a biomass agent is younger than max age
max age Maximum age that a biomass agent can reach
mean death by energy Mean of an exponential distribution for energy deaths
max energy Maximum energy value that a biomass agent can reach
sd energy Standard deviation for energy at birth
i energy by eating Increase of energy of a biomass agent by eating
d energy by starving Decrease of energy of a biomass agent every iteration

Initialization To shake To eat To reproduce To die Update energy
and age

Fig. 2 Stages of the model.

2. To eat. A biomass agent will look at neighbouring positions defined by a circle
of radius eat radius and center itself, and it will choose the closer substrate agent
to eat from, and it will eat a portion of substrate agent equal to its size multiplied
by size percentage. The biomass agents that have eaten, increase its size by the
quantity it has eaten, and its internal energy by one. The substrate agent eaten
decreases its size by a percentage of the eating biomass agent (size percentage
parameter is used here).
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3. To reproduce. Biomass agents are divided in half creating 2 individuals of the
same characteristics as the parent, and half the size of the parent, according to
parameter rep size.

4. To die. It is checked whether biomass agents will die from one of the two cases:
die because of running out of internal energy or die at a certain age. If they die,
their mass becomes part of the food present in the reactor.

5. At each step of the program, the internal energy of each biomass agent is decre-
mented by d energy by starving and age increases by one.

This five actions are repeated iteratively until a number of predefined steps is
reached.

3 Modelling Agents in MATLAB

Nowadays, there are many software options to implement agent-based models. For
the first version of the model in [7], NetLogo was chosen as software platform, due
to the easiness to implement agent-based models on it, the large number of examples
available and the quality of the manual that is distributed with the tool. Afterwards,
some disadvantages appeared: the need to do parameter optimization to adjust the
model to real data and the high computational load of the model. To solve these
two main disadvantages it was needed a tool that supports optimization and paral-
lel techniques. MATLAB [4] was chosen because it is a hight level scientific and
engineering computational tool, a lot of specialized toolboxes can be incorporated,
a custom graphic user interface can be easily built so non-technical users can use
it, it provides versatility and integration with other tools (such as CUDA, optimiza-
tion algorithms, neural network toolbox...), which implies the possibility to solve
the previous disadvantages and develop our future work.

The representation of Agents in MATLAB can be carried out using different
alternatives:

1. Matrix representation, where the world is modeled with different matrix layers,
each layer representing an agent property and the position of each element of
the matrix determines the location of the agent in the world. An example of that
can be found on the implementation of the Game Of Life in MATLAB [5].
This alternative has an important limitation, the agents positions in the world are
restricted to the vector/matrix elements.

2. To solve the disadvantage of Matrix representation, the agents can be mod-
eled having a property representing their position in the world, relative to a
Cartesian axe. Two approaches can be used. On the one hand, data structures,
where the properties of the agents can be accessed with the dot notation, e.g.,
agent(number).property. In the other hand, the agent properties can be stored in
a Matrix agent(number of agent, number of property).

3. Object Oriented Programing (OOP). This is the alternative selected in this work.
It is a programming paradigm using objects, data structures consisting of data
fields and methods together with their interactions. A generic agent is represented
as an object, an the other agents are created inheriting their characteristics from
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that agent, and adding their owns. This can be done due to the inheritance prop-
erty of OOP (inheritance is a way to reuse code of existing objects, establishing
a subtype from an existing object).

4 Model Implementation in MATLAB

Using the OOP paradigm, a generic agent object was created, which directly inherit
from the class double of MATLAB. This object has the properties: position, size,
color, shape, label; and the methods: hatch and move. From this agent, the biomass
agents are created, adding two properties: age an energy. The substrate agents also
inherit from the agent class. Fig.3 shows the definition of the clases agent, biomass
and substrate.

Fig. 3 Definition of agent, biomass and substrate classes.

The model described in Section 2 is coded in MATLAB language and an interface
is developed.

The interface is divided into two areas, as Figure 4a shows. The first area (upper
left) deals with configuration. The parameter values of the model can be fixed, and
also a set of preferences of the simulation can be chosen: visualizing or not the sim-
ulation progress in the graphs or only show the final result, if progress visualization
is chosen, the frequency of refresh of the graphs can be selected. The rest of the
interface shows the dynamic evolution of the agents such as their number, position,
concentration, births and deaths. Fig. 4b shows a representation of the concentration
of the agents exported from the main interface.

5 Experiments

To test the model, a set of experiments were done, analyzing the variability of be-
haviour when some of the parameters are changed. In the following, some of the
parameters of the model will change their nominal value and the effect on the emer-
gent macroscopic behaviour will be analyzed. Nominal behaviour for comparison is
as Fig. 4b shows.

For example, if the size percentage is decreased by 50%, the evolution of sub-
strate and biomass concentrations is as shown in Fig. 5a. The biomass agents eat a
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(a) Interface
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(b) Evolution of concentration of agents over
time. Nominal case.

Fig. 4 Interface and Nominal case.

smaller portion of substrate each time they eat, thus the food present in the environ-
ment (substrate) last longer than in the nominal case. For this reason, the biomass
concentration reaches a higher maximum value than in the nominal case, being in
the environment more agents (if agents reach the reproduction size, they can repro-
duce, so the more food, the more biomass agents). When the substrate ends, sta-
tionary phase starts, followed by the endogenous phase. The evolution of these two
phases is slower than in the nominal case because there are more biomass agents.

Another experiment is a 20% of decreasing in max age, so biomass agents may
die younger than in the nominal case, the results are shown in Fig 5b. As it can be
observed, biomass agents start dying earlier than in the nominal case, as expected.
This causes the food (substrate) to last longer and the logarithmic phase ends later.
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(a) size percentage parameter effect.
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Fig. 5 Concentration of agents in experiments.

6 Conclusions and Further Research

As this paper has shown, agent-based modelling allows the researcher to develop a
bottom-up approximation to the study of complex problems such as the phenomena
occurring in a wastewater treatment plant, and in particular, secondary treatment by
activated sludge. An Object Oriented Agent-Based Model for the activated sludge
process in a batch reactor has been proposed, which allows to analyzing and a better
understanding of the phenomena that occur in the system while varying some of
its characteristics. The implementation environment chosen for the model, that is,
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MATLAB, allows an efficient representation and provides good design tools, but the
computational load is significant. In our experiments, 100 iterations of the model
with 2560 biomass agents take up 90 seconds in a PC with a Core i5 3.20 GHz
processor.

Thus, the following step is to reduce the computational load applying paralleliza-
tion techniques, specifically, CUDA C++. CUDA (Compute Unified Device Archi-
tecture) [6] is a parallel computing architecture developed by Nvidia. CUDA is the
computing engine in Nvidia graphics processing units (GPUs) that is accessible to
software developers through variants of industry standard programming languages.

Another research line to follow is to model the activated sludge process in a
continuous reactor and to incorporate real data to adjust model parameters, in order
to be able to rehearse the various developments and techniques in a real WWTP.
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A Case of Dictator Game in Public Finances– 
Fiscal Illusion between Agents 

Paulo Mourão* 

Abstract. This paper discusses Fiscal Illusion as a special case of Agents and 
Multiagents Systems. Under fiscal illusion, each taxpayer does not realize how 
much he/she really pays to the State; therefore, he/she does not evaluate well the 
public actions. We will study this issue as a particular case of a ‘Dictator game’ 
with relevant applications not only for Public Finances but also for specific do-
mains like Pervasive agents and Ambient Intelligence, or for User-centered appli-
cations and Assisting Agents. 

Keywords: DicAbstract  tator game, Fiscal Illusion, Agents and Multiagent  
Systems. 

1   Introduction 

Research on Agents and Multiagents systems has increased during last decade. 
However, when listing the set of works focused on Public (or Authoritative) 
Agents, we do not have yet a substantial list.  

Of course, all of us recognize the large potential of exploring Agents and Mul-
tiagents Systems focused on Public Agents (like States), Societal Agents (combin-
ing Market agents and Public or Third-Sector Agents), or focused on Multiagents 
Systems with these sorts of identification. 

This paper tries to explore a paper in this potential of scientific research. 
Therefore, this paper discusses the theoretical foundations for describing the 

behavior of a State that tends to deceive its citizens. This is the behavior of a State 
classified as a ‘fiscal illusion’ creator. 

The Multi-disciplinary discussion that evolves Fiscal Illusion (originally, fiscal 
illusion was discussed at the borders of Economics and Political Science) can easi-
ly be extended to specific domains of Agents and Multiagents Systems: like per-
vasive agents and ambient intelligence or User-centered applications and assisting 
agents. 
                                                           
*Paulo Mourão 
Department of Economics; University of Minho – Portugal 
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As we know, recent research on Agents and Multiagents systems (Hallé, 2005; 
Berger et al, 2007;Windrum and Garcia-Goñi, 2008) explores relevant topics close 
to fiscal illusion. These topics are the cases of Reputation, trust, privacy and secu-
rity, or Evaluation, ethical and legal issues. Consequently, this paper will be also 
important for deepening the construction of a solid democratic system, for model-
ing real-time (public) multi-agent systems, and for constructing empirical simula-
tions (not only at Agents and Multiagents systems’ environments but also at  
Empirical Economics). 

Towards these aims, all of us believe that we need solid theoretical discussions 
on the models’ foundations. This paper provides an attempt toward this direction 
regarding public behavior. 

2   Fiscal Illusion: A 1000-Words’ Graph by Fasiani 

Mauro Fasiani was an Italian economist who researched public finance in great 
detail (especially in his works of 1941 and of 1949) also under the influence of 
Vilfredo Pareto. 

Puviani (1903) and Fasiani (1941) believed that in the monopolistic state, poli-
ticians manage power in the exclusive interest of the class to which they belong 
(Fossati, 2008). Thus, as Mourao (2007) pointed out, the rulers in this monopolis-
tic state ask, “In order to minimize taxpayer resistance for any given level of reve-
nues collected, how should the fiscal system be organized?” Puviani’s (1903) Teo-
ria della Illusione Finanziaria is the answer: Taxpayer resistance is minimized by 
using fiscal illusion practices (as particular practices of political illusions1). 

Lindahl (1919) found this Teoria to be an “interesting” and “original” (p. 175) 
contribution (Fausto, 2006). However, as Buchanan (1967) observed, Puviani’s 
Fiscal Illusion was an unknown work for many years2. In spite of this humbleness, 
Teoria della Illusione Finanziaria was substantially quoted by Fasiani (1941). As 
Buchanan (1968) further recognizes, Fasiani (1941) is credited with the first sub-
stantial reference to Puviani’s fiscal illusion concept3.  

Although having significantly cited Amilcare Puviani, the great originality of 
Fasiani’s (1941) work is his own attempt to model Puviani’s fiscal illusion 

                                                           
1 Mourao (2007 & 2008) details these practices in a comprehensive review of literature. 
2 It deserves to be mentioned that Buchanan was considering the anglo-saxonic literature in 

his remark. There are some proofs that show that Puviani’s work has been discussed by 
Italian authors before 1941. Fasiani’s German language review of 1932, which has trans-
lated into Italian and published in Il Pensiero Economico Italiano 1850-1950, devoted 13 
pages (pp.139 to 152 of the Italian translation) to Puviani and fiscal illusion. 

3 Really, Fasiani’s first analytical approach to the theory of fiscal illusion is in the paper: Rifles-
sioni su di un punto della teoria dell’illusione finanziaria”, in Atti della Regia Accademia delle 
Scienze di Torino, vol. LXIV, 1928-29, pp. 333-345 (English translation: “Some Notes on an 
Aspect of the Theory of Fiscal Illusion”, in L. L. Pasinetti (ed.), Italian Economic Papers, vol. 
III, Il Mulino – Oxford University Press, 1998, pp. 89-97). In this paper, <<the illusion of the 
extent of a painful sensation>> represents a case of consumer surplus. 
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through the use of elements from the Paretian utility theory, such as the concepts 
of ophelimity4 and utility5. 

According to Fasiani (1941), the final result of fiscal illusion is a decrease in 
individual utility with respect to money, as figure 1 suggests. This figure was ex-
tracted from the original book by Fasiani (1941, p. 133). 

 

 

Fig. 1 Source: Fasiani (1941, p. 133) 

Fasiani (1941) explained figure 1 as follows: 

If we consider a single individual, we can show the [fiscal illusion] phenome-
non in the following way (fig.1). Let us express the monetary units on the abscises 
axis, and let us express his utility on the ordinates axis. U is the utility function be-
fore the event [that generates fiscal illusion], and u is the utility function after the 
event. Let us assume that this individual has a fixed income equal to OA, being 
AB the tax. If this tax is collected when the utility function is U then it determines 
a burden equal to BCDA. If this tax is collected at the moment characterized by 
the utility function u then it determines a burden equal to BC’D’A, and the indi-
vidual under the effect of the illusion has a smaller burden whose difference is 
equal to C’CDD.’ The State can take advantage of the illusion raising the tax to 
AM. The increase of taxes BM determines a loss of utility equal to MNC’B. It is 
clear that the advantage of illusion is off when MNC’B is at a maximum, equal to 
C’CDD’—this is, using other words, when the tax was collected at the moment in 
which the utility function has been decreased, the individual did not realize the 
loss of utility C’CDD.’ But now, if the State intends to take advantage of the  
                                                           
4 According to Fasiani (1941, p. 241), ophelimity is the utility that is actually perceived by 

each taxpayer. Fasiani also states that ophelimity is equal to subjective utility. 
5 For Fasiani (1941, p.241) (objective) utility is utility in latus sensus, or the utility assumed 

for each taxpayer by the State. 
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[fiscal illusion] phenomenon, it may collect so many monetary units as those gen-
erating a total utility equal to C’CDD.’ But beyond these limits, the illusion does 
not actuate and it is no longer possible to take advantage of it. (p. 133) 

We can think of Fasiani’s (1941) scenario (p. 132-133) as an academic simpli-
fication for a specific case of a ‘dictator game’.  Dictator games happen when the 
proposer (in this example, the State) simply allocates an endowment to the re-
sponder (in this example, the single individual). But, as a Dictator game, although 
the responder has a completely passive role, the proposer is influenced by a set of 
dimensions (Figueiredo, Carmo and Prada, 2010), also here present: 

 
• Bias in the expected utility of the State itself(in our case, fiscal illusion cannot 

give the State the maximum amount that is originally expected); 
• Bias in the expected gain from this strategy (fiscal illusion can generate fiscal 

delusion that, according to Fasiani, 1941, is a source of distrust between citi-
zens and democratic regimens); 

• And finally Bias in the utility of the responder (as argued by Fasiani, 1941, the 
extension of final fiscal illusion mainly depends on taxpayers’ utility structure). 
 

The Fasiani’s (1941) book in question is a teaching manual and the cited extract 
and figure 1 represent a greatly simplified illustration to assist for public finance 
students to isolate one critical aspect of fiscal illusion.  The influence of publicly 
provided goods on utility and fiscal illusion is ignored, (yet, in a previous work, 
Fasiani (1932) carefully discussed Puviani’s “4th type6” of illusion under which 
the provision of publicly provided goods attenuate the burden of tax by increasing 
the enjoyment from the consumption of goods obtained privately).  The absence of 
the expenditure side of the budget in Figure 1 avoids complexities associated with 
fiscal illusion, but I suggest that the simplification was deliberate and introduced 
for didactic purposes (and that Fasiani fully appreciated that factors other than tax 
and income influence fiscal illusion and utility). However, we have to recognize 
that Fasiani’s (1941) taxonomy was greatly improved if compared to Fasiani 
(1932) and that Fasiani has treated the illusions related to the public expenditures 
(Book I, Chapter II – The Finance of the Monopolistic State) separately from the 
illusions regarding public revenues (Book I, Chapter III) and finally treated the 
limits to the different kind of illusions (Book I, Chapter IV), to which Figure 1  
belongs. 

Fasiani’s graph refers to “the limits to the illusion arising from the association 
of the tax to pleasures of the taxpayer, which are originated in a private way”, and 
its rationale is that, at the occurrence of the pleasure, the individual (erroneously) 
thinks to have a higher quantity of income. Thus, he perceives a higher level of 
utility, and then a lower level of marginal utility, because of the Fasiani’s assump-
tion of decreasing marginal utility.  

Given that the sacrifice induced by the tax is the integral of the marginal utility 
curve between the net income and the gross income, with the introduction of  
the tax at the moment of the pleasure, the taxpayer receives a minor sacrifice  

                                                           
6 Here we are using Fasiani’s self taxonomy, not Puviani’s. 
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compared to what he perceives if the event that gives rise to the pleasure has never 
occurred. This is owed to the fact that the marginal utility curve after the occur-
rence of the pleasure lies lower than the original marginal utility curve (before the 
occurrence of the pleasure). It follows that the government (which is constrained 
to produce a fixed amount of sacrifice to that taxpayer) may raise a higher tax, but 
only in the limit that the perceived sacrifice is no higher than the fixed amount of 
sacrifice. 

Specifically, Fasiani represents the mentioned kind of fiscal illusion like an ex-
ternal shock that shifts (down) the curve of individual’s marginal utility of in-
come. From that, one can only infer that Fasiani considers a utility function 
U=f(Y), with UY>0; UYY<0, where Y is the individual income. Perhaps, one 
might imagine a sort of continuum of external infinitesimal shocks. In that case, it 
would follow U=f(Y, Φ), where Φ is the fiscal illusion. However, since in the 
graph Fasiani merely shifts the utility curve, this utility function must be separable 
in the two arguments Y and Φ. Thus –through the illusory income increase– the 
role played by the fiscal illusion is to rise the level of the (total) utility perceived 
(UΦ>0), and then to decrease marginal utility (UΦ Φ <0). 

3   Conclusion 

This work reviews the first model, created by Mauro Fasiani (1941, p. 132-133), 
that attempted to analyze fiscal illusion in public finances. Until now, literature 
has not appropriately analyzed the model. 

Based on Pareto’s class of utility functions, Fasiani (1941) created a graph to 
demonstrate that fiscal illusion allows states to expand more than is truly neces-
sary. As is demonstrated by this work, this ultimate message can be summarized 
by three points. First, taxpayers under fiscal illusion believe that they are richer 
than they really are, just as electors under any political illusion (e.g., in 1903, Pu-
viani discussed fiscal illusion as a form of political illusion) think themselves bet-
ter off than they really are. Second, fiscal illusion can occur alongside economic 
growth. Third, an individual’s utility can change, due to Paretian, non-logical ac-
tions (i.e., fiscal illusion), rather than as a result of income or pricing fluctuations. 

Although their age, these claims are still relevant for us and for the construction 
of Agents and Multiagents Systems close to real world.  
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Decentralised Regression Model for Intelligent
Forecasting in Multi-agent Traffic Networks

Jelena Fiosina�

Abstract. The distributed nature of complex stochastic systems, such as traffic
networks, can be suitably represented by multi-agent architecture. Centralised data
processing and mining methods experience difficulties when data sources are geo-
graphically distributed and transmission is expensive or not feasible. It is also known
from practice that most drivers rely primarily on their own experience (historical
data). We consider the problem of decentralised travel time estimation. The vehi-
cles in the system are modelled as autonomous agents consisting of an intellectual
module for data processing and mining. Each agent uses a local linear regression
model for prediction. Agents can adjust their model parameters with others on de-
mand, using the proposed resampling-based consensus algorithm. We illustrate our
approach with case studies, considering decentralised travel time prediction in the
southern part of the city of Hanover (Germany).

Keywords: Regression, parameter estimation, distributed data processing and
mining, multi-agent systems.

1 Introduction

Currently, travel time information plays a significant role in transportation and logis-
tics and is applied in various fields and for different purposes. From the travellers’
viewpoint, travel time information helps to select the most optimal route, which
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minimizes delays. In logistics, accurate travel time estimation helps to reduce trans-
port delivery costs by avoiding congested route sections, and helps also to increase
the service quality of commercial delivery. For traffic managers, travel time infor-
mation is an important metric of the operational efficiency of the traffic system [8].

The distributed nature of traffic networks, which are complex stochastic systems,
can be suitably represented by multi-agent architecture. Centralised data processing
and mining methods experience difficulties when data sources are geographically
distributed and transmission is very expensive or not feasible. From practice, it is
also known that most drivers rely primarily on their own experience (historical data).
We use a decentralised multi-agent system to model autonomous data mining of
vehicle-agents, on the based of not only the centrally processed information but
also historical data.

To achieve their common goals effectively, agents should cooperate with so-
called gossip scenarios. We suppose that each agent autonomously estimates its
parameters and then (on demand) adjusts them, by communicating with randomly
chosen neighbour agents from the transmission radius. This random selection of
neighbour agents is performed several times in different combinations, thereby per-
forming the so-called resampling procedure. The obtained weighted resampling es-
timators are more reliable and robust in the case of nuisance observations. This
detail is important because some agents can provide unreliable estimates, and
it is better to average not all possible estimates, but a random subset of local
estimates [1].

In this study, we do not deal with decision-making problems as we did in the
study reported in [6]. The estimated travel times serve as input data to the decision-
making module, which can also be incorporated into the intelligent agents.

The contribution of this study is toward the following: 1) development of the
structure of a regression model for travel time forecasting; 2) development of an de-
centralised resampling-based regression parameter adjustment algorithm for stream-
ing data; 3) application of the suggested algorithm for real-time data with the objec-
tive of demonstrating its efficiency.

The remainder of this paper is organised as follows. The second section con-
tains a description of related work. The third section formulates the problem. In the
fourth section, we present the multivariate linear regression model and the itera-
tive least square algorithm for parameter estimation. The fifth section presents the
resampling-based consensus algorithm of parameter adjustment. The sixth section
presents case studies. The last section presents the conclusion.

2 Related Work

The need for research in the transportation area was considered by many authors. In
this area, travel time prediction is one of the important challenges. From the archi-
tectural viewpoint, centralised and distributed approaches for travel time forecasting
were considered. The centralised approach was applied in various intelligent trans-
port systems, such as in-vehicle route guidance, or advanced traffic management
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systems. A detailed overview is presented in [8]. The estimation of actual travel
time by using vehicle-to-vehicle communication is described in [9]. In contrast to
centralisation, it was demonstrated that the representation of complex systems, such
as traffic networks, in the form of decentralised multi-agent systems is of fundamen-
tal importance [4]. Decision-making in multi-agent traffic systems was considered
in [6]. An example of the architecture of a distributed traffic system was presented
in [7].

From the algorithmic viewpoint, numerous data mining and processing tech-
niques were suggested for travel time prediction. Statistical methods, such as regres-
sion and time series, and artificial intelligence methods, such as neural networks,
are successfully being implemented for similar problems. However, travel time is
affected by a range of different factors. Thus, accurate prediction of travel time is
difficult and needs considerable historical data. Understanding the factors affecting
travel time is essential for improving prediction accuracy [8]. Travel time prediction
for bus routes using a linear regression model was employed in [10].

In this study, we propose to use a decentralised regression model for solving the
travel time prediction problem for streaming data. A similar decentralised approach
was suggested in [11] for the estimation of the parameters of a wireless network.

3 Problem Formulation

We consider a traffic network with several vehicles, represented as autonomous
agents, which predict their travel time on the basis of their current observations
and history. Each agent locally estimates the parameters of the same traffic network.
In order to make a forecast, each agent constructs a regression model, which ex-
plains the manner in which different explanatory variables (factors) influence the
travel time. A detailed overview of such factors is provided in [8]. The following
information is important for predicting the travel time [10]: average speed before
the current segment, number of stops, number of left turns, number of traffic lights,
average travel time estimated by traffic management centres (TMC). We should also
take into account the possibility of an accident, network overload (”rush hour”) and
weather conditions.

Let us consider a vehicle, whose goal is to drive through the defined road segment
under specific environment conditions (day, time, city district, weather, etc.). Let
us suppose, that it has no or little experience of driving in such conditions. For
accurate travel time estimation, it contacts other traffic participants, which send their
estimated parameters to it. The forecasting procedure of one such vehicle is shown
in Fig. 1.
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Actual and historical local observations

Parameter estimation of local regression model

Selection of agents for parameter adjustment

Adjustment of local parameters

Demand for adjustment No

Prediction

Yes

Fig. 1 Algorithm for local travel time prediction by an individual agent

4 Local Recursive Parameter Estimation

We describe the formal model, which is incorporated into each agent’s local data
processing and mining module. For this purpose, we first consider the classical mul-
tivariate linear regression model:

Y = Xβ + ε; (1)

where Y is an n× 1 vector of dependent variables (here, actual travel times); β is
an m× 1 vector of unknown parameters of the system to be estimated; ε is an n× 1
vector of random errors; X is an n×m matrix of explanatory variables. The rows
of the matrix X correspond to observations and the columns correspond to factors
(here, length of the route, average speed in the system, average number of stops in
the system, congestion level, etc.).

We suppose that {εi} are mutually independent, have zero expectation, E[ε] = 0,
and equal variances, V [ε ] = σ2I, where I is an n× n identity matrix.

The well-known least square estimator (LSE) b of β is:

b = (XT X)−1XT Y. (2)

After the estimation of the parameters β , we forecast travel time for a certain k-th
future time moment:

E(Yk) = xkb, (3)

where, xk is a vector of observed values of explanatory variables for the kth future
time moment. The described estimation procedure, (2), requires information about
all observations, i.e., the complete matrix X. In practice, for real-time streaming
data, the estimation is performed iteratively, being updated after each new obser-
vation. The recurrent iterative method for the LSE was suggested in [2], [3]. This
method assumes the recalculation of system parameters for each new observation.

Let us briefly describe the key aspects of this algorithm. Let bt be the estimate
after t first observations. After receiving the t +1-th observation, we recalculate the
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estimates of β (Yt+1 - value of a dependent variable; and xt+1 - values of explanatory
variables):

bt+1 = bt +Kt+1(Yt+1− xt+1bt), t = 0,1, . . . , (4)

where Kt+1 is an m× 1 vector of proportionality, smoothness, or compensation.
From (4), one can observe, that bt+1 is represented as a sum of the previous

estimate bt and the correction term Kt+1(Yt+1 − xt+1bt). Formula (4)is based on
exponential smoothness, an adaptive forecasting method [3].

To calculate Kt+1, we need values of matrices At and Bt , obtained after the last
t-th iteration. At and Bt are square m×m matrices. Bt is equal to (XT X)−1 if this
matrix exists, else it is equal to a pseudo-inverse matrix. Matrix At is a projection
matrix, therefore, if xt+1 is the linear combination of the rows of matrix Xt, its
projection is equal to zero: xt+1At = 0. Starting the algorithm we set the following
initial values A0 = I, B0 = 0, b0 = 0.

If the condition xt+1At = 0 is satisfied, then

Bt+1 = Bt − (1+ xt+1BixT
t+1)

−1BixT
t+1(BtxT

t+1),
At+1 = At , Kt+1 = (1+ xt+1BtxT

t+1)
−1BtxT

t+1,

otherwise

Bt+1 = Bt − (xt+1AtxT
t+1)

−1
(
(BixT

t+1)(At xT
t+1)

T +(AtxT
t+1)(Bt xT

t+1)
T
)
+

+(xt+1AtxT
t+1)

−2(1+ xt+1BtxT
t+1)(AtxT

t+1)(At xT
t+1)

T ,
At+1 = At − (xt+1AtxT

t+1)
−1AixT

t+1(AtxT
t+1)

T ,
Kt+1 = (xt+1AtxT

t+1)
−1AtxT

t+1.

5 Parameter Adjustment Algorithm

We are new going to introduce a notation for the local regression model of each of
the s agents in the network. We use index (i, t) for the variables in formula (1), to
refer to the i-th agent at time t:

Y(i, t) = X(i, t)β + ε(i, t), i = 1, . . . ,s. (5)

Following (4), the i-th agent of s calculates the estimates b(i, t) of β and predicts
the travel time E[Y (i, t + 1)] for the future time moment t + 1, using (3).

Prior to forecasting, some agents may adjust their locally estimated parame-
ters with other traffic participants. Let us describe this adjustment procedure more
precisely.

First, the agent selects the other agents from a given transmission radius, contacts
them, and requests them to send their estimated parameters. The agents can be in
different situations and their observation may contain outliners. In order to make
the adjustment procedure more reliable and robust to outliners, the agent perform
the described selection several times in different combinations, forming so-called
resamples from the available agents [1].
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We implement N realisations of the following resampling procedure for the i-th
agent. At the realisation q, the agent receives the parameter estimates of r randomly
chosen neighbour agents. Let vector Lq

i contain the indices of the selected agents,
|Lq

i |= r.
The next step is the adjustment of the parameters. The agent that initialised the

adjustment process considers the weighted estimates of other agents. The weights
are time-varying and show the reliability level of each agent, depending on its fore-
casting experience as well as some other factors. Let c∗q

i (t) be a 1× r vector of the
weights at the q-th realization at time t, i = 1, . . . ,s.

According to the logic of constructing discrete-time consensus, we assume that
c∗q

i (t) is a stochastic vector for all t (the sum of its elements is equal to 1).

b∗q(i, t + 1) =
r

∑
j=1

c∗q
i, j(t)b(L

q
i, j , t), (6)

where b∗q(i, t) is the adjusted estimate of β calculated by the i-th agent at the q-th
resampling realisation, i = 1, . . . ,s, q = 1, . . . ,N.

Finally, the resampling estimator is obtained as an average over all N realisations:

bR(i, t + 1) =
1
N

N

∑
q=1

b∗q(i, t + 1). (7)

The algorithm is a combination of the iterative LSE algorithm and resampling-based
parameter adjustment. This adjustment procedure aims to increase the reliability of
the estimates, especially for insufficient or missing historical data, and to contribute
to the overall estimation accuracy [11].

6 Case Studies

We simulate a traffic network in the southern part of Hanover(Germany). The net-
work contains three parallel and five perpendicular streets, creating fifteen intersec-
tions with a flow of approximately 5000 vehicles per hour. The vehicles solve a
travel time prediction problem. They receive information about the centrally esti-
mated system variables (such as average speed, number of stops, congestion level,
etc.) for this city district from TMC, combine it with their historical information, and
make adjustments adjust according to the information of other participants using the
presented consensus algorithm. In this case, regression analysis is an essential part
of the local travel time prediction process. We consider the local model (5) and
implement the parameter adjustment algorithm (7).

The factors are listed in Table 1 (left). To improve the quality of the regression
model, some non-linear transformations of the factors are performed. The resulting
regression model remains linear by parameters, but becomes non-linear by factors.
All parameters satisfy the significance test, as a measure of influence to the target
variable, i.e., travel time.
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We simulate ten agents and train them on the observations taken from the avail-
able dataset of size 1790. We conduct three different experiments and compare the
results using analysis of variance and adjusted coefficient of determination, R2. This
provides a well-known measure of the effectiveness of prediction of future outcomes
by the model [5].

Case 1: The agents transmit their observations to the central unit and regularly
obtain the updated parameters of the system. This requires the transmission of a
large amount of data and is therefore very expensive. Nevertheless, this model pro-
vides the best prediction results (see Table 1)(right).

Case 2: The agents estimate the parameters of the same system locally without
cooperation. This case requires no transmission costs; however, it assumes that each
agent has a special data processing block for performing calculations. The main prob-
lem is that each agent builds its own model using a considerably small amount of data.
The data should be homogeneous because each agent estimates the parameters of the
same system by using different data. These estimates should converge to the param-
eter values estimated in Case 1. The experiments show that for historical data sets
smaller than 25, the model parameters cannot be estimated well (see Table 1(right),
worth agent). To estimate the quality of the i-th agent’s model, the cross-validation
technique was used for testing the model with the observations of other agents.

Case 3: The agents estimate the parameters of the same system locally and use
cooperation mechanisms to adjust their parameter values with other agents. The
amount of transmitted information is lower than in Case 1, because not all the data
but only locally estimated parameters are transmitted. This case has the same as-
sumptions concerning intelligent module and data, as in Case 2. Agents with more
experience (historical dataset) help new agents with less experience to make bet-
ter estimates. The prediction experience is used as the weights (reliability level) of
agents. The results show that this cooperation helps to improve performance, espe-
cially for the less experienced agents. In this case four agents have less experience
(data sets smaller than n = 15) and six agents are more experienced. The other
parameters are r=3, N=10. This case gives better results than Case 2, but slightly
worse results than Case 1, owing to the loss of some information in the process of
averaging and the relatively small data sets of each agent (see Table 1)(right).

Table 1 Factors and corresponding parameters b (left). Efficiency criteria (right)

Var. Description Mod. Koef. Est.
value

Y travel time (min); Y
X1 route length(km) X1 b1 0.614
X2 avg. speed in system (km/h) X2 b2 -0.065
X3 avg. number of stops(units/min) X2

3 b3 0.09
X4 congestion level(Veh/h)

√
X4 b4 0.159

X5 traffic lights in the route (num) X2
5 b5 0.241

X6 left turns in the route (num) X2
6 b6 -0.058

Case R2 of
the
whole
system

R2 of
the
worth
agent

1 0.66 -
2 0.55 0.28
3 0.64 0.58
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7 Conclusions

A problem of decentralised travel time forecasting was considered. A multi-agent
architecture with autonomous agents was used for this purpose.

A decentralised linear multivariate regression model was developed to forecast
the travel time. The iterative LSE method was used for the regression parameter
estimation, which is suitable for streaming data processing. The resampling-based
consensus method was suggested for coordinated adjustment of estimates between
neighbour agents. We illustrate the efficiency of the suggested approach using sim-
ulation with real data from the southern part of Hanover. The experiments show the
efficiency of the proposed approach.

Our future work will be continued in three directions: (a) construction of the dis-
tributed model of multiple multivariate regression, which allows forecasting of sev-
eral response variables simultaneously from the same set of explanatory variables
(factors), as well as an implementation of such a model for real-time traffic data;
(b) application of other regression model types (i.e., general regression models us-
ing kernel estimators); (c) modification of the parameter adjustment algorithm (new
strategies for the calculation of the reliability level of agents, median resampling
approach, etc.).
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Multi-agent Applications in a Context-Aware 
Global Software Development Environment 

Helio H.L.C. Monte-Alto, Alberto B. Biasão, Lucas O. Teixeira,  
and Elisa H.M. Huzita* 

Abstract. The need for skilled workers, the improving communication facilities, 
growing applications complexity, software development time and cost restrictions, 
and also the need for quality and accuracy are part of the new scenario where 
global software development was introduced. However, it has brought new chal-
lenges such as: communication, coordination and culture. Context information 
could help participants to be aware of events occurring and so improve their 
communication as well as their interactions. This paper presents a multi-agent me-
chanism for processing context information, as well as a mechanism for allocation 
of human resources. It is also introduced a framework to encapsulate some func-
tionality required by a knowledge-based multi-agent system. 

Keywords: context-awareness, ontology, global software development. 

1   Introduction 

Market competitiveness has brought new challenges that forced companies to 
adopt new software development strategies. The lack of skilled workers and the 
pursuit for cheaper employees have made these companies to embrace Global 
Software Development (GSD) as a new approach. Industries are reallocating their 
production unities in decentralized zones, where skilled labors are promptly avail-
able, taking politic and economic advantages [1]. 

Despite the mentioned advantages, GSD also brings different new issues such as 
cultural differences, geographic dispersion, communication, control and coordination, 
which can bring frustration, displeasure or even misunderstanding among teams. GSD 
also requires cooperation of individuals with different cultures, as well as the need for 
structure, attitudes toward hierarchy, sense of time, and communication styles. 

According to these demands, context-awareness has shown up as an interesting 
approach to spread context information to people involved in a GSD environment. 
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Context is any information that can be used to characterize the situation of entities 
that are considered relevant to the interaction between a user and an application, 
including the user and the application themselves [2]. It is necessary that individu-
als who participate in a project are aware of context information while interacting 
[3]. Although there are researches about the characterization of context informa-
tion in collaborative systems, efficient presentations of this kind of information to 
users, knowledge sharing and combining context-awareness techniques to achieve 
better communication in GSD remains a demand. 

In this circumstance, a tool called Distributed Software Engineering Environ-
ment (DiSEN) is being developed by our research group, offering features to sup-
port communication, persistence and collaboration among teams geographically 
distributed. Then, a context-awareness based model called DiSEN-CSE (DiSEN-
Context Sensitive Environment) was designed considering context information 
acquisition, representation, persistence, processing and sharing [3]. 

The purpose of this paper is to present a multi-agent context processing me-
chanism based on [3], called ContextP-GSD (Context Processing on Global Soft-
ware Development), that transforms context information into actions to help users 
during their interactions. It also presents a mechanism that uses context informa-
tion to support human resource allocation to software projects called DiSEN User 
Rating. Finally, it is also presented a framework, called DiSEN Agency, whose 
purpose is to structure a knowledge-based multi-agent architecture consistent with 
the needs and issues of performance and scalability of a context-aware distributed 
system. Such framework assigns roles to special agents to eliminate the load of the 
application agents and provides ways to extend it according to application needs.  

This paper is structured in four more sessions. Section 2 introduces some related 
works on which we have relied for the development of the mechanisms. Section 3 is 
divided into two subsections, in which are presented the two mechanisms that have 
been implemented. In Section 4 we present the DiSEN Agency framework. Finally, 
in the conclusions section the contributions and future works are discussed. 

2   Related Works 

This section presents some related works. Some of them, such as ACAI (Agent-
based Context-Aware Infrastructure) [4], CoBrA (Context Broker Architecture) 
[5] and PIÑAS (Platform for Interaction, Naming And Storage)/AllianceWeb [6] 
use the context-awareness approach and have some similarities to ContextP-GSD. 

The idea of agents which maintain local knowledge bases and a central agent that 
would make approval of facts, persistence operations and knowledge sharing was in-
fluenced by a SemantiCore extension that provides a knowledge management process 
for multi-agent systems [7]. SemantiCore is a framework that provides an abstraction 
layer for agent-oriented application development for the Semantic Web [8]. 

3   DiSEN Multi-agent Applications 

The DiSEN environment is still in development and since its conception the idea 
was that it would be mostly an agent-based system [9]. Thus, based on [3], the  
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multi-agent applications – especially ContextP-GSD – described in the following 
subsections were developed. Furthermore, multi-agent systems (MAS) have been 
widely used to implement context-aware systems, due to their ability to make decen-
tralized decisions about the context of the environment. Moreover, the use of agent 
concepts for distributed systems engineering provides several advantages for reduc-
ing complexity, including: autonomy, situatedness and high-level interactions [10]. 
For the implementation of agents, we have been used SemantiCore [8] platform, and 
for ontology manipulation we have been used Jena Ontology API [11]. 

3.1   ContextP-GSD 

ContextP-GSD is a mechanism that focuses in sensing events generated by users 
in a virtual environment. Thus, ContextP-GSD’s sensors acquire context informa-
tion from events generated by user's interactions on DiSEN environment. Thereby, 
ContextP-GSD defines context processing as a set of methods and processes that 
are able to perform reasoning by means of derivations of environment actions and 
context information as consequences of inference rules. 

 

 

Fig. 1 ContextP-GSD’s multi-agent architecture 

To achieve this goal, ContextP-GSD combines features described on different 
approaches, creating a hybrid one that is focused on GSD challenges. Foremost, 
an ontology – which was called OntoDiSEN – was designed to represent the 
GSD's context information. Therefore, a MAS architecture was planned, to decen-
tralize decision-making, sharing responsibilities among software agents with tasks 
to: (i) acquire context information from events, which are users’ actions; (ii) pers-
ist this context information in the knowledge base (KB) defined by OntoDiSEN, 
(iii) use the context information to infer actions on behalf of participants, enhanc-
ing communication and coordination and (iv) present these actions on the work-
spaces of the participants. The inference is made by means of rules that can be 
customized according to users’ needs, however, limited by the context represented 
in the ontology and actions implemented on DiSEN API.  
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Fig. 1 shows the ContextP-GSD’s architecture, which was designed with five 
agents, each of them responsible for accomplishing a different task: 

• OntologyAgent: acts as a persistence engine, and is the only one that can have 
access to the KB to update context or insert new inferred actions and facts. It is 
concerned with guaranteeing that OntoDiSEN remains consistent. 

• CoordinatorAgent: this agent acts as a manager. It keeps track of the context 
that is being updated and inferred, notifying the interested agents. 

• AwarenessAgent: it is a proactive agent responsible for capturing environment 
events from DiSEN’s event model. In this model are persisted events that 
represent the interactions taking place in users’ workspaces by means of questions 
in the format: what, where, when and who. After querying these questions,  
AwarenessAgent ask these questions for its decision engine, and it notifies  
the CoordinatorAgent that there is a new context to be added. At this time,  
CoordinatorAgent sends the new facts to the OntologyAgent to persist them. 

• InferenceAgent: after having updated the context from the acquisition made 
by AwarenessAgent, InferenceAgent tries to infer actions or new context in-
formation by means of defined inference rules. If something new comes out, it 
notifies CoordinatorAgent that requests OntologyAgent to persist it in the KB. 

• EffectorAgent: it is also a proactive agent that is notified by CoordinatorAgent 
when actions need to be called. EffectorAgent’s decision engine defines which 
method should be called from DiSEN API and then calls it. 

One of the implemented scenarios is defined by a set of time zone rules. These 
consist of logical rules concerned about how participants should be notified when 
they are allocated to a new project, taking into consideration their time zone. Thus, 
knowing the context of each participant, the mechanism is able to decide at 
runtime which and how participants must be notified. Depending on the context of 
each one, ContextP-GSD chooses between sending a synchronous or 
asynchronous message. One of these rules can be seen below. Such rule treats the 
case of a participant who is not present in his/her workspace but is at the same 
time zone as the project. The system should then send a message synchronously 
and asynchronously, ensuring that he/she receives the information. The rule is 
implemented using Jena rule notation. 
 

[timeZone2: (?p od#participatesProject ?r) 
 noValue(?p od#accessWorkspace ?w) 

(?r od#followsTimeZone ?t) (?l od#hasTimeZone ?t)  
(?p od#userIsInLocal ?l) -> 
(od#PopUp od#sendSynchronousMessage ?p) 
(od#Email od#sendAsynchronousMessage ?p) ] 

 
Such application scenario demonstrates the flexibility of the mechanism. New 
rules can be implemented to transform environment context information into envi-
ronment actions, supporting users’ communication and coordination smartly. 
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3.2   DiSEN User Rating 

In order to better exploit multi-agent and ontology reasoning capabilities, it was also 
implemented a prototype of a mechanism for DiSEN to support the allocation of hu-
man resources to software projects. Basically, this is a module for DiSEN that has the 
ability to infer the available users that can be allocated to a particular project, accord-
ing to their knowledge and skills. This mechanism was called DiSEN User Rating. 

As a requirement to achieve the reasoning capability, an agent responsible for 
rating the candidate users (RaterAgent) for a project should have access to the KB. 
Basically, RaterAgent must perform its inference process once it is requested. The 
inference process consists of the following steps: (i) load the inference rules, (ii) 
load the local KB and run the inference engine, (iii) extract the facts from the 
graph returned by the inference engine, and (iv) send the inferred facts to Ontolo-
gyAgent (which is similar to ContextP-GSD’s) so that they may be persisted. 

The inference rule is intended to infer whether a user can be allocated to a 
project, considering if he/she has the required qualifications. Such qualifications 
include the skills and knowledge that a candidate might have. In summary, a user 
U can be allocated to a project P if: (i) status of U is available, (ii) U has all the 
skills and skill levels required for project P, (iii) U has all the knowledge and 
knowledge levels required for project P. A piece of this rule – using SPARQL [12] 
notation – can be seen below: 

 
CONSTRUCT {?u :canBeAllocatedTo ?p} WHERE { 
  ?u :hasResourceStatus :available .  
  ?p :requiresSkill ?r . ?r :isSkillOf ?s .  
  ?r :hasSkillLevel ?l . ?u :hasSkill ?ur . 
  ?ur :isSkillOf ?s . ?ur :hasSkillLevel ?l . 
  FILTER NOT EXISTS { ?p :requiresSkill ?r2 . 
    ?r2 :isSkillOf ?s2 . ?r2 :hasSkillLevel ?l2 . 
    FILTER NOT EXISTS { ?u :hasSkill ?ur2 . 
      ?ur2 :isSkillOf ?k2 . ?ur2 :hasSkillLevel ?l2 . }}} 

4   DiSEN Agency 

DiSEN Agency is a framework to support the development of knowledge-based 
multi-agent systems. It was initially conceived as a refactoring of the reusable 
components of ContextP-GSD and DiSEN User Rating, and later its architecture 
was improved to better support high scalability and performance. 

The central entity of DiSEN Agency’s architecture is the Ontology Agent 
(OA), which was based on ContextP-GSD’s OntologyAgent and ACAI’s System 
Knowledge Base Agent [4]. In general, application agents can be divided into 
three groups: logical agents [13], which use knowledge and inference rules to rea-
son about the domain (e.g. InferenceAgent and RaterAgent); context collector 
agents, which observe the environment via its sensors (e.g. AwarenessAgent); and 
generic application agents (e.g. CoordinatorAgent). There is also possible for a 
logical agent to be a context collector agent, and any application agent is able to 
act upon the environment. A graphical representation of DiSEN Agency’s archi-
tecture is shown in Fig. 2. 



270 H.H.L.C. Monte-Alto et al.
 

The OA is responsible for persisting and publishing the KB in the environment, 
as well as ensuring KB’s consistency. Therefore, OA acts as a broker between the 
application agents and the KB. All modifications in the KB must be performed 
through the OA, by means of requests for persistence and publication of new or 
updated facts. This aims to: (i) avoid problems with concurrent access, (ii) provide 
high level of flexibility and adaptation in the sense that changes in the code that 
handles the persistence become centralized in a single point, and (iii) standardize 
the process so that all logical agents remain with their local instances of the KB up 
to date all the time. 

 

 

Fig. 2 DiSEN Agency’s architecture.  

To justify this design decision, consider a MAS where application agents are 
able to access the semantic repository directly. If multiple agents try to access the 
KB simultaneously and at least one of them wants to do a write operation, it may 
causes a race condition. Such problem can be avoided using some concurrence 
control mechanism, possibly some transactional processing. Although this solution 
alone seems to address the problems, it has some issues. Consider that some logi-
cal agents maintain some local knowledge, so when one agent inserts facts in the 
semantic repository, the other ones would have to update their local KB. Thus, 
without a broker this agent would have to notify or even publish the knowledge to 
the remaining agents. In both cases, it would imply in an increased load over the 
application agents, which may have other tasks to perform and may be located in a 
machine with low computational power. Adopting the OA centralizes such tasks 
into a single entity, removing these responsibilities from the application agents. 
Moreover, only one slice of the KB should be published, since it can be too large 
to be transferred through a network. 

It is desirable for logical agents to maintain partial local copies of the KB, since 
accessing their local memory is faster than querying a remote repository. Moreo-
ver, such a repository can store a large KB, making inference and query operations 
slower. Another issue concerns the fact that an agent is seen as a system user, so it 
is more convenient for it to interact with the persistent model through interfaces 
than dealing with low-level details. The OA takes the role of an interface with the 
repository because persistence operations are made through it. 
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Given the presented justifications, the execution flow for the implemented OA is: 
(i) receive, via one of its sensors, the set of facts that must be persisted, (ii) retrieve 
the KB from the repository, or open a connection to it, (iii) perform three actions, 
each one responsible for persisting the KB according to one of the lists of facts (in-
sert, update and remove), and (iv) publish the facts persisted to all logical agents. 

The maintenance of local KBs by application agents, and the need to publish 
subsets of the central KB lead us to some design issues: (i) how should parts of 
knowledge be extracted by the OA, and (ii) how should an agent merge its KB 
with a new set of facts? The first one can be achieved by means of using an algo-
rithm that extracts parts of knowledge given the application agent’s interest. This 
extraction occurs only when an agent makes a knowledge request to OA. Once an 
agent retrieves knowledge at the beginning of its life cycle, it no longer needs to 
ask OA for knowledge. So this does not imply much additional burden over it. In 
addition, OA’s broadcasting publications always occur in sequence with some 
persistence action. Thus, the sets of facts that have been just persisted are the same 
to be published and, therefore, it would suffice to pass them on. The second issue 
was simply addressed by granting the same actions to manipulate facts – insertion, 
update and removal – used by the OA to all logical agents of the application. 

The ontology consistency checking – or approval of facts – is another important 
issue. Approving the facts according to the KB implies an inference process ap-
plied after an insertion of facts to check if any inconsistency was generated. If in-
consistencies cannot be resolved, the facts to be persisted must be rejected. The 
consistency checking can be done by means of some inference engine. 

5   Conclusions and Future Works 

The geographic dispersion of GSD brings communication difficulties, making it 
harder to spread context information about activities or tasks in which the participants 
are involved. ContextP-GSD is a context processing mechanism, toward to ease users 
communication during their interactions by means of inference rules applied over a 
knowledge-base. The MAS approach makes it more flexible in the sense that each 
agent may be responsible for reasoning and collecting context about different parts of 
the domain and on different hosts in a distributed system. The collaboration between 
agents is also important to provide load balancing and smarter decision-making. 

One of the main differences between ContextP-GSD and the two infrastructures 
ACAI and CoBrA is that the first one is a mechanism with focus on a virtual envi-
ronment whereas the other ones are focused on physical environments. ContextP-
GSD is more similar to ACAI once both distribute context processing among sev-
eral different agents, while CoBrA centralizes it into a single one. The use of on-
tology to represent context distinguishes it from PIÑAS/AllianceWeb, which is an 
infrastructure for a virtual environment of cooperative authoring and uses relation-
al database to represent and store context information. Ontologies have the advan-
tage of defining semantic information (knowledge), which facilitates reasoning 
based on inference rules, which is one of the strengths of ContextP-GSD. 

The implementation of ContextP-GSD brought up some performance and sca-
lability issues, particularly related to how knowledge should be persisted and 
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spread among the various agents in the MAS. Aiming at reuse, DiSEN Agency 
encapsulates a knowledge-based multi-agent architecture that provides solutions 
for these issues, based on some related works [4,7]. Its utilization in the imple-
mentation of DiSEN User Rating – which is not tightly bound to the GSD’s scena-
rio – shows that it is also applicable in many other MAS applications. For exam-
ple, it is possible to use DiSEN Agency on Semantic Web applications, where 
agents might be distributed among Web servers and browsers, as proposed in [8]. 
Agents might be meant to deal with a piece of knowledge bound to a Web page 
(semantic annotation) and possibly keep it synchronized with a centralized KB. 

Another issue, related to the OA performance, is the load that will be assigned 
to it. It should be located properly on the server where the semantic repository is, 
which must have enough computing power to handle all the processing required 
without generating a bottleneck on the MAS. Still, OntoDiSEN could also be 
modularized. In fact our algorithm for extracting subsets of the KB creates an on-
tology module. Our research group is already developing solutions to deal with is-
sues related to the organization of the interfaces between modules. 
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SPAGE: An Action Generation Engine
to Support Spatial Patterns of Interaction
in Multi-agent Simulations

Kavin Preethi Narasimhan

Abstract. Space is a significant resource in human interaction. In this paper, we
analyse the prospects of utilising space as an important resource in agent interac-
tion. To do this, we created a software engine called SPAGE that generates commu-
nicative action signals for an agent based on the current state of the agent and its
environment. These action signals are then evaluated against a set of conditions that
are logically deduced from the literature on human face-to-face interaction. Depend-
ing upon the success or failure outcomes of the evaluation, the agent then receives a
reward or a punitive signal. In either case, the states of both the agent and its envi-
ronment are updated. The ultimate rationale is to maximise the number of rewards
for an agent. SPAGE is incorporated into a simulation platform called the K-space
in order to verify the believability of the action signals, and also to analyse the ef-
fects a sequence of actions can have in giving rise to spatial-orientational patterns
of agent interaction. SPAGE is modular in nature which makes future modifications
or extensions easy.

1 Introduction

Designing social behaviour for robots and avatars is very important in any appli-
cation that involves interaction between humans and the AI agents [5, 25]. In the
past, there have been enormous efforts to make virtual agents express human-like
verbal and/or non-verbal behaviour under different contexts [1, 3, 4, 8, 9]. The im-
plementation in these systems mirror/replicate various elements of real-life social
behavioural cues. However in this paper, we specifically focus on supporting fea-
tures of spatiality in agent interaction (movement, orientation etc). More precisely,
we present the SPAGE system in which we abstract several basic components of
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conventional human interaction and use them to generate different sequences of ac-
tions for virtual agents residing in a simulation platform. The system is implemented
with a view to analyze the effects that a particular sequence of actions can have in
giving rise to spatial-orientational patterns involving two or more agents.

2 Spatial Aspects of Human Face-to-Face Interaction

The way in which human beings manage and use physical space in all their activities
accounts for the organization of their behaviour in social events. Usually, when peo-
ple come together to perform any activity, they collaboratively establish and sustain
a central space over which they jointly assume control for the entire duration of the
activity. Such a spatial structure helps in insulating the ongoing activity from out-
siders and other external disturbances. It is also the space in which the members of
a conversation group have unobstructed access to carry out all their interactional ac-
tivities. Over the years, several people have identified and defined the characteristics
of these shared spaces in various dimensions.

In Goffman’s view, participants of a conversation group tend to place themselves
in a spatial-orientational arrangement such that each of them face inward, encom-
passing a space to which they all have immediate access [6]. Lyman and Scott
defined an Interactional Territory [13] as a distinct social unit that makes implicit
claims of boundary maintenance for the entire duration of an interactional activity
and is constantly affected by parvenus and newcomers. Kendon’s [10] observations
on people’s spatial arrangement in an F-formation system signifies the natural way
in which people tend to position and orient themselves in social encounters. By
doing this, people form a central o-space to which all the participants of a conversa-
tion group have equal, direct and exclusive access. More specifically, an individual’s
transactional segment is the space extending in front of a person that he uses to carry
out any activity [10]. In a typical group activity (e.g. conversation), the central o-
space is formed by an overlap of the individual transactional segments of participant
members which they jointly control and use to carry out the intended activity. The
way in which co-present individuals organize themselves into such a formation also
reflects their involvement with one another [11].

From the observations of Goffman [6], Kendon [10] and Lyman and Scott [13],
it is clearly evident that space is an important resource in conducting human in-
teraction. For practical reasons rendering space as an interactional resource for AI
agents could be very challenging but undoubtedly rewarding. The next section cov-
ers some of the literature that focus on modelling features of spatiality in virtual
agent interactions.

3 Related Work

There has been much effort in the past to model social and communicative behaviour
for virtual agents but only a select few have focused on spatiality as an important as-
pect of agent interaction. For example, the design of social interaction in FreeWalk3
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lays specific emphasis on the importance of spatial, nonverbal signals like body
orientation and position during the course of interaction [15]. However the split
control interface used in FreeWalk3 poses deadlock and inflexibility issues. CADIA
Populus is a social simulation platform that aims at generating believable social be-
haviours in avatars by drawing inspiration from human territorial behaviours during
social interactions [18] but the system is not fully autonomous. The concept of au-
tomating communicative behaviours in avatars based on theories of conversation and
discourse analysis [2] is another interesting approach that makes virtual interaction
more effective in agent-based systems. However, at times the avatar implementation
in [2] permits odd behaviour such as the avatars staring into the void or expressing
repetitive/irrelevant behaviour during the planning phase. This can be a disadvan-
tage, especially, if the avatars are designed to represent the communicative intents of
their users in a virtual world. Some of the other techniques for simulating features of
spatiality in agent-based systems include: an independent agent engine [23], crowd
simulation engines [20], social force model [7], multimodal dialog models [22, 14]
and the concept of steering layers [17, 21]. There have also been extensive efforts
to analyse and design spatial behaviour for robots engaged with human users for
various purposes, in various contexts [12, 16, 24].

4 SPAGE

As a more generic alternate to the works discussed in section 3, we present an action
generation engine called the SPAGE which aims to simulate features of spatiality in
agent-based systems based on the theories discussed in section 2. In the proposed
system, we conceive of virtual agents as communicating with each other by the ex-
change of action signals. The conditions that impact the success or failure outcomes
of these action signals are purely geometrical and derived from basic interaction
rules. Our key motivation therefore, is to analyse the influence of this purely ge-
ometrical part of the success or failure conditions on how agents move and stand
when trying to engage one another.

To begin with, we needed an appropriate simulation platform to verify the believ-
ability of the agents’ actions generated using our system and the effect it can have
in giving rise to an agent structured space arising within the constraints of a math-
ematical space. For this purpose, we created ‘K-space’, a two dimensional spatial
environment in which the agents can move, position and orient themselves based on
the action signals generated by our system. An overhead view of some of the scenes
in the K-space simulation is shown in figure 1.

The action generation engine used in the system is modular in nature. Figure 2
illustrates the overview of the architecture of SPAGE. At any time t, the input to the
system comprises of an agent’s state (Acs) and its environment’s state (Ecs) at that
time t. The information stored in Acs comprises of an agent’s ID and its sensory data
(visual range of 50 pixels, vocal and auditory range of 20 pixels) calculated based on
the agent’s position and orientation in K-space at the time t. Ecs stores information
regarding the individual position and orientation of each and every agent in K-space
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at the time t. Based on this information, the action generation engine in the system
produces a random action signal (e.g. WALK, SPEECH, POINT etc) for an agent
(described in section 4.1). This action signal is then verified by a set of conditions
to result in two possible outcomes: success or failure (described in section 4.2).

4.1 Action Signals

Communication between the agents in K-space happens only by the exchange of
action signals. At any time t in the simulation, one of the following action signals
can be randomly generated for an agent in K-space.

1. SPEECH {Agentinitiator,Agentrecipient} denotes a speech signal that is directed
from Agentinitiator to Agentrecipient

2. HEAR {Agentrecipient ,Agentinitiator} denotes a hear signal that is directed from
Agentrecipient to Agentinitiator

3. LISTEN {Agentrecipient ,Agentinitiator} denotes a listen signal that is directed from
Agentrecipient to Agentinitiator

A key difference between the HEAR and LISTEN signals is that a LISTEN signal
can be randomly generated for any agent at any time irrespective of whether or
not there is a preceding SPEECH signal. A HEAR signal on the other hand, can
be generated only when there is a corresponding SPEECH signal on the timeline
of actions. An example in the real-life setting would be “I listened outside the
window, but I couldn’t hear what was being said.”

Fig. 1 Figures 1 (a), (b), (c) and (d) show an overhead view of the different spatial configu-
rations in K-space resulting from the individual position and orientation of agents
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4. POINT {Agentinitiator,Agentrecipient ,Location(xp,yp)} denotes a point signal
that is directed from Agentinitiator to Agentrecipient ,wherein Agentinitiator points
Agentrecipient to look at the Location(xp,yp) in K-space

5. LOOK {Agentrecipient ,Agentinitiator,Location(xp,yp)} denotes a look signal that
is directed from Agentrecipient to Agentinitiator, wherein Agentrecipient looks at the
Location(xp,yp) pointed by Agentinitiator

6. WALK {Location(xo,yo),Location(xd,yd)} denotes a walk signal from a point
(xo,yo) to another point (xd ,yd) in K-space

7. STAND Location(xd,yd) denotes a stand signal which means to remain station-
ary at Location(xd,yd) in K-space

8. TURN {Directionn} denotes a turn signal which means turn to Directionn from
an agent’s current orientation in K-space

The first three actions (1, 2 & 3) concern agent communication, the middle two
actions (4 & 5) concern agent gestures and the last three actions (6, 7 & 8) concern
the movement of agents in K-space. The action generation engine in the system
produces different action signals for different agents at different times. Every time
we run the simulation, this non-deterministic approach results in different sequences
of action signals for the agents.

Fig. 2 System architecture of the action generation engine

4.2 Conditions for Evaluating Success or Failure of Action
Signals

Every action signal generated by the system is subject to evaluation by a set of
conditions that can result in two outcomes: success or failure. If an action signal
succeeds by satisfying the respective conditions, the agent will get a reward or if an
action signal fails, the agent will get a punishment. The ultimate aim is to maximise
the number of rewards for an agent which eventually leads to having realistic se-
quences of actions for the agents in K-space. These conditions are derived from the
literature on human face-to-face interactions [6, 10, 13].
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Successful application of the SPEECH, HEAR and LISTEN action signals for
agents will depend on satisfaction of the following conditions:

1. Condition 1: The auditory and vocal sensory data of Agentinitiator and
Agentrecipient should be in overlapping ranges. That is, [auditory and vocal range
of Agentinitiator] - [auditory and vocal range of Agentrecipient] ≤ 20 pixels. The
20 pixels value for the auditory and vocal range is an arbitrary choice made with
respect to the total size of the K-space simulation platform.

2. Condition 2: Agentinitiator and Agentrecipient should face each other. That is,
[Direction(Agentrecipient) - Direction(Agentinitiator)] ≤ 60°. This is because while
standing people can usually cover a visual range of 60°on either side of their
current orientation without having to turn their body (derived from Kendon’s
F-formation criteria [10]).

Successful application of the POINT and LOOK action signals for agents should
satisfy conditions 1 & 2 (mentioned above) along with the following condition:

3. Condition 3: Location(xp,yp) should be visible to both Agentinitiator and
Agentrecipient . That is, Location(xp,yp) should be within a 50 pixel radius of
Agentinitiator and Agentrecipient . Again, the 50 pixels value for the visual range is
an arbitrary choice made with respect to the total size of the K-space simulation
platform.

Successful application of the WALK and STAND action signals for agents will
depend on satisfaction of the following condition:

4. Condition 4: There should be no obstacle or agent in Location(xd,yd). That is,
if Z is a set that contains the individual location of all the agents and elements in
K-space (set can be retrieved from Ecs) and D is the target Location(xd,yd), then
D /∈ Z. This is to avoid collision between two agents.

Successful application of the TURN action signal for agents should satisfy the
following condition:

5. Condition 6: At any time t, an agent can practically turn only 60°to the left or
right from its current position in K-space. That is, Directionn = current orienta-
tion of the agent ± 60°. This is because while standing people can usually cover
a visual range of 60°on either side of their current orientation without having to
turn their body (derived from Kendon’s F-formation criteria [10]).

Once an action signal generated for a particular agent is evaluated using the afore-
mentioned conditions, irrespective of the success or failure outcomes, the agent’s
state and its environment’s state are respectively updated to the new states Ans and
Ens.

5 Conclusion and Future Work

The work presented in this paper is an introduction to the SPAGE system and we
intend to improve it in various ways. Firstly, we have to evaluate the system and
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the actions generated. We are particularly interested in looking at whether or not
the formations that emerge from the low-level action signals generated by our sys-
tem resemble meaningful spatial configurations like Kendon’s F-formation system
[10]. The outcome of the evaluation could be yes or no. It would be a discovery
either way: If we get F-formations, we can say that F-formations emerge from low-
level action signals, and if we don’t get F-formations, we can say that higher-level
behavioural mechanisms should be incorporated into the system. By doing the eval-
uation we also aim to find the relationship between the sequences of actions and the
resulting interactions. This can be done by using an appropriate machine learning
algorithm on the data generated by running the K-space simulation several times.
Finally, we plan to incorporate the system into an appropriate virtual character an-
imation platform and make suitable software and hardware extensions to support
real-time human agent interaction. Due to its modular nature, it will be easy to
extend the functionalities of the system.
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A Multi-agent Recommender System 

A. Jorge Morais, Eugénio Oliveira, and Alípio Mário Jorge* 

Abstract. The large amount of pages in Websites is a problem for users who 
waste time looking for the information they really want. Knowledge about users’ 
previous visits may provide patterns that allow the customization of the Website. 
This concept is known as Adaptive Website: a Website that adapts itself for the 
purpose of improving the user's experience. Some Web Mining algorithms have 
been proposed for adapting a Website. In this paper, a recommender system using 
agents with two different algorithms (associative rules and collaborative filtering) 
is described. Both algorithms are incremental and work with binary data. Results 
show that this multi-agent approach combining different algorithms is capable of 
improving user's satisfaction. 

1   Introduction 

Nowadays, most organizations have a Website, in order to easily deliver informa-
tion to the general audience. When the size of the Website grows to a significant 
number of WebPages, the difficulty for users to find what they want also grows. 
This led organizations to become more concerned with the problem of organizing 
all the information efficiently, so that it may be easy to find every product or in-
formation a user is searching. 

Dealing with large datasets is also the motivation for the area of Data Mining 
and Knowledge Discovery [1], which takes advantage of the large quantity of data 
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from previous transactions that are kept in organizations, finding useful informa-
tion that is not easily visible. Considering the large number of pages in the Web, it 
became natural to apply this concept to the Web scope, resulting in the new area 
of Web Mining [2][3]. 

The problem of Web adaptation is not new. Recommender systems [3] have 
had several improvements over the last decade. One of the current solutions that 
are being proposed for this problem is using autonomous agents. Multi-Agent Sys-
tems [4] is a research area that has been in great development over the last decade, 
and has some particular characteristics that fit in this problem. In fact, it was al-
ready proposed to use a multi-agent approach, because of its flexibility and its ca-
pability of dynamic adaptation to the Web applications needs [5]. Moreover, 
Multi-Agent Systems are already used for automatic retrieval and update of in-
formation in Websites [6]. An architecture proposal of a recommender system  
using this approach was already proposed in [7]. 

In this paper we present a multi-agent approach for Web adaptation, where dif-
ferent incremental algorithms based on binary data produce item-based recom-
mendations and make bids to provide the next set of recommendations to the user. 
Agents are cooperative in the sense they base their bids on client’s satisfaction in-
stead of their own revenue and they share the same data. However, their results are 
not combined in order to provide recommendations. Our goal is to show that this 
approach is able to achieve better results than the individual algorithms. 

The remaining of the paper starts by presenting previous approaches and appli-
cations in the area of recommender systems and multi-agent systems, followed by 
the description of our approach. The results of the tests with four datasets, and 
some conclusions and future work complete the paper. 

2   Previous Approaches and Applications 

A global vision on adaptive Web sites based on user interaction analysis is given 
in [8]. In fact, only less ambitious approaches were proposed, such as reorganiza-
tion of the Website [9], use of recommendations in the pages [10], automatic cate-
gorization of user actions [11], or seek of relevant Web sequence paths using 
Markov models [12]. 

Recommendation systems include the combination of clustering with nearest 
neighbour algorithms [13], Markov chains and clustering [14], association rules 
[15], and collaborative and content-based filtering [16]. Web dynamics has been 
controlled, for instance, by efficient incremental discovery of sequential Web us-
age patterns [17], and on-line discovery of association rules [18]. Data-driven 
categorization of Website usability may be done by typical usage patterns visuali-
zation [11] or with objective metrics [19]. 

Some platforms, like WebWatcher, use previous users’ knowledge to recommend 
links [20]. AVANTI implements an adaptive presentation based on a model  
constructed from user actions [21]. WUM infers a tree structure from log records 
enabling experts to find patterns with predefined characteristics [22]. In [23] it was 
proposed an integrated tool (HDM) to discover access patterns and association rules 
from log records in order to automatically modify hypertext organization. 
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In [5] a multi-agent platform was proposed for personalization of Web-based 
systems, given the flexibility of this approach and its dynamic adaptation to Web-
site needs. Multi-agent approaches for developing complex systems, like Web  
adaptation, were defended in [24]. Intelligent agents may also be an important 
contribution for autonomic computing [25]. Such systems main characteristics are 
being complex systems with self-administration, self-validation, self-adjustment 
and self-correction. Web adaptation systems should also have these characteris-
tics, because Website environment dynamics requires either a high degree of sys-
tem automation or high allocation of human resources. Another important usage of 
multi-agent systems in this issue is the automatic collection and actualization of 
information in Websites [6]. 

In [7] it was presented an implemented web adaption platform [26] that was the 
basis for this work, with the posterior adaptations to our special needs. An implemen-
tation of collaborative filtering using an incremental approach was presented in [27].  

3   Multi-agent Approach 

The multi-agent system recommender was implemented taking into account that 
agents should answer rapidly to any request from another agent and prepare in ad-
vance for the next request, and tasks that involve a large amount of time (like up-
dating the model) should not interfere with the performance of the system. 

Two recommender agents were created. The first one generates single-condition 
association rules and the second one uses a collaborative filtering algorithm. Since 
recommendations are meant to be fast in order to keep users interest and taking into 
account that each new response updates the recommendation models, these incre-
mental approaches must be able to deliver a set of recommendation in a very small 
amount of time. 

Therefore, both algorithms share a matrix nnA × , where n is the number of items 

(Webpages) and each Aaij ∈  registers the total number of co-occurrences of 

items i and j in the same session. The matrix is updated each time a session ends. 
The single-condition association rules agent checks all possible rules ji → , 

where i and j are items, taking into account two values (k number of sessions): 

ii
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Therefore, if a set of n recommendation is requested, the n best recommendations 
according to the confidence that satisfy minimum confidence and support re-
quirements are proposed. 

The collaborative filtering agent uses the same matrix to compute similarity, re-
turning the top n most similar items: 

( )
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Agent biddings are based on an accumulated score for each given item obtained 
from previous ratings – the best N are sorted and if the next selected item was in 
that set it receives a score N-p+1, where p is the ordered position of the item. To 
this score we add the percentage of the overall score to untie equal biddings: 

∑
∈

+=
Itemsi

iitemitemagent Score
Nrequests

ScoreBid *
*#

1
,  

The multi-agent approach was implemented in Java, using the JADE platform 
[28]. The communication with the browser is implemented using AJAX [29], us-
ing XMLHTTPRequest interface, so that the user can consult the Web page with-
out losing interest. The interaction between the user and the recommender system 
is presented in figure 1, and the architecture of the latter is shown in figure 2. Cli-
ent agents behaviour is shown in figure 3, while the behaviour of recommender 
agents is shown in figure 4. 
 

 

Fig. 1 Interaction with the recommender 
system. 

 

Fig. 2 Multi-agent recommender system  
architecture. 

 

// created for each client 
while not end of session { 
  receives request from server 
  sends request to recommenders 
  waits for responses 
  determines winner 
  sends results to providers 
} 
updates knowledge base 
destroys itself 

 

receives request from client 
sends bid to client 
builds recommendation set 
if wins bid 
  sends recommendations 
  //directly to GatewayAgent 
updates knowledge base 
sends results to provider 
determines winner 
sends results to provider 

 
Fig. 3 Client agents behaviour 

 

Fig. 4 Recommender agents behaviour  

 

4   Experimental Results 

Experiments were undertaken offline and focused on four datasets (obtained from 
real Web data records). Each time recommendations are made we consider: 

 

a. No item was followed (discarded, no implicit knowledge – end of session). 
b. The set of recommendations was empty. 
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c. An item not in the recommendation set was followed. 
d. One of the recommendations was followed. 

For evaluation of performance there are several metrics. Since the algorithms are 
incremental, which means we do not have a fix split for train and test sets, the 
evaluation that fits better to our case is a per-user variant, where predictions are 
computed and the ranking metrics are calculated for each recommendation, and 
the average over all recommendations gives the final value [31]. 

There are two measures that we will use for evaluating recommendation: preci-
sion and recall [32]. Precision is the ratio of relevant items selected to number of 
items selected – it represents the probability that a selected item is relevant. Recall 
is the ratio of relevant items selected to total number of relevant items available. 
In our case, precision and recall are given by the following formulas (given N rec-
ommendations, and considering b, c and d of the list of possible situations above): 

dcb

d
Recall

###

#

++
=

           dcb

d

N
Recall

N
Precision

###

#11

++
==

 

This measure is also applied to the recommendation system, which combines 
agents’ algorithms. When the recommendation set is incomplete or inexistent  
(because it is the first time the item appears, so there are no correlations yet), the 
system completes it with the most popular items. In figures 5a-d we can see the 
distribution of session’s sizes and in table 1 the main characteristics of the data-
sets. In table 2, we present the results, for N=1 to 10 number of recommendations, 
with the evaluation metrics (EM) Recall (R) and Precision (P) for association rules 
(AR), collaborative filtering (CF), and for the winners (W) of the auctions. The 
best results between AR and CF are boldface, and when the mutli-agent recom-
mender system is better than both algorithms it is also boldface. 

 

  

Fig. 5a e-com sessions size distribution  
 

Fig. 5b e-gov sessions size distribution  
 

  

Fig. 5c pe100 sessions size distribution  Fig. 5d pe200 sessions size distribution  
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Table 1 Datasets characteristics.  

Dataset #items # records #sessions #records/#session #records/#items 

e-com 335 1409 413 3.411622 4.20597 

e-gov 133 4047 1244 3.253215 30.42857 

pe100 100 6070 803 7.559153 60.7 

pe200 200 2042 200 10.21 10.21 

Table 2 Results for e-com 

 

5   Discussion and Future Work 

Looking at the characteristics of the datasets, we can see that in the e-com and  
e-gov association rules algorithm (AR) has better results, while in pe100 collabo-
rative filtering (CF) is the best. On the other hand, pe200 has 6 recommendation 
sizes where AR is better and 4 where CF is better. A possible explanation for AR 
success in the first two datasets is that in both cases, the percentages of 2-items 
sessions are around 50% (49.39% for e-com and 50.32% for e-gov), while in the 
others those values are below 25%. 

Analysing the results, we can observe that in e-gov and pe200 datasets the 
multi-agent recommender system (MARS) outperforms the individual algorithms 
AR and CF. In pe100, the two cases where that does not happen the differences to 
the recall value for the best of the individual algorithms are 0.02% and 0.05%. 
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The only dissonant case is the e-gov dataset, where the MARS is better only 
once, for N=4. For N=1, we have the highest difference to the best individual al-
gorithm (AR), 0.71%, while all the other differences vary from 0.07% to 0.32%. 

As we can observe, the MARS is able to outperform the individual algorithms 
in most cases. In the other cases, the results have less than 1% recall difference to 
the best of the individual algorithms. 

As future work, we will perform an in-depth analysis of the e-gov dataset to 
discover what characteristics are beyond its performance behaviour and we will 
study new improvements to the MARS in order to improve its results. 

Acknowledgements. This work was funded by Fundação para a Ciência e a Tecnologia, 
Ref. SFRH/BD/27571/2006. 
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SGP: Security by Guaranty Protocol  
for Ambient Intelligence Based Multi Agent 
Systems 

Nardjes Bouchemal and Ramdane Maamri*  

Abstract. Ambient intelligence (AmI) is an emerging multidisciplinary area based 
on ubiquitous computing, ubiquitous communication and intelligent user interface. 
AmI promises a world where people are surrounded by intelligent interfaces 
merged in daily life objects. However, the development of AmI systems is com-
plex, and needs robust technologies that respond to AmI requirements such as au-
tonomy, adaptability and context aware. One of the most prevalent alternatives is 
Multi Agent System (MAS) which can bring most of suitable characteristics. Yet, 
the success of AmI based MAS will depend on how secure it can be made. This 
paper presents an approach for AmI based MAS security, where each agent 
represents an object or a user. The set of agents is called group, and each one has a 
specific agent called representant. The key idea is based on encryption keys and 
guaranty. Members of same group share a Common Public Key (CPK), and to 
communicate with representant they share a Communication Key (Ck). Further-
more, if a new agent wants to communicate with the group, at least one agent be-
longing to this group must know it. This agent is called Guarantor Agent. The aim 
is to ensure that sensitive data and messages circulated among agents remain  
private and only trusted agents can access. 

Keywords: Ambient Intelligence, Multi Agent Systems, Security. 

1   Introduction 

An environment endowed with ambient intelligence is capable to analyze its con-
texts, adapt itself to the presence of people and objects residing in it, learn from 
their behavior and recognize express emotion [1,21].  
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For these reasons, the development of AmI environment needs robust technolo-
gies that respond to AmI necessities such as autonomy, adaptability and context 
aware [5, 7].  

On the other hand, agents have a set of characteristics such as autonomy, rea-
soning, reactivity, social abilities, pro-activity, mobility, organization, etc., which 
allow them to cover several needs for AmI environments.  

Agent and multi-agent systems have been successfully applied to several AmI 
scenarios such as education, culture, entertainment, medicine, robotics, home [2, 
15, 16, 18]. An agent can be defined as a computational system situated in an en-
vironment and is able to act autonomously in this environment, to achieve its de-
sign goals [8].  

Several systems already exist we mention ALZheimer multi-agent system 
(ALZ-MAS) [6, 10] and Telemonitoring Homecare [3].  

But, the success of these systems will depend on how secure it can be made, 
how privacy [19, 20] and other rights of individuals can be protected.  

This article addresses security issues and presents an approach to guaranty that 
only trusted agents/users can communicate with AmI based MAS. In section 2 we 
present some related work on protection of MAS and we discuss the need of new 
robust protection approaches. Section 3 presents our proposition based on a Gua-
rantor Agent and cryptography keys. In section 4 we present some implementation 
issues using Jade for agents and AES algorithm for encryption keys.  Finally, a 
conclusion summarizes the paper and future works. 

2   Related Work 

We mention in this section some approaches to protect classical MAS, then we dis-
cuss the need of more powerful mechanisms which response to AmI requirements. 

2.1   Static Mutual Protection 

Mana et al. in [13], proposed an approach to protect a society of collaborating 
agents, by making every agent collaborate with one or more remote agents run-
ning in different hosts. These agents act as secure coprocessors for the first one. 
Likewise, these agents are in turn protected by other agents.  

2.2   Dynamic Mutual Protection 

Mana et al. in [12] proposed a new strategy called Dynamic Mutual Protection 
where each agent is able to execute arbitrary code sections on behalf of other 
agents in the society. Each agent includes a public part, an encrypted private part 
and a specific virtual machine.  

2.3   Trusted Computing Platform 

Trusted Computing Platforms take the advantage of the use of a hardware element 
in order to provide a secure environment. These hardware elements are called 
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TPM (Trusted Platform Modules) [14]. It is not easy to apply it in ubiquitous envi-
ronments, where there is a high level of device heterogeneity due to the different 
physical requirements of these devices. 

For the provision of appropriate security in the context of multi agent systems, 
it is not enough that agent platform provides a set of standard security mechanisms 
such as sandboxing, encryption and digital signatures [9, 13]. But the most inter-
esting question to ask is: “in what way does AmI make a difference to security in 
this setting”? [11, 20]. AmI environments present new challenges such as energy 
devices management, devices physical theft or alteration, and identity stealing. 
Furthermore, users move to a free and arbitrary leaving or joining the group at any 
time. 

Moreover, agents embedded in AmI devices have limited capacities because of 
energy problems of devices, so we mustn’t endow agents with complex cryptogra-
phy concepts or historic data.  

3   Security by Guaranty Protocol 

In this section we present our approach to protect AmI based MAS environment. 
First, we present principal departure points, and then we summarize the protocol.   

3.1   Presentation 

We consider an AmI based MAS system, where each agent is embedded in a  
device, and represents an object and/or a user.   
 

1. Agents are fixed into mobile devices and the set of these agents is called 
Group. 

2. Each group has a specific and trust agent called representant.  Its goal is the 
management of group members: joining and/or leaving, moving elsewhere 
then rejoining the same group, verifing integrity and trust of an element by 
checking its identity and/or asking other representants. 

3. Group representant has the instantly list of all agents of group and the 
instantly list of representant of adjacent groups. 

4. An agent can belong to two groups at once, or more.  
5. Agents belonging to the same group know each other and cooperate to 

complete various tasks.  
6. All members of the group have communication keys (Cki for an agent i) to 

establish secure channels with the representant. Cki are frequently changed by 
the representant. 

7. All members of the group share a common public key, called CPK (Common 
Public Key) and known only by group members, to communicate with 
privacy. If we have several groups, each one must possed a CPK different 
from other. CPK is frequently changed by the representant. 

8. Each agent has a unique identification (ID), the list of all agents’ identities of 
the group (LID), and the identity of group representant.  
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3.2   The Protocol 

We summarize the proposal into four points: Initialization of the group, identifica-
tion between agents of the same group, arrival of new agent, departure of an agent 
and departure of a representant. 

Initialization of the Group. Initially, the representant establish a secure channel 
with agents of group, by sending a Communication Key to each agent (Cki to 
agent i). Then, representant sends Cki(CPK) to all members, where CPK is the 
Common Public Key of the group.  

 
 

Rep1 

1 

2 

3

4 

Group1 

Rep4 

Group4
Agent2’

Agent1 

 
 

Fig. 1 Case I. One agent knows Agent2 

Identification between Agents. In figure 1, when we can say that Agent1 from 
group4 knows Agent2’ from group1?  Agent1 belongs to both groups, so it has 
CPK and identity list of both groups. To identify Agent2’, Agent1 sends 
CPK1(ID_Agent1) to Agent2’, who decrypts the message and finds that 
ID_Agent1 belongs to its liste of identity(LID). Agent2’ sends CPK1(ID_Agent2’) 
to Agent1 to confirm its identity.  After that proceeding, Agent1 and Agent2’ 
communicates using CPK1. 

Arrival of a New Agent. In this section we will discuss three cases when an agent 
arrives into a group and request communication. First, at least one agent belonging 
to the group knows the new agent. Secondly, no agent knows the new agent, in 
this case the representant group will ask adjacent groups. Finally, the new agent 
claims that it was to a given group, so the representant must verify. 

At least one agent of the group knows the new agent.  In figure 1, Agent1 be-
longs to group4 and group1, so it knows agents of both systems: (Agent1 Є 
group4 and Agent1 Є group1) and (Agent2’ Є group1). Agent1is called Guaran-
tor Agent and sends a confirmation message about Agent2’ to representant of the 
group.  

Representant verifies that Agent2' is not in its list of malicious agents (where 
Agent2’ has already made unsuccessful demands to group4).  

If Agent1 guaranties Agent2’, and it’s not in malicious agents list, representant 
integrates Agent2’ into the group: 

1. Agent2’ asks for 
communication to Rep4. 

2. Rep4 ask agents of group if 
they know it. 

3. Agent1 responds positively to 
Rep4. 

4. Rep4 verifies and accord to 
Agent2’ its demand. 
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1. It establishes a secure channel by sending a communication key (Ck2’) to 
Agent2’. 

2. It sends a new group key Ck2’ (new_ CPK), and the list of identities of group 
members to Agent2’. 

3. It sends this new key to the other members of the group: Old_CPK 
(New_CPK) and the identity of the new agent: New_CPK (Id_Agent2’).  

An intruder can not access the new key because it does not know the old group 
key and communication key of the new member. 

No agent knows the new agent. If no agent knows the new one, representant 
will ask the representants of adjacent groups (fig.2). If the answer is positive, 
representant will proceed to the integration (previous section); otherwise the  
request of integration is sent to a human administrator. 

 

Fig. 2 Case II:  No agent knows Agent2’, but adjacent groups do 

The new agent claims that it belonged to the group at a given time.  In this case 
the representant will check in its history. If it finds that agent was not in the group, 
it denies the request. If it finds that it really belonged to this group, it proceeds to a 
questionnaire. The goal is to ensure that the agent was not altered or his identity 
was not stolen. We propose some questions such as: What is the creation date of 
the group?  In the date on which you pretend belonging, who was the 
representant? Give me the identity of at least two members belonging to the group 
at that date. Representant changes frequently the questionnaire to avoid the case of 
stealing. 

Departure of an Agent. If an agent leaves the group, representant sends a New 
CPK: Cki (New_CPK) to group members, where Cki is a new communication key 
of an agent i. Agent who left the group cannot obtain new key (New_CPK), 
because it is encrypted with communication keys of remaining members. 

Departure of the representant. If the representant leaves the group, it must 
delegate a trusted agent from the group to replace it and gives it all necessary 
information: communication keys, CPK and the list of members. The new 
representant will in turn change communication keys, CPK, and sends it to all 

 

Group1

Rep1

Group2 

Rep2 

Group3

Rep3

Rep4 

Group4 Rep4 

2

3

4

5

1 1. Agent2’ asks rep1 to communicate. 
2. Rep1 asks Representative Agent of 

adjacent groups. 
3. Representative of adjacent groups  

ask their adjacent groups. 
4. Positive response comes from Rep3  

to Rep2. 
5. Positive response is sent to Rep1  

from Rep2. 
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Fig. 4 Implementation using JADE 

remaining members.  We suggest that representant chooses a member with less 
tasks and more time to stay within the group.  

4   Implementation 

In this section we describe some implementation issues using JADE platform (Ja-
va Agent DEvelopment framework) [4]. We choose to implement the proposed 
encryption keys (CPK, Cki) AES  (Advanced Encryption Standard) encryption al-
gorithm [22]. We use basic AES encryption/decryption functions in Java, because 
agents mustn’t be endowed with complex algorithms. 

Figure 3.a shows how a representant encrypts CPK using Ck1 and sends it to 
Agent1, who receives encrypted data and decrypts it to obtain CPK (fig 3.b).   

byte[] Ck1 = //...secret sequence of  
             // bytes 
byte[] CPK = ... 

 
Cipher c = Cipher.getInstance("AES"); 
SecretKeySpec K = 

  new SecretKeySpec(Ck1, "AES"); 
  c.init(Cipher.ENCRYPT_MODE, K); 
  byte[] encryptedData = 

c.doFinal(CPK); 
// now send encryptedData to     
//Agent1... 

 

byte[]Ck1 = //we know secret! 
byte[] CPK =//...received from rept 

 
Cipher c = Ci-
pher.getInstance("AES"); 

SecretKeySpec K = 
 new SecretKeySpec(CK1, "AES"); 
c.init(Cipher.DECRYPT_MODE, K); 
byte[]data= 

c.doFinal(encryptedData); 
 
// decrypted data is the CPK 

 

Fig. 3a RepAgent sends.                                 Fig. 3b Agent1 receives and decrypts 

We summarize some principles of 
Agents implementation using JADE: 

 

1. We create three containers, every-
one represents a group: main con-
tainer (Groupe1, RepAgent, and 
Agent1), container1 (Groupe2, 
RepAgent1, Agent1 and Agent2) 
and container2 (Groupe3, RepA-
gent2, Agent2 and Agent3) 
(Fig4). 

2. Each container has a representant 
agent. 

3. Main container and container1 
have Agent1 as a common agent. 

4. Container1 and Container2 have 
Agent2 as a common agent.  

 

If Agent3 from container2 wants to 
communicate with Agent1 from 
Main container, RepAgent from 
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Main container asks adjacent groups. A positive response comes from RepAgent2 
(container2), where Agent2 is the guarantor of Agent3, and Agent1 is the guaran-
tor of Agent2.   

5   Conclusion 

The goal of this paper is to present an approach to protect AmI based Multi 
Agents Systems, where a set of agents represents dynamic devices, objects or us-
ers. This set is called group and have a specific agent called representant. 

If a new agent wants to communicate and share data with agents of this group, 
at least one agent belonging to the group must know it. This agent is called Gua-
rantor Agent. Otherwise, the representant of the group contacts adjacent groups, 
and asks them if they know the agent.  

We have detailed the protocol and introduced a set of encryption keys: CPK 
(Common Public Key) known by all members of a group and Cki (Communica-
tion Key for Agent i) sent by the representant to an agent i. Finally, we presented 
an implementation using JADE framework to represent Agents. 

Our ongoing work is focused on how privacy property can be verified in a con-
text of AmI based MAS. Moreover, we would like to simulate our approach with 
an AmI based Multi Agents System platform. 
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Discrete Dynamical System Model  
of Distributed Computing with Embedded 
Partial Order 

Susmit Bagchi* 

Abstract. The traditional models of distributed computing systems employ the 
mathematical formalisms of discrete event dynamical systems along with Petri Nets. 
However, such models are complex to analyze and computationally expensive. 
Interestingly, the evolving distributed computing systems closely resemble the 
discrete dynamical systems. This paper constructs and analyzes the model of 
distributed computing systems by applying mathematical formalisms of the discrete 
dynamical systems. The proposed model embeds the partial ordering of states under 
happened-before relation in the set of globally observable states. The stability of the 
proposed model is analyzed using the first order linear approximation.     

Keywords: distributed computing, partial order, discrete dynamical systems, Petri 
Nets. 

1   Introduction 

The present day distributed computing systems are large scale systems, which are 
difficult to construct, analyze and, control with reliability. The processes in a 
distributed computing system compute with incomplete view of the entire system 
and the processes coordinate by using synchronous or asynchronous messages 
through FIFO or non-FIFO channels [1, 5, 9, 10]. Often, the formal methods are 
employed to construct and analyze distributed computing systems in order to 
understand controllability and observability of the systems. The mathematical 
models are generally used to describe and analyze the dynamic behavior of 
computing systems [2]. Interestingly, the distributed computing systems evolve 
over time and closely resemble the discrete dynamical systems (DDS). In general, 
the dynamic systems are modeled using finite state automata having partially 
observable events coupled with state transitions [4, 15]. However, the observation 
of global predicates in a distributed computing system is NP-complete due to the 
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combinatorial explosion of states of the set of processes. The DDS model is a 
formal mechanism to capture, observe and predict the behaviour of the trajectory 
of an evolvable dynamic system [16]. The advantages of constructing DDS model 
of distributed computing systems are as followings: 

 

● Formal verification of concurrent distributed computing systems. 
● Analyzing the structural and functional stability of the system architecture. 
● Understanding the trajectory of computations of the evolvable distributed systems. 
● Constructing the linear and non-linear models of higher order computing 

systems.  
● Timed DDS model implements logical-clock based distributed computing. 

 

This paper constructs and analyzes the timed DDS model of a large scale distributed 
system. The stability of the system is verified through analysis. It is explained that, 
the timed DDS model embeds reflexive partial order of the states of processes under 
Lamport’s happened-before relation of the traditional model.  The rest of the paper 
is organized as follows. Section 2 explains the DDS model construction of a 
distributed computing system. The analytical comparisons between partial ordering 
of events and states under the happened-before relation in traditional partial ordered 
set (poset) model and DDS model are explained in section 3. The evaluations of 
system stability and fault-tolerance of the model are described in section 4. Section 5 
depicts the related work. Section 6 concludes the paper.     

2   Distributed Computing as DDS  

The dynamical behavour of DDS closely resembles the evolvable large scale 
distributed computing systems. A distributed computing system may have 
infinitely many processes but each of the state transitions can only be finitely 
many [1]. In the logical clock based distributed systems, detection of a global 
predicate is NP-complete and, there exists no bound on the number of processes 
for all valid state transitions. According to finite arrival model, no communication 
protocol can be designed using a defined upper bound on the number of processes 
in a distributed computing system [6, 14]. The space-time diagram of a distributed 
computing is illustrated in Fig. 1. 

 

 

Fig. 1 Standard event-based model of distributed computing. 
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Let, a distributed computing system D is comprised of a set of nodes N = {na : a 
= 1, 2, 3, ….m}. Any failed node nf ∈ N generates a series of faulty events 
represented by {eφ} and the unique halting or terminal state of a node in D is {sφ}. 
The distributed system D is synchronized by a monotonically increasing integer 
clock C, C ∈ I+. The set of events generated by distributed processes is E given 
by, E = (∪a = 1,2,..m Ea)∪{eφ}, where Ea is a series of events generated by node na ∈ 
N. Again, ∀na ∈ N, the internal-states of the node is given by Sa = {sa[x] : 
x∈C}∪{sφ}. Thus, the set of states in D is, SD = ∪a = 1,2,..m Sa. Accordingly, the 
nodes in D periodically converge to a set of the globally observable states given 
by, Sω = ∩ a = 1,2,..m Sa, Sω ≠ φ and, |Sω| ≥ 1. The internal computational outputs at a 
node na ∈ N is a relation Ra, Ra ⊂ (E x C) such that, {φ} ∉ Ra. The intermediate 
local state transitions at any node in D is a function τa, which can be defined as, 
∀na ∈ N, τa : (SD x Ra) → SD. The transition to a stable state is controlled through 
a global transition function T defined on SD at every node in N as, T : SD → SD. 
Hence, a distributed system can be formally represented as D = 〈N, SD, E, T〉. The 
representation of D is illustrated in Fig. 2, where nf is the halting node in D. 

 

 
Fig. 2 Concept of a distributed computing system as DDS. 

 
Let, ƒ = (T°τa) is a non-commutative composition at the node na. Thus, ∃sa[x], 

sa[x+1] ∈ SD and ∃ra = (ej ∈ E, x) ∈ Ra such that, sa[x+1] = ƒ(sa[x], ra). Initially, at x 
= 0, sa[x] = sa[0] be the initial stable internal-state of a node na ∈ N. Let, ∀sa[x] ∈ 
Sω, x = 0, 1, 2, …, the globally observable stable states are, sa[1] = T(sa[0]) and sa[x] 
= Tx(sa[0]). The globally observable transitions can be functionally defined as, 

 

                                                           sa[x]      if sa[x] ∈ Sω 
               ∀ na ∈ N, Tx(sa[0])  =         sa[x-1]   if sa[x] ∉ Sω                 (1) 
                                                           sφ      if T

x-1(sa[0]) = sφ 

 
Hence, the valid execution trajectory of a node na in D at logical clock x is 
represented as, ℘a[x] = 〈sa[k] : k = 0, 1, 2, …x; sa[k] ∈ Sω - {sφ}〉. It is evident 
from the definition of Tx(sa[0]) that, it will restrict the final transition states of the 
nodes in globally observable domain in the system D irrespective of any 
intermediate transitions executed by individual nodes in the system D due to 
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internal (local) computations. The DDS model of distributed computing systems 
allows divergence in trajectories of the nodes due to internal local-computations. 
However, the DDS model implements the deterministic convergence of the 
distributed computation to globally observable stable states.   

3   Comparison between (E, →) and 〈N, SD, E, T〉 

Traditionally, the distributed computing systems are modeled using Lamport’s 
happened-before relation (→) in combination with partially ordered set (poset) 
structure [5, 18]. In this section, the embedding of → and configuring consistent 
cuts in DDS model are explained along with comparison to standard model. 

3.1   Embedding → in DDS Model 

According to standard poset model of distributed computing, (E, →) is a poset of 
distributed events E in D such that, ∀ej, ek ∈ E, either ej → ek or ek → ej. 
Additionally, (E, →) maintains that, ¬((ej → ek)∨(ek → ej)) ⇒ ej||ek. Hence, the (E, 
→) is an event-based poset model of distributed computing system D. On the other 
hand, the DDS model of distributed computing system D employs the dynamic state 
transition structure, where state transitions are induced by the events (i.e. internal 
events, message send events or message receive events). However, the Lamport’s 
happened-before relation is maintained in 〈N, SD, E, T〉. One of the main distinctions 
of DDS model is that, non-commutative composition ƒ at na allows repetitive 
transitions to a stable state at monotonically increasing different clock values in 
special cases during the convergence cycles, while maintaining the relation →. Such 
repetitive states are considered as different timed-states in DDS model by using the 
logical clock (C) values. Thus, ∀sa[x], sa[y], sb[y]∈ SD, and y ∈ C,   

 

(x < y) ⇒ (sa[x] → sa[y]) ⊕ (sa[x] → sb[y]) 
and,                        (2) 

                        ¬((sa[x] → sb[y]) ∨ (sb[y] → sa[x])) ⇒ sa[x]||sb[y] 
 

In Eq. 2, the symbol ⊕ represents XOR operation. Hence, the Lamport’s happened-
before relation is preserved in the DDS model of distributed computing systems. 

3.2   Irreflexive (E, →) and Reflexive (Sω, →) 

In traditional model, the poset of distributed computing systems (E, →) has 
following property, ∀ej ∈ E : ¬(ej → ej). Thus, the happened-before relation 
induces an irreflexive partial order. However, in case of DDS model the non-
commutative composition ƒ induces a reflexive partial order at a node na ∈ N. 
Suppose, a distinct state of a node na is represented by χ ∈ Sω so that, χ = sa[v] for 
some value v∈C. The following can be derived from Eq. 1 for a computational 
output ra = (ej, x)∈ Ra,  
 

             ∃sa[v] ∈ Sω : ((x > v) ∧ (Tx(sa[0]) ∉ Sω)) ⇒ (ƒ(sa[x], ra) = χ)              (3) 
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Thus, for all x > v in the distributed computing system D, sa[x] = χ. However, 
following Eq. 2, (v < x) ⇒ (sa[v] → sa[x]).  Hence, the happened-before relation in 
DDS model is reflexive as, (χ,χ) ∈ →. This proves, (Sω, →) is a reflexive poset 
under non-commutative composition ƒ in D.      

3.3   Consistent Cuts in DDS Model 

In general, in the event-based poset model of a distributed computing system a 
consistent cut is HE ∈ L((E, →)), where L((E, →)) is a lattice such that, ∀ej, ek ∈ 
HE, ej||ek and |HE| = |N|. However, a consistent cut in DDS model is a state-based 
approach where a consistent cut HD ⊆ Sω and |HD| = |N|. In other words, ∃sa[x] ∈ 
HD such that, if sa[x] ∉ Sω or |HD| < |N| then HD is the inconsistent cut in D. 

4   System Stability and Fault-Tolerance 

4.1   Analyzing System Stability  

A distributed system is stable if there exists a global converging state or a set of 
global states in the system under consideration. A monotonic divergence of all the 
nodes of a distributed computing system from the stable state(s) may lead to 
unreliability and instability of the system. Let, a globally observable equilibrium of a 
distributed computing system is sa[β] ∈ Sω for the node na ∈ N of D, β ∈ C. The 
Taylor expansion of T(sa[x]) considering first-order derivative at sa[β] is given by,  

 

T(sa[x]) = T(sa[β]) + (sa[x] – sa[β]).ΔxT(sa[β])              (4)  
 

Where, ΔxT(sa[β]) is the discrete derivative of T in discrete time domain of logical 
clock at β and (sa[x] – sa[β]) represents shortest linear distance between the two 
states in ℘a[x] of the node na. It is clear that, T(sa[x]) represents a discrete 
dynamical system in simple form. However, due to the stable equilibrium of D at 
logical clock β, the drift around β should be converging i.e., ΔxT(sa[β]) < 1. Thus, 
around stability point the predicate P  will hold true in D, where P is represented 
as, P ⇒ ((sa[x+1] = sa[β]) ∧ (T(sa[β]) = sa[β])). As, T(sa[x]) = sa[x+1] hence, at 
sa[β], ΔxT(sa[β]) = 0 for the distributed computing system D. This indicates that 
Taylor expansion (Eq. 4) can be reduced to, T(sa[x]) = T(sa[β]). Deriving further 
following Eq. 1 and P, it can be said that, Tx(sa[0]) = sa[β], x ∈ C. As sa[β] ∈ Sω 

thus, sa[β] is locally observable by all nodes in D. On the other hand, ∃nb ∈ N 
such that, stability point sb[β] ∈ Sω, sb[β] ≠ sa[β] then, nodes na and nb will be 
stable in D following Eq. 1 and Eq. 4, respectively. Hence, the distributed 
computing system D will be highly stable at sa[β], ∀na ∈ N, which is a globally 
observable stability in D. This indicates, the discrete dynamical behaviour of a 
distributed computing system would eventually lead to a globally observable and 
stable consistent state irrespective of any local intermediate state-transitions at the 
nodes. The convergence property of a discrete dynamical system makes a 
distributed computing system model globally stable.    
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4.2   Analyzing Fault Tolerance 

In general, there are two broad classifications of failures of a distributed 
computing system such as, Byzantine failure and non-Byzantine failure. In this 
section, these two are analyzed by considering individual failure models. 

4.2.1   Non-Byzantine Failure Stabilization 

Let, a = h is a halting node at x ∈ C during any arbitrary computation in D. The 
non-Byzantine may either be fail-stop or may generate a series of internal faulty 
events {eφ} without any inter-node communications. As, {φ} ∉ Rh, hence Rh(eφ,y) 
≠ φ for the node nh. So, at y = x+1, y ∈ C, sh[y] ∈ τh. Thus, from Eq. 1, it can be 
said that at nh, either Ty(sh[0]) = sh[x] or Ty(sh[0])  = sφ.  If T

y(sh[0]) = sh[x] is valid 
at the halting node then, it is a fail-stop state of the corresponding failed node. 
Otherwise, at the halting node nh, T

y+1(sh[0]) = Ty(sh[0]) = sφ, where x < y. Hence, 
combining both the conditions, sφ = sh[y]  = sh[x] for nh ∈ N. Now, let D′ is the 
distributed system transformed from D such that, SD′ = (SD - Sh)∪{sφ}, where |SD′| 
= | SD|. Again, the transformed event set of D′ is given by, E ′ = (E – Eh) ∪ {eφ}, 
where |E ′| = |E|. Let, ∃na ∈ N, a ≠ h such that, τa(SD′, Ra) = sa[x] at x ∈ C and sa[y] 
= T(sa[x]). According to Eq. 1, if sa[y] ∈ Sω then, na is stable even after non-
Byzantine failure of nh if sa[y] ≠ sφ. Otherwise, if sa[y] = sφ then na halts at logical 
clock y because, Ty+1(sa[0]) = sφ. On the other hand, if sa[y] ∉ Sω then, sa[y] = 
sa[x]. Thus, the node na will be blocked from further computation due to halting 
node nh if they have mutual dependencies in carrying out distributed computation. 
Hence, ∀na ∈ N, sa[y] = T(sa[x]) will enforce deterministic behaviour in the 
distributed computing system D, where x < y.  

4.2.2    Byzantine Failure Stabilization 

Let, nh ∈ N is a node under Byzantine failure in D at y ∈ C, y ≥ x+1 and, it 
generates a series of {eφ} at y. Thus, the trajectory of nh is ℘h[x]. As {φ} ∉ Rh, 
hence, sh[y] ∈ τh. According to Eq. 1, Ty(sh[0]) = sh[x]. Thus, from the definition 
of trajectory one can derive, sh[y] ∉ ℘h[y]. So, Ty(sh[0]) = sh[x] is a blocking state 
for the corresponding halting node in D if sh[y] ∉ ℘h[y]. Hence, the halting node, 
nh, will be effectively stabilized in trajectory ℘h[x] through the functional 
composition of non-commutative discrete transformations given by (Tοτh) in the 
distributed computing system D.  

5   Related Work 

The characteristics of distributed computing systems resemble the dynamic 
systems. The dynamic model of an asynchronous message-oriented distributed 
system is proposed in [1]. In general, the process model having finite arrival rate is 
employed to design a distributed computing architecture [6, 14]. In the process 
model of distributed systems, the processes communicate using persistent and 
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reliable broadcast semantics [8]. However, it is often not desired to design a 
distributed computing architecture based on such ideal or near to ideal operational 
environments in practice. The distributed consensus mechanisms based upon the 
failure-detectors are explained in [11]. In static systems, the weak failure-detectors 
can be successfully employed [11]. However, the weak failure-detector model 
may not stabilize a dynamic system. In static systems, the leader election in a 
distributed system model assumes synchrony between process speed and message 
communication delays [7]. Hence, such synchronous model would fail in a 
dynamic asynchronous distributed computing environment. In another direction, 
the concurrent computing systems are modeled based on the DDS formalism [2]. 
However, the DDS modeling of a large scale distributed computing system is not 
considered in the construction of the concurrent systems. Researchers have 
proposed to design load balancing mechanisms in distributed systems considering 
the dynamical discrete-time domain in the presence of time delays [3]. Apart from 
dynamic load-balancing in discrete-time, the mechanism does not model the 
overall characteristics of a distributed system as a single entity. The applications 
of DEDS as a tool for modeling and controlling a distributed system are well 
researched [13, 15]. For example, the analysis of stability of any DEDS is 
explained in [4]. The DEDS model is applied to implement distributed diagnosis 
in a distributed computing system [12]. The DEDS model is often used in 
association with timed Petri Nets. The one of the main difficulties of DEDS model 
with timed Petri Nets is the indeterminism of stability of the systems [17]. In 
addition to the existing models, the DDS formalism [16] can be very effective and 
reliable mechanism to design and analyze the characteristics as well as execution 
trajectories of any distributed computing system. The DDS model successfully 
captures the uncertainties of large scale distributed computing systems and can 
serve as a concrete model to design fault-tolerant distributed systems architectures. 

6   Conclusion 

The dynamics of large scale distributed computing systems can be modeled by 
using the formalisms of discrete dynamical systems (DDS). The DDS model of a 
distributed computing system facilitates the analysis and evaluation of overall 
system stability and observability. The global state transition function defined in 
the DDS model of a distributed computing system implements controllability of 
the dynamics of computations. The Lamport’s logical clock based happened-
before relation can be integrated within the DDS model of distributed computing 
systems. However, the happened-before relation and globally observable stable 
states of DDS model induce a reflexive partial order.     
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Evaluation of High Performance Clusters  
in Private Cloud Computing Environments 

J. Gómez, E. Villar, G. Molero, and A. Cama* 

Abstract. In recent years, an increasing number of organizations — including 
universities, research centers, and businesses — have begun to use Cloud Compu-
ting technology as an essential and promising tool for optimizing existing compu-
ting resources and increase their efficiency. Among the most important advantages 
it offers is a scalable and low-cost computing system which is adapted to the needs 
of the client, who only pays for the resources used. On the other hand, the use of 
High Performance Clusters for solving complex problems is increasing. If we uni-
fy both technologies, we will be able to produce flexible, scalable, and low-cost 
High Performance Clusters. This paper analyzes the operation and performance of 
a High Performance Cluster on a Cloud Infrastructure. 

Keywords: Cloud Computing, Cluster, Performance Evaluation, MPI. 

1   Introduction: Cloud and High Performance Computing 

In recent years, Cloud Computing has become the technological benchmark for 
the optimization of organizations use of computing resources, as it allows a signif-
icant increase in their efficiency in comparison to previous solutions [1].  

The general idea on which Cloud Computing is based is providing users, trans-
parently, with the resources of a computer system through a network. Depending 
on the location of the system resources, different topologies are defined – includ-
ing Public Clouds, Private Clouds and Hybrid Clouds [2].   

Cloud Computing refers to the demand for services rendered over the Internet 
as well as the hardware and software that enable the delivery of these services. 
This view is encompassed by the concept of Anything as a Service (XaaS).  
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Assuming that virtually any computing resource can be offered as a service 
through the application of Cloud Computing, today and in practice, the current 
trends in providing services are classified as: Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS) and Software as a Service (SaaS). 

The Infrastructure as a Service (IaaS) model provides users the necessary infra-
structure to use the desired software and execution environment. This infrastruc-
ture, the provision of which is usually the role of virtualization techniques, mainly 
consists of hosting applications and providing the necessary resources in terms of 
computing, connection and storage capacity as a service; it is therefore sometimes 
called HaaS (Hardware as a Service). We can mention, among the most notable 
IaaS solutions, GoGrid [3], Amazon Web Services EC2 [4] and S3 [5], Joyent [6], 
Enomaly´s Elastic Computing Platform [7], Chef [8], Puppet [9], OpenNebula 
[10], Eucalyptus [11], Ubuntu Enterprise Cloud [12], and OpenStack [13]. 

The service rendered is particularly affected by the infrastructure model used. If 
we use a private Cloud, control over services is total; this includes control of 
access, infrastructure and customization. On the other hand, if the model used is a 
public Cloud, the service is owned and controlled by its supplier, thus reducing the 
possibilities for customization and personalization of the service.  

IaaS is mainly aimed at avoiding the underutilization of resources, and the ad-
vantages for users are many: no investment is necessary in the infrastructure, there 
are no operation and maintenance costs – only the cost of actual consumption –
and, moreover, there is no usually a minimum-term contract to use the service.  

Cloud Computing introduces new challenges and opportunities, but creates 
problems of management, resource-planning [14], legality, security, privacy, and 
confidentiality [15]. In the case of public Clouds, systems, applications and per-
sonal data are stored in data centers belonging to third parties, the resources of 
which are shared by multiple users.   

On the other hand, High Performance Computing (HPC) uses supercomputers 
and computer clusters to solve advanced computing problems. At present, the use 
of clusters is the most popular option for the deployment of HPC infrastructures. 
These systems are usually programmed using MPI [16], OpenMP [17], and, addi-
tionally, PGAS languages (Partitioned Global Address Space) such as Unified Pa-
rallel C (UPC) [18]. 

A cluster is a grouping of two or more interconnected computers, referred to as 
nodes, based on any operating system, and which usually operate jointly with the 
aim of solving a problem. The main objective of their implementation is usually to 
expand the functionality of a server or to improve its performance and/or availa-
bility. The disadvantages of clusters are high cost and limited flexibility. 

If we take advantage of the flexibility provided by Cloud Computing to deploy 
High Performance Clusters, we could create flexible clusters that are adaptable to 
our needs at a low cost. This type of hybrid computing environment – called Elas-
tic Cluster – [19], allows us to obtain architectures that support functionalities not 
otherwise available, in a self-adjusting (in size and resources), scalable and fault-
tolerant manner. However, not all are advantages; the creation of a Cloud infra-
structure inherently involves a loss of performance, which must be assessed in  
order to decide whether or not its use is convenient.  
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An abstraction layer is created from the physical infrastructure in order to dep-
loy the virtual machines run in the Cloud (see Figure 1). The virtual machines are 
managed by a virtualization solution such as XEN [20] or KVM [21]. Finally, the 
different virtual machines make up the High Performance Cluster. 

Cloud 
Virtual Machine

Operation System

vCPUvCPU

Virtual Machine

Operation System

vCPUvCPU

Node Controller

...

...Phisical 
Infraestructure

Cluster

Virtual Machine

Operation System

vCPUvCPU

Node ControllerNode Controller Node Controller

...

......
 

Fig. 1 Cluster diagram used by a Cloud infrastructure. 

Related work has been published previously in order to study the Public Cloud 
Computing infrastructures –such as Amazon EC2- performance and suitability for 
High Performance Scientific Computing Clusters [22], as well as to check and op-
timize the overhead introduced, in general, by virtualization techniques [23] (par-
ticularly on the Xen Virtual Machine Monitor). 

This paper analyses the use of Private Cloud Computing Techniques as support 
for the creation of High Performance Clusters. Section 2 shows the process of 
creating the Elastic Cluster, the tools and infrastructures used, etc. Section 3 ana-
lyzes the performance of a physical High Performance Cluster compared with a 
cluster using Cloud Computing. 

2   Testing Environment: Physical Cluster vs. Elastic Cluster 

To analyze the advantages and disadvantages of deploying clusters in a Cloud in-
frastructure, we should analyze, using the same equipment, the performance of a 
physical cluster compared with a Cloud cluster –Elastic Cluster. Table 1 shows the 
characteristics of the physical servers used in conducting the tests. 

Table 1 Technical characteristics of the servers. 

Model CPU Memory Hard Disk Units 

Dell R210 
4 x INTEL XEON 
X340 – 2.40 GHz 

4GB 250 GB HDD 5 

HP DL120 G5 
2 x INTEL XEON 
E3110 – 3.00 GHz

4GB 250 GB HDD 1 
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The following configurations have been created in order to analyze the perfor-
mance of the system: 

• Physical Host Cluster (PHC). The cluster has been created using 5 Dell 
R210 servers with the operating system Ubuntu 10.10 Server. 

• Virtual Machine Cluster (VMC). First, the Cloud infrastructure has 
been established using Ubuntu Enterprise Cloud 10.10 Maverick Meerkat 
as Cloud Computing software solution, which it is known, it is powered 
by Eucalyptus, employing last to date KVM version (qemu-kvm 0.14) as 
virtualization layer on its default configuration. Taking into account Eu-
calyptus architecture, the HP DL120 server has been used as Cloud Con-
troller and 5 Dell R210 servers as Node Controller. After creating the 
Cloud infrastructure, 10 instances of 2 processors have been created to 
form the cluster. Although it is possible to create a different configuration 
in terms of instances (for example, five instances of four processors), the 
results are practically the same.  

 

In both cases, the cluster has a total of 20 processors and the physical infrastruc-
ture is made up of 5 Dell R210 servers. 

For the configuration of the systems, we have used the distribution Ubuntu 
10.10 Maverick Meerkat (2.6.35 linux kernel) in the servers, Ubuntu 10.04 Lucid 
Lynx (2.6.32 linux kernel) in the instances of the virtual machines in the Cloud, 
and MPICH2 1.2.1 for the cluster. 

3   Execution of the Performance Testing 

The objective of the performance testing is to determine how creating the cluster 
in the Cloud infrastructure affects the performance of the system and thus to quan-
tify its influence and evaluate whether it is convenient to apply these technologies 
to HPC application. The following benchmarks have been used to analyze the per-
formances of the PHC and VMC: 

 

• Basic Benchmark. The objective is to analyze the performance of the 
basic elements of the system: filesystem, RAM and processing perfor-
mance. A benchmark has been created in order to measure the perfor-
mance of the filesystem and RAM, while a MPI Benchmark has been 
used to measure the power of the system [24]. 

• NAS Parallel Benchmarks (NPB). The NPB [25] have been developed 
by NASA to study the performance of parallel supercomputers. NPB 
consists of eight benchmarks, each of which focuses on solving problems 
in aerospace engineering, which require great processing power. These 
benchmarks, formed by a set of computational kernels (such as MG, IS, 
FT or CG) and applications (BT, LU or SP), represent the parts with the 
highest computing workload on CFD (Computational Fluid Dynamics) 
simulations used by the NASA to evaluate the current and future  
computers performance taking into account its supercomputation needs. 



Evaluation of High Performance Clusters  309
 

3.1   Basic Benchmark 

In order to measure the performance of the filesystem and RAM, we have compared 
the performance of a physical server with one instance of the Cloud using a C-coded 
benchmark. To make this a 4-core physical Dell R210 Server has been used, used as 
well to instantiate an image on the cloud sharing its hardware characteristics. Results 
for the filesystem test were obtained from a 100Mb-size file sequential read and 
write operation on both physical and virtual machines, while the RAM performance 
test consisted on 1Mb array creation timing, read and written 1000 times. As shown 
in Table 2, the system virtualization causes a 23.3% loss of performance in the  
filesystem and a 1.11% performance in the use of RAM memory. 

Table 2 PHC vs. VMC: RAM and filesystem performance. 

 PHC VMC %
Filesystem 52.87 Mbyte/s 43.22 Mbyte/s 23.3%
RAM 332.63 Mbyte/s 328.86 Mbyte/s 1.11%

 
To measure the processing power of the system in both environments, we have 

run the MPI benchmark, varying the number of processors in the cluster and cal-
culating the efficiency grade of the system in each case.   

Efficiency is usually a value between zero and one that allows us to determine 
the degree of usable processing time that processors employ in solving a problem, 
compared to the effort carried out in communication and synchronization tasks. 
The ideal efficiency of a system is 1, meaning that 100% of the processing time of 
the system is used to solve the problem.  

Figure 2 shows a comparison between the degrees of efficiency of the PHC and 
VMC methods, respectively. Logically, the efficiency for p=1 in the case of VMC 
has been calculated over the efficiency for p=1 in PHC. 

The efficiency results for both PHC and VMC were fairly good; using 20 pro-
cessors, they achieved efficiency ratings of 0.991 and 0.917, respectively. At any 
given time, PHC has a higher efficiency and its performance presents a greater 
stability (smaller mean deviation). 

Specifically, VMC registers an 8.07% loss of performance, which is caused by 
the penalty that the virtualization layer of the Cloud produces. 

A fact to consider is that efficiency sometimes increases in comparison with 
previous execution and can even exceed the ideal value, which is 1. This occurs 
when we introduce a server into the cluster that performs better than the average 
of the previous servers that form the cluster. 
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Fig. 2 PHC vs. VMC: Efficiency. 

3.2   NPB Benchmark 

The NAS Parallel Benchmarks (NPB) were developed by NASA to study the per-
formance of parallel supercomputers. In particular, we will use the LU and SP 
Simulated CFD Application benchmarks. The LU algorithm resolves 3-dimension 
Navier-Stokes equations using finite differences discretization and the lower-
upper matrix decomposition method (LU) whereas SP algorithm does that using 
Beam-Warming factorization to find out the solution on 5x5-sized fully diagonal-
ized Jacobians.  Figure 3 show the results of the execution of the LU and SP 
benchmarks, respectively, in the PHC and VMC environments. The LU bench-
mark is run for 2n processors while the SP benchmark is run for n2 processors. On 
both cases, results of execution are expressed on seconds. 

VMC shows worse performance than PHC. Specifically, the performances in 
running the LU and SP benchmarks in the VMC environment are, respectively, 
27.29% and 19.89% slower. Therefore, the execution of the benchmark presents a 
23.59% average performance penalty. 

The results show a worsening in the performance of the VMC system as the 
number of processes increases. This is logical, as increasing the number of proc-
esses naturally increases the system´s communication load, and differences in per-
formance become more apparent due to the existence of the virtualization layer of 
the Cloud. 

We can observe, from the results obtained in the previous performance tests, 
that creating the cluster in a Cloud environment results in a performance penalty 
of between 8.07% and 23.59%, depending on the degree of parallelization of the 
application.  
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Fig. 3 NPB benchmark results by number of processors in seconds a) LU    b) SP 

4   Conclusions 

Since its inception, the use of Cloud Computing to improve the utilization of com-
puting resources has become widespread. The main characteristic of Cloud Com-
puting is the ability to create powerful systems adapted to the needs of the client, 
at a low cost. At the same time, there is an increasing use of high-performance 
processing systems (HPC) to solve many types of problems. However, the draw-
back of traditional HPC systems is cost. If we unify both technologies, we will be 
able to produce flexible, scalable, and low-cost High Performance Clusters.  

In this paper, we have shown the advantages of creating such HPC systems on a 
Private Cloud Computing Infrastructure based on the nowadays most extended so-
lution, Ubuntu Enterprise Cloud using KVM as virtualization layer. Once the sys-
tem is implemented, we have analyzed its performance in order to compare it with 
a physical cluster that uses the same resources. Different benchmarks have been 
used to analyze the performance of clusters, and they have been applied to a com-
putationally expensive problem, cryptanalysis of hash functions. Although the 
creation of clusters using the Private Cloud Computing infrastructure causes a loss 
of performance due mainly to communication issues and patterns on HPC applica-
tions, this technology, despite showing an affordable overhead, is ideal for imple-
menting high-performance clusters to run applications that require large compu-
ting resources taking advantage of the benefits brought by these technologies.  

Acknowledgements. Spanish Ministry MICINN and Ingenieros Alborada IDI under grant 
TRA2009-0309. 
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Power Conservation in Wired Wireless Networks

John Debenham and Simeon Simoff

Abstract. A joint university / industry collaboration has designed a system for con-
serving power in LTE (Long Term Evolution) wireless networks for mobile devices
such as phones. The solution may be applied to any wireless technology in which all
stations are wired to a backbone (e.g. it may not be applied to an 802.11 mash). This
paper describes the solution method that is based on a distributed multiagent system
in which one agent is associated with each and every station. Extensive simulations
show that the system delivers robust performance: the computational overhead is
within acceptable limits, the solution is stable in the presence of unexpected fluctu-
ations in demand patterns, and scalability is achieved by the agents making decisions
locally.

1 Introduction

In mobile radio networks, over 50% of the total power is consumed by base sta-
tions [6], thus base stations can be targeted for reducing energy consumption. The
Alcatel-Lucent lightRadioTM cube is LTE technology [1] claimed to reduce en-
ergy consumption of mobile networks by up to 50% over current technology. The
lightRadioTM cube is designed to complement or replace the existing large base sta-
tions that currently supply mobile signal. It covers multiple frequency bands and
supports 2G, 3G and LTE networks. Due to its small size, the cube is very easy to
be installed. The cubes support beamforming in both the horizontal and vertical di-
mensions. Alcatel-Lucent claims a capacity improvement of 30% through vertical
beamforming alone [2].
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A joint project between The University of Technology, Sydney and Alcatel Lu-
cent Bell Labs has investigated techniques for power conservation [8]. The solution
derived may be applied to any network in which all stations are wired to a backbone,
and is described in this paper. The solution is based on a distributed multiagent sys-
tem in which one agent is associated with each and every station. The downlink
capacity of the system [4] has been tested in extensive simulations and delivers
robust performance: the computational overhead is within acceptable limits, the so-
lution is stable in the presence of unexpected fluctuations in demand patterns, and
scalability is achieved by the agents making all decisions locally. The system is a
distributed autonomous system in the sense that incapacitating some of the agents
will not prevent those that remain from doing their job.

2 The Generic Network Model

The basic elements of the model are: a set of mobiles, M , (mobile devices), a wired
network of stations, C , and intelligent agents (in a cloud).

A mobile is an abstraction of a handheld device — the set of mobiles at any time is
denoted by M . There are a random number of mobiles that we assume are somehow
randomly distributed in a service region S that is considered as two-dimensional.
The mobiles seek only download capacity from a wireless network of wired stations
distributed in and around S . We assume that for every mobile m ∈M , βop is the
universally acceptable operational bandwidth.

Each station c ∈ C transmits in a radial beam within which it delivers service to
mobiles. A station c’s beam is specified as a pair, (a(c),a(c)), where a(c),a(c) ∈
[0◦,360◦], a(c)< a(c). The angle of c’s beam is: a(c) = a(c)− a(c)≤ amax(c)◦ the
greatest angle that the station is capable of — angles being measured with respect
to an arbitrary, fixed standard direction. The stations are assumed to have on-board
intelligence to manage their beam angle and direction. A stack of stations is also
assumed to intelligently coordinate the beam management of the stations in the
stack.

Each station c ∈ C has range of transmission that is determined by the transmis-
sion power of a station, the angle of its beam, the distance-power gradient, and by
any associated interference. The term range of effective transmission, ρ(c), means
that any mobiles connected to c receive at at least βop bits/s/Hz when interference
effects are ignored. That is, ρ(c) will be determined by: the transmit power of c, c’s
beam angle, the distance-power gradient and the characteristics of c’s antenna.

A station c’s settings are: cg = (Pt(c),a(c),a(c)) where Pt(c) is the transmit
power of station c. The set of settings of a set of stations C is the Cartesian prod-
uct of the settings of the individual stations: ×c∈C cg — let CG denote the set of all
possible sets of settings of the set of stations C .

Given a station c ∈ C at some location l(c), its beam (a(c),a(c)) and its range of
effective transmission ρ(c) determine a segment of a circle centred at c within which
c may service mobiles. This segment consists of a set of points in two-dimensional
space and is called the segment of c; it is specified by s(cg) = (l(c),ρ(c),a(c),a(c)).



Power Conservation in Wired Wireless Networks 315

l(c) can be specified as Cartesian coordinates with respect to some arbitrary origin.
A station’s maximal segment is: s∗(cg) = (l(c),ρ(c),0◦,360◦) where ρ(c) is the
maximal range that c is capable of servicing with an isotropic antenna. We expect
ρ(c)> ρ(c).

For the network to be performing satisfactorily in the service region S : ∀m ∈
M ,∃c ∈ C ·b(m,c)> βop, where b(m,c) is the bandwidth delivered by station c to
mobile device m. If CG ∈ CG is a set of settings for the stations C such that S ⊆
∪c∈C s(cg) then the set of settings CG for C is said to cover S . It is assumed that:
S ⊆ ∪c∈C s(cg) at all times; otherwise additional stations are required to cover S .

3 Topology

Any automatic adjustment of either the power or the beam of a station should ideally
ensure that the adjustment does not jeopardise the signal strength at any mobile.
This poses the problem of how a set of stations is to determine whether or not their
combined segments deliver satisfactory bandwidth to the entire service region. That
is, how are the stations to understand the topology of the space that they are intended
to service?

In this work the question is addressed by providing a finite set of “reference
points” R, R ⊂S , in the service region. A reference point is a point r ∈R is such
that if ∀c ∈ C ,r ∈ s(cg) then c knows the sub-quadrant in which it lies. The idea
being that there are sufficiently many reference points so that if station c reduces
its power then it will know the name of a reference point that it could previously
service but can now no longer do so.

If a station adjusts its power or beam then this may well effect the desirable
power and beam of neighbouring stations. So stations need some understanding of
the concept of ‘neighbourhood’. The set of stations C1(c)g = {c′ ∈ C | ∃r ∈R,r ∈
s(cg)∧ r ∈ s(c′g′)} is the one-hop set of c, and the set of stations C ∗

1 (c)g = {c′ ∈
C | ∃r ∈ R,r ∈ s∗(cg)∧ r ∈ s∗(c′g′)} is the maximal one-hop set of c. The set of
stations C2(c)g = {c′ ∈ C | ∃r ∈R,∃c′′ ∈ C1(c)g,r ∈ s(c′g′)∧ r ∈ s(c′′g′′)} is the two-
hop set of c. In general, the set of stations Cn+1(c)g = {c′ ∈ C | ∃r ∈ R,∃c′′ ∈
Cn(c)g,r ∈ s(c′g′)∧ r ∈ s(c′′g′′)} is the (n+ 1)-hop set of c. If every station has at
least one reference point in its segment for all of its settings then: c ∈ C1(c) and
Cn(c)⊂ Cn+1(c).

4 Agents

Each station c∈C is uniquely associated with an agent, γc ∈Γ , that exists in a cloud.
An agent is responsible for adjusting its station’s power settings and for interacting
with nearby agents.

An agent can make the following adjustments to its station’s settings:

• adjusting (i.e. increasing or decreasing) its transmission power, including:
• turning the station’s transmitter on and off, i.e. putting it in standby mode.
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Each station’s beam angle and direction is managed by its beam management algo-
rithms that we assume are on-board as described generally in Section 2. If a station’s
power is adjusted then we expect this to trigger adjustments to the station’s beam.

Agent Interaction. The only actions that software agents can make is to send and
receive messages. To do this an agent needs an illocutionary communication lan-
guage such as that described in [3]. Those languages typically contain illocutionary
constructs such as “inform” and “propose”. Agent interaction is often called nego-
tiation and hopefully terminates with the participating agents each committing to
perform some action. For cooperative agents with a common goal the situation is
simpler as long as they share both a common utility function and a common method
for evaluating utility. Armed with knowledge of the agents’ utility, an agent γ is
able to propose a set of commitments whose enactment increases utility from its
perspective and from the perspective of the other agents in the negotiation. This is
how the deliberative autonomous agents cooperate in Section 6.

If an autonomous agent is to spontaneously propose to adjust the power of their
station and other nearby stations, it is necessary to ensure that another proposal is not
under way in the same region at the same time. To manage this potential problem we
adopt the following simple “locking” procedure. Suppose that agent γc for station
c wishes to propose that the settings for C1(c) be changed from: C1(c)G ∈ C1(c)G
to: C1(c)G′ ∈ C1(c)G . Agent αc communicates with the agents for stations C2(c) as
follows:

• send message “request lock by c” to all agents in C2(c)
• if all agents in C2(c) respond “accept lock from c” then:

– send message “propose change C1(c)G to: C1(c)G′” to all agents in C1(c)
– when all agents in C1(c) respond “C1(c)G changed to: C1(c)G′” then
· send message “request unlock by c” to all agents in C2(c)
· if all agents in C2(c) respond “accept unlock from c” then done

• else abandon

5 Power Conservation

The power conservation problem is to reduce power consumption in networks with-
out compromising ‘unduly’ the quality of service delivery. It has the following char-
acteristics:

• the network is large — so a centralised algorithm is not feasible — distributed
algorithms are indicated and the issue of stability of the solution must be ad-
dressed,

• the set of mobiles is large, moving and changing rapidly — so there is no virtue in
seeking an optimal solution, rather to try to improve quickly the network settings,
and

• the environment is chaotic and unpredictable — so no solution can guarantee to
maintain ‘good’ network settings all the time.
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To formalise the power conservation problem, given a set of stations C we define a
two-dimensional utility function across the space of the settings of C , CG . U : CG →
R

2
+, the two-dimensional space of positive reals. Given a set of settings CG for a

set of stations C , the first component of U: U1(CG) � ∑c∈C Pν.ι(c), where Pν,ι(c)
is the received power at the “close-in distance”, ν , when c is using an isotropic
antenna. The second component is: U2(CG)� I(CG), where I(CG) is an estimate of
the interference between the stations in C in setting CG. An ordering is defined for
U as follows: suppose U(CG) = (p, i) and U(CG′) = (p′, i′) then: p< p′ →U(CG)>
U(CG′), and (p = p′)∧ (i < i′)→U(CG)> U(CG′). This ordering of R2

+ gives first
priority to saving power, and second priority to reducing interference. These two
priorities are interlinked in that reducing interference, perhaps by narrowing a beam
angle, may then reveal new opportunities for power saving. Further adjusting power
may then lead of adjustment of the beams.

The power conservation problem is: given a set of stations C , and a set of mobiles
M , to find the settings CG∗ for C :

CG∗ = argmax
CG

{U(CG) :

||{m ∈M : ∀c ∈ C ·b(m,c)< βop}|| is minimal}

where ||{m ∈ M : ∀c ∈ C · b(m,c) < βop}|| is the number of mobiles that are re-
ceiving less than βop — hopefully this will be zero. In other words, for all settings
that deliver satisfactory bandwidth, to find the setting with highest utility.

The criterion for a satisfactory solution, ||{m ∈ M : ∀c ∈ C · b(m,c) <
βop}|| is minimal, is not the only suitable criterion.

6 Agent Reasoning

An approach to autonomic network management that was extensively tested on a
variety of problems on 802.11 wireless mesh is described in [7]. Its strength is its
ability to deal quickly with changing circumstances, to improve the network settings
and to exhibit stable performance. [7] does not address the power problem directly
although the essential characteristics of the problems addressed in [7] and the power
problem are so similar that we are compelled to believe that it shows a way to
effective algorithms for the power problem.

Our agents are hybrid agents whose logic consists of two opposing components:

• a reactive component that deals with unexpected problems — in our case this
is limited to a station being overloaded. The reactive logic acts quickly, without
consultation of deliberation, to attempt to deal with station overload.

• a proactive component that aims to achieve the system goal — in our case this is
to move the settings towards G∗ the optimal setting.

where, as is usually the case for autonomous agents, the reactive logic overrides the
proactive logic.
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Reactive Logic. A station is overloaded when it is at, or ‘near’, capacity. When a
station is overloaded it attempts to shed some of its load. This is achieved by reduc-
ing power. Adjusting the beam angle will alter the region of effective transmission
of the station and so may increase interference as well as the level of overload.

If a station acts to reduce its transmit power it may find that some reference points
that it previously covered are no longer covered; we say that such reference points
have been abandoned by the action. The reactive logic repeats the following simple
procedure: while station c with settings cg is overloaded it reduces its transmit power
by one click and for each reference point that c will abandon by this action c sends
an inform message to the agent of each station in the set: {γ : γc ∈ C1(cg)} — those
agents may alyready be aware of the overload siuation via their listening capabiliy
— in any case, if an agent in {γ : γc ∈ C1(cg)} is aware of an overload at c and is
switched off then it switches on, and commences its ‘warm up’ cycle.

Reactive logic is normally expressed as: event-condition-action rules. The above
logic then is:

if observe overload
and not at minimum power

then reduce power by one click
and inform all in {γ : γc ∈ C1(cg)} “overload at c”

if receive “overload at c”
and switched off

then switch on

Proactive Logic. The agent γc for station c desires to change the settings of C1(c)
from: C1(c)G ∈ C1(c)G to: C1(c)G′′ ∈ C1(c)G if γc estimates that: U(C2(c)G′′) >
U(C2(c)G). But agents only adjusts their agent’s power. The general idea is that
agent γc will propose to adjust the power as long as the proposal is expected to
result in a net increase in utility for C2(c). This is the ‘trick’ that ensures stability
[7].

As the adjustment process occurs very quickly we assume that the state of the
mobiles is unchanged during the process. The process then consists of two steps:
first agent γc proposes to adjust the power for stations in C1(c), and second the beam
management algorithms adjust the stations’ beams — when this is all complete the
agents in C1(c) confirm that the change is completed as described in Section 4. For
this process to be (fairly) certain of yielding a net increase in utility for C2(c): (1)
the power adjustment step needs to be significant and, (2) the beam adjustment step
needs to be ‘intelligent’ as we define below. In detail these two steps are:

1. γc proposes to adjust the power settings for stations in C1(c) from C1(c)G to
C1(c)G′ if:

γc estimates that U(C2(c)G′′)> U(C2(c)G), and

U1(C1(c)G)>U1(C1(c)G′)×κ

where κ is a constant, κ > 1, to ensure that the improvement in power consump-
tion is significant, and
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2. the beam management algorithms change the station settings from C2(c)G′ to:
C2(c)G′′ .

This will lead to a net increase in utility for C2(c) if: ||{m ∈M : ∀c ∈ C ·b(m,c)<
βop}|| is not increased. We hypothesise that this should occur if: I(C2(c)G′) ≤
I(C2(c)G′′) which we conveniently adopt as the meaning of intelligent beam
forming.

Adjusting the Power. It remains to discuss how γc will determine G′ that starts the
proactive process in the first step above. If station c reduces its transmit power then
it will in general abandon references points at which it delivers the strongest signal.
So c needs to know which reference points will be abandoned if its transmit power is
reduced by some amount. It uses the reference point calibration settings to do this —
described in Section 3. Suppose reference point r is in the range of station c’s beam.
c accesses the data for r and identifies all of r’s neighbouring stations including c.
For each of these neighbours, c′, c interpolates an estimate of c′’s received power
at r given c′’s actual transmit power, Pt(c′), or Pν,ι(c′). c then identifies the c′ for
which the received power at r is greatest.

Station c now knows the set of reference points at which it delivers maximum
power. Mobiles at those reference points will connect to c given that c has available
capacity. Station c also knows how this set of reference points will change if it,
or any of r’s neighbours, change their power settings. Now stations are connected
to mobiles and not to reference points. The number of mobiles connected to any
station is common knowledge, but we assume that their precise location is known to
no one. We deal with this lack of knowledge as follows: we assume that the mobiles
connected to a station are somehow randomly distributed over the reference points
to which it delivers the strongest signal.

So c now knows which reference points will be abandoned if it reduces power
and the load (i.e. number of mobiles) associated with those reference points. c also
knows which stations could service those potentially abandoned reference points,
and how much additional power they would use to do so. And, given that another
station may have to increase power to service an abandoned reference point it may
mean that yet another station can reduce power.

7 Conclusions

The distributed solution to power management was developed in tandem with sim-
ulation systems that were designed around the characteristics of the Alcatel-Lucent
lightRadioTM cube except the maximum number of mobiles that each cube could
service was reduced to twenty to make the display easier to follow in real time. For
the Alcatel-Lucent lightRadioTM cube the power model is: Pc = 4 ∗Pt + 10, where
Pt is the transmission power, and Pc is power consumed in watts. Pt varies between
2 and 5 watts. amax(c) = 120◦ and δa = 20◦. We believe that the assumptions that
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underly this approach are not unduly restrictive [5]. We are confident that the algo-
rithms described will perform well in the field.
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Risk Assessment Modeling in Grids  
at Component Level: Considering Grid 
Resources as Repairable 

Asif Sangrasi and Karim Djemame* 

Abstract. Service level agreements (SLAs), as formal contractual agreements, in-
crease the confidence level between the End user and the Grid Resource provider, 
as compared to the best effort approach. On the other end, SLAs fall short of as-
sessing the risk in acceptance of the SLA, risk assessment in Grid computing fills 
that gap. The current approaches to risk assessment are based on node level risk 
assessment. This work is differentiated by that it provides risk assessment infor-
mation at the granularity level of components. A risk assessment model at the 
component level based on Non-Homogeneous Poisson Process (NHPP) model is 
proposed. Grid failure data is used for the experimentation at the component level. 
The Grid risk model selection is validated by using a goodness of fit test along 
with graphical approaches. The experimental results provide detailed risk assess-
ment information at the component level which can be used by Grid Resource 
provider to manage and use the Grid resources efficiently. 

Keywords: Risk Assessment, Repairable Grid resources, Probability of Failure. 

1   Introduction   

Grid technologies enabled coordinated resource sharing between distributed re-
sources in dynamic and heterogeneous environments [1, 10, 11]. A good way of 
defining the Grid is presented in [9] using Foster’s three point checklist. 

Service Level Agreements (SLAs) provide an opportunity to improve on the 
deficiencies of the best effort approach and in turn increase the Grids commercial 
uptake [13, 14]. The best effort approach presents with scenarios where the Re-
source provider provides no guarantees for the successful running of a job.  An 
SLA includes the requirements of the End user that the Resource provider agrees 
to deliver. It also specifies the reward or amount that the End user pays to resource 
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provider when the SLA is successfully fulfilled. In case that the SLA is not suc-
cessfully fulfilled by the resource provider, a penalty is paid to the End user [5-8, 
12]. The introduction of SLAs in Grid business transactions provided a means for 
expressing the requirements of End users and the assurances of the resource pro-
viders in terms of QoS. However, resource providers were still skeptical about 
agreeing and fulfilling the SLA due to the probability of failing to fulfilling the 
SLA due to any hardware, software and network failure. The introduction of risk 
brings new opportunities and options for both the End user and the Resource pro-
vider [18-20]. 

Risk is defined as the sum of uncertainty and the outcome (damage) [33].  The 
work in Risk Assessment and Management in Grid computing has been limited to 
the work of [18, 21]. However, these risk assessment efforts were based on the 
node or machine level risk assessment. As a result the risk information is limited 
to node level and the component level risk information is not available to the re-
source provider. As a node may contain a number of components such as memory, 
CPU, software, disk, etc, the failure of node may in turn be a failure of any of 
these components. As a result of this risk assessment at the component level was 
introduced in [22], considering the grid resources as replaceable. 

The contributions of this work are: 
 

• A Non-Homogeneous Poisson Process based risk assessment model, to allow 
risk assessment at the component level. The risk model uses the grid failure da-
ta, once the grid failure data is analyzed, to work out the point estimations of 
the risk model parameters.  

• A goodness of fit test along with the graphical approaches validates the risk 
model selection.  

• A risk model which provides risk estimations for time in future at the granulari-
ty level of components for a number of nodes as required in the SLA, by means 
of the Probability of Failure (PoF). The risk is expressed by the PoF in this 
work. 

The rest of this work is structured as follows: section two describes the related 
work. Section three encompasses the analysis of Grid failure data.  Repairable sys-
tem models along with the goodness of fit tests used in this work for model selec-
tion are discussed in section four. Section five presents the risk model and point 
estimations of the NHPP model parameters. Experimental results along with the 
discussion of the limitations of model are elucidated in Section six. Section seven 
describes the future work and concludes the work. 

2   Related Work 

Assessgrid introduced the concept of risk assessment in Grid Computing, by pro-
viding risk models [18]. The risk modeling framework in Assessgrid is aimed at 
two levels i.e. the provider and the broker level. These probabilistic and possibilis-
tic set of models, at the provider level, provide risk information at the granularity 
level of nodes. These risk models at the provider level are in the same context as 
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this work and our past work [22]. The risk assessment models in Assessgrid at the 
resource provider layer provide risk assessment by estimating the risk associated 
with the acceptance of an SLA to a resource provider that has been submitted by 
the End user.  The probabilistic risk models proposed in AssessGrid are based on 
Bayesian models operating on Poisson Processes with parameter estimates on 
Gamma distribution [18, 23].On the other hand the possibilistic modeling in As-
sessGrid is based on the work of Zadeh [16]. In AssessGrid a broker was intro-
duced to search and negotiate with a number of resource providers on behalf of the 
End user [24]. The risk assessment models in the AssessGrid at the resource pro-
vider level do not account for the nature of the data i.e. repairable or replaceable 
unlike the current work and [22]. The risk assessment models at the resource pro-
vider layer in AssessGrid are aimed at the granularity level of nodes, unlike this 
work that is aimed at the granularity level of components. The broker level scena-
rios addressed in AssessGrid are out of scope of this work. 

Risk Assessment in Grids is addressed in [21]; however the work falls short of 
introducing any risk assessment model, the future work intentions in [21] are 
aimed at the node level but not at the granularity level of components. A number 
of scenarios closely related to risk assessment and management in Grids are ad-
dressed in [26-30].The issues mentioned in these works vary from rates of failure 
of resources to usage of distributions to estimate future reliability estimations. 
However none of these address the scenario of risk assessment modeling in Grids 
at the granularity level of components or consider the Grid resources repairable. 

3   Data Analysis 

The risk modeling methodology for this work consists of the steps of data analysis, 
risk modeling and experimentation. The failure data from the Los Alamos National 
Laboratory (LANL) [3] used in this research contains about 23700 failure events. 
The Grid failure data was divided into the categories of Hardware, Software, Facili-
ties, Network, Human and Undetermined. The hardware failure events were further 
subcategorized in CPUs, Memory, Disks, Interconnect, power supply failure events.  
For a set of nodes, failure data was inspected, sorted and transformed to extract the 
time to failure information at granularity level of components. A more detailed anal-
ysis of the failure data is available in our past work [22]. 

4   Repairable Systems 

Repairable systems are categorized according to the repair nature, minimal or per-
fect repair.  Minimal repair brings a failed system back to the condition to which 
the system was just before the failure, also termed as “as bad as old”. Perfect re-
pair or renewal repair brings the failed system back to the perfect condition of as if 
new [15, 2]. In the case of the current scenario the repairable system observes re-
pairs that are of minimal nature. Consequently the system is brought back to the 
state after repair, in which the system was before the failure. 
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One of the potential ways to model the risk at the component level was to use 
the Bayesian reliability however this depends on the estimations of the prior and 
the posterior distributions. For the estimation of the prior distribution, the Mean 
Time to Failure (MTTF) information from the hardware vendors was required, 
which was not available. As a result of it, instead of Bayesian reliability, Poisson 
Process based modeling was utilized to assess the risk in future time at the com-
ponent level. The Poisson Process can have two shapes, i.e. Homogeneous Pois-
son Process (HPP) and Non-homogeneous Poisson Process. HPP accounts for the 
systems that do not change where as NHPP models the systems that improve or 
deteriorate. There are a number of ways by using which it can be determined 
whether the Grid failure data is governed by a HPP or NHPP based model. One set 
of informal approaches are Duane graph and trend plots, however, the interpreta-
tion of these plots is subjective. As a result of which one of the more formal 
Goodness of fit test called the ratio-power transformation and Cramer Von Mises 
Test [15] was used in this work. The interpretation of the variables used in this 
work is as follows. 

t is the time age of the system/component in time units 
θ is the scale parameter of the NHPP model 

 is the parameter of the NHPP model that exhibits system deterioration/ im-
provement 
N is the total number of failure events 

 is the time of current failure 
d is the time in future R t  is the probability of  the component will not fail in time (t,t+d) 
P t  is the probability of the system/component will fail in time (t,t+d) 

The ratio-power transformation is given by R tt  

The Cramer-von Mises test statistic will be given as 112 2 12  

The table of critical values for Cramer-von Mises goodness-of fit test [15] pro-
vides the critical values for  considering the value of M, i.e the number of fail-
ure events. The null hypothesis is. : The failure times of the Grid failure data 
are governed by power law/NHPP Process. The results of the ratio-power trans-
formation and Cramer Von Mises Test, when tested against the Grid Failure data, 
presented in Figure 1 suggest the governance of NHPP based model for most of 
the Grid resources. Consequently we do not reject the null hypothesis and con-
clude that the Grid failure data is governed by NHPP based model. In this work,, 
clusters represented by C; nodes  represented by N and the component name form 
the identity trio for any component and CiNj denote Cluster i and node j. 
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Fig. 1 Goodness of Fit Test 

5   Risk Modeling 

The power law process or non homogeneous poison process has an intensity func-
tion of [20, 15].    

The improvement and the deterioration patterns are effected by β parameter. If  
β =1 the system is reduced to HPP while if β<1 the system is improving and inten-
sity function is decreasing. If β>1 the system is deteriorating and intensity func-
tion is increasing. [15, 25]. The value of θ is directly related to the scale of time 
and is directly related to the time of occurrence of the latest failure event of sys-
tem. Point estimations of β and θ were conducted by using the following equations 
and shown in Table 1. 

The MLE (Maximum Likelihood Estimators) of β and θ for N>0 are equal to 
[15], 

∑ log /  

     
While the conditionally unbiased estimator of β is given by   1 1∑ log /  
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Table 1 The point estimates of the β and θ. 

Component  β  θ Component  β θ 

C2N2Disk 2.812 335072 C2N5Disk 3.818 269970 

C2N2Interconnect 1.793 2970215 C2N5Interconnect 1.261 484473 

C2N2Memory 1.440 1453246 C2N5Memory 2.878 2000693 

C2N2PowerSupply 2.260 1577369 C2N5PowerSupply 1.631 923267 

C2N2Software  0.452 19056 C2N5Software  0.397 752.6256 

C2N2Facilities 0.934 181977 C2N5Facilities 0.929 282989 

C16N09CPU 1.984 1152284 C22N00CPU 1.301 227423 

C16N09Memory 1.511 571665 C22N00Memory 1.040 305681 

C16N09Powersupply 1.793 872349 C22N00Undetermined 0.589 23104 

C16N09Undetermined 3.754 1359911 C22N00Software 1.959 653118 

C16N09Software 4.398 1389167 C22N00Facilities 1.1306 183099 

C23N00CPU 1.055 252069 C16N09CPU 1.3469 776651 

C23N00Memory 0.440 4900.573 C16N09Memory 2.5208 1181907 

C23N00Undetermined 1.023 159887 C16N09Powersupply 1.8322 783943 

C23N00Software 1.058 222043 C16N09Software  2.3564 72985 

C23N00Facilities 0.914 234004 C16N09Software 0.7297 32236 

 
The Probability of Failure Estimation was carried out using the following equa-
tions given below based on [15, 4].  1   

  1  P t 1 e     

6   Experimental Results and Discussion 

The objective of the experiments is to demonstrate the usage of this risk model to 
obtain risk assessment information at the granularity level of components. The ex-
perimental results for different components of the nodes are given in figures 2-6. 
In figures, y-axis represents PoF while x-axis represents time (t) in million mi-
nutes. The figures show that the convergence of the estimated PoF to one in future 
time t varies for all the components. This variation of convergence shows that 
components will fail at different timings in future. For some nodes the component 
CPU or Disk is missing, this due to the nature of the available Grid failure data, 
where there were failures for either the Disk or the CPU component. The figures 
reflect that there is no constant pattern for the estimations of PoF for the individual 
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nodes, either within the same cluster or within different clusters. However there is 
constant pattern shown for the nodes, even the most reliable component within 
these nodes is expected to fail within about 2 million minutes.1 

 

 

Fig. 2 PoF estimations of components of C2N2 against future Time (t) in million minutes  

 

Fig. 3 PoF estimations of components of C2N5 against future Time (t) in million minutes    

 

Fig. 4 PoF estimations of components of C16N09 against future Time (t) in million minutes 

Following are set of assumptions and limitations for this work. 

• It is assumed that the Grid resources are repairable and not replaceable. 
• The Grid failure data should be available, as this risk model utilizes the Grid 

failure data to estimate the risk of failure in future time. 
• The failure of the data should either available at the granularity level of the 

components or it should be possible to extract that information at the granulari-
ty level of components. 

                                                           
1 1 million minutes are approximately equivalent to 694 days. 



328 A. Sangrasi and K. Djemame
 

• The repairable Grid resources after repair come to a working condition close to 
the state before failure but the repair will not change the condition of the re-
source to” like new” condition. That means that the Grid resources are consi-
dered as repairable but not renewal systems. 

• The failures of the components in Grids are not independent and identically dis-
tributed (i.i.d.). 

• The cause-effect relationship or the effects of a failure of a component on 
another component are not considered in this study. 

 

Fig. 5 PoF estimations of components of C22N00 against future Time (t) in million minutes   

 

Fig. 6 PoF estimations of components of C23N00 against future Time (t) in million minutes 

7   Conclusion and Future Work 

Risk Assessment at component level provides more detailed risk information to 
the Grid resource provider. This risk information can be used by the resource pro-
vider to use and schedule the Grid resources more efficiently. The aim of this 
work was to propose risk model at the component level considering resources as 
repairable. Although this model does not take reparability extrinsically neverthe-
less provides risk information about Grid resource failure in future at component 
level by means of PoF. The PoF values of the components show that the PoF val-
ues of the resources do not follow a consistent pattern within and outside the clus-
ters. In our future work, component level risk will be modeled by approaches that 
take reparability extrinsically rather than intrinsically. We will also look towards a 
comparison of the results of this work and our previous work [22] where Grid re-
sources are considered replaceable. 
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R & D Cloud CEIB: Management System
and Knowledge Extraction for Bioimaging
in the Cloud

Jose Maria Salinas, Maria de la Iglesia-Vaya, Luis Marti Bonmati,
Rosa Valenzuela, and Miguel Cazorla

Abstract. The management system and knowledge extraction of bioimaging in the
cloud (R & D Cloud CEIB) which is proposed in this article will use the services of-
fered by the centralization of bioimaging through Valencian Biobank Medical Imag-
ing (GIMC in Spanish) as a basis for managing and extracting knowledge from a
bioimaging bank, providing that knowledge as services with high added value and
expertise to the Electronic Patient History System (HSE), thus bringing the results
of R & D to the patient, improving the quality of the information contained therein.
R & D Cloud CEIB has four general modules: Search engine (SE), manager of clin-
ical trials (GEBID), anonymizer (ANON) and motor knowledge (BIKE). The BIKE
is the central module and through its sub modules analyses and generates knowl-
edge to provide to the HSE through services. The technology used in R & D Cloud
CEIB is completely based on Open Source.

Within the BIKE, we focus on the development of the classifier module (BIKE-
Classifier), which aims to establish a method for the extraction of biomarkers for
bioimaging and subsequent analysis to obtain a classification in bioimaging avail-
able pools following GIMC diagnostic experience.

1 Introduction

The bioimaging has now become one of the most innovative multidisciplinary fields
of medical research given the important role it plays in the diagnosis of diseases.
New needs and improved technology require us to look for the best proposals to
promote diagnostic based on medical imaging with the help of innovative tech-
nologies and signal analysis through optimization of our platforms. That is why,
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among other display systems for medical imaging diagnosis is considered cutting-
edge medical devices, which are due to incorporate advanced analysis techniques to
meet the expectations that society expected of public services. Among others, the
standardization of imaging biomarkers, providing increasing value to aid imaging
by obtaining objective measures to identify, measure and monitor those underlying
pathophysiologic processes not detectable by the observer’s subjectivity .

In Valencian Community, the Health Information System of the Valencian Health
Service (AVS) is a particularly large portfolio that offers an assortment of highly
specialized solutions. The centralization of bioimaging through Valencian Biobank
Medical Imaging (GIMC), will support R & D to the scientific community through
the implementation of logic services and retrieval determined bioimaging sets. For
the exploitation of the valuable information stored in the GIMC, there was designed
a logical bus of R & D services in the cloud based on open source technologies,
which we call R & D Cloud CEIB. This is intended to provide high service ex-
pertise and excellence in biomedical imaging as a portfolio in this area through
service-oriented architecture (SOA) which is being implemented in the AVS within
the project epSOS - Smart Open Services for European Patients to provide the high-
est quality and information of the patient’s clinical history (HSE).

Within R & D Cloud CEIB we can find services that enable data mining on
the information entered from traditional capture devices of medical bioimaging
through the headings of the DICOM [12] standard format; advanced post processing
bioimaging techniques through open source libraries (FSL [1], etc.); and different
tools for the diagnosis, among which is the bioimaging classifier from the optimal
selection of visual biomarkers which will be discussed later on.

The article continues with an overview of the centralized imaging system in AVS
(GIMC) and a short description of the proposed system R & D Cloud CEIB defin-
ing each of the modules to better understand the global system. Then, it comes the
classifier bioimaging, establishing the general features of it. In the last section, con-
clusions and future work will be outlined the main objectives of the system R & D
Cloud CEIB.

2 System Overview

In the field of bioimaging, centralized storage systems are a reference within the
strategic framework of the AVS and the European Community (EuroBioimage, The
Euro-Bioimaging Vision “to provide a clear path of access to imaging technologies
for every biomedical scientist in Europe”), creating a Europe-wide plan for this type
of infrastructure that are harmonized and coordinated among all the nodes involved.

As a result of the creation of GIMC, images from patients from the entire popu-
lation of the Valencian Community through archiving systems and departmental im-
age transmission (PACS) will form the basis of knowledge of the future community
science in our society through R & D services that are presented. The architecture
defined in the R & D Cloud CEIB is defined as the following elements: bioimaging
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Fig. 1 Centralized imaging system of AVS.

Fig. 2 Structure of R & D Cloud CEIB

bank, scientific community, search engine, anonymizer, clinical trials manager and
knowledge engine. In the following sections we describe each of those elements.

2.1 Bioimaging Bank (GIMC)

The Valencian Medical Imaging Biobank (GIMC) is the system in charge of central-
ized storage of all the bioimaging of the AVS, having as sources all the bioimaging
generated in different health centres across the Valencian Community through the
synchronized copy of their internal PACS. The GIMC is comprised in three blocks:
The storage system, which manages the optimized storage of all the images col-
lected in DICOM format; the database system, which manages DICOM headers of
images received through a relational database (storage and index); the application
server, which allows abstracting the system of these two previous blocks from an
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application layer that facilitates the management of biobank image information. The
GIMC provides access to all of the AVS corporate applications, such as Orion Clinic
(specialized care management), Abucasis management (primary care) and other ap-
plications through DICOM web access services (WADO). GIMC also forms the
storage basis for the retrieval systems (search engines) implemented in the R & D
Cloud CEIB that enables the provision of indexed image blocks to the knowledge
engines and clinical trial manager.

2.2 Scientific Community (CC)

One of the main goals pursued by the proposed system is to be able to offer to
the scientific community a basis for clinical trials from subsets of images from the
GIMC. Scientific community can make structured requests to the GIMC system
(e.g. 40-50/female/ms/alicante will return a set of images from women from 40-
50 years old with multiple schlrerosis diagnostic from Alicante province) that will
provide to the scientific community tools to manage this information as well as a set
of advanced bioimaging post processing tools.

2.3 Anonymizer (ANON)

In compliance with the Data Protection Law, all images provided from the GIMC
must be provided in an anonymised form, always preserving the anonymization of
the patient information. System allows different types of anonymity, from the alter-
ation of the existing text information in DICOM headers up to image-level defor-
mation of parts that can identify the patient (especially in neuroimaging obtained
by magnetic resonance). This part provides a restricted module, in which the in-
formation needed to reverse the anonymization process is stored, so that, given the
event that specific needs of a trial, if more information is needed of the patient under
study, the system will be able to provide more information about the patient.

2.4 R & D Bioimage Trials Manager System (GEBID)

The R & D bioimage trials manager system is designed to provide to the scien-
tific community a platform to help them to manage information from clinical trials.
The GEBID is based on the implementation of a customized instance of XNAT
[8] (eXtensible Neuroimaging Archive Toolkit). XNAT is an open source platform
designed to facilitate the management of image sets and associated data (assess-
ments, reconstructions and any other information). Initially it is designed to work
with neuroimaging, but the open data model and customizable XML-based tech-
nologies allow to adapt the platform for any type of bioimaging. XNAT follows a
three-tier architecture that includes a data file, an user interface and a middleware
engine. The data file can be incorporated into the platform through different ways,
such as XML files, web forms, DICOM transfers from image capture devices or
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image viewers like Oxiris and so on. Among its most important features are the per-
sonalized safe access to information, quality control processes of data and image
information, classification and storage of data, ability to run custom searches, com-
munication with bioimaging generating systems, programmability of process flows
using scripts (pipelines), the incorporation of intermediate results and conclusions
to the study, recording of all actions taken to control and monitor quality, etc. All
these features make XNAT an ideal platform for the management of clinical trials.

2.5 Bioimaging Knowledge Engine (BIKE)

The knowledge engine of the R & D Cloud CEIB (BIKE) consists of a series of mod-
ules: bioimaging post-processing, defining and quantifying biomarkers aid, study of
DICOM header and bioimaging classifier. We describe this modules in the next
sections.

2.5.1 Module of Bioimaging Post-processing Aid (BIKE-Post-processing)

The digital processing of data obtained by the medical imaging acquire machines is
a field that can extract information which is beyond the simple observation of images
on film or on monitors of the diagnostics services. The digital bioimaging processing
allows to precise the anatomy of the area of study and obtain functional, and even
molecular, information. With this service, the BIKE equips the system with a set of
tools based in open source graphics libraries (FSL) that helps the bioimaging post-
processing in clinical trials through GEBID. These tools may be used individually
or grouped sequentially through process management applications such as LONI
Pipelines. Given the complexity of many of the post-processing techniques required
for the calculation of results, the system will leverage the cloud architecture to en-
hance parallel processing. BIKE-post-processing serves as a basis for all necessary
bioimaging analysis in other modules of BIKE such as bioimaging classifier and the
module of defining and quantifying biomarkers.

2.5.2 Module of Defining and Quantifying Biomarkers (BIKE-Image)

Image biomarkers define objective features extracted from medical images, related
to normal biological processes, diseases or therapeutic responses. In recent years it
has been shown that imaging biomarkers provide useful complementary information
to traditional radiologic diagnosis to establish the presence of a disturbance or in-
jury; to measure biological status; to define its natural history and progress; stratify
the abnormal phenotypes and to evaluate the effects of treatment.

To develop an imaging biomarker it must be performed a series of steps designed
to validate their relationship to the reality studied and checking its reliability, both
clinical and technical. BIKE-Image module provides all the necessary tools to carry
out effectively from simple measurements of size or shape to the implementation
of complex models. This facilitates the definition of proof of concept and mecha-
nism, standardized and optimized acquisition of anatomical images, functional and
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molecular, analysis of data using computer models, adequate visualization of the
results, obtaining appropriate statistical measures, and testing of principle, efficacy
and effectiveness. BIKE-Image module used as the basis for these processes, tools
provided by the BIKE-Post-processing.

2.5.3 Module of Study of DICOM Headers (BIKE-Datamining)

Within the world of medical imaging, DICOM is the standard format used. This for-
mat, file-level, also includes the image information obtained from the radiological
procedure, includes in its header information in text format such as patient demo-
graphic information, clinical information, quality control data of the image, tech-
nical data of the capture device and image type, and many more features. BIKE-
Datamining module provides tools to exploit that information in the DICOM head-
ers for creating dashboards for the analysis of various indicators of quality, radia-
tion, etc. . Using these data, specialized statistical reports can be generated, which
allow the quantification and control of processes, and reporting corporate structured
format using the DICOM-SR.

2.5.4 Bioimaging Classifier Module (BIKE-Classifier)

Starting from the definition of clinical decision support system, an image decision
support system (SADI) is a computer system that provides specific knowledge for
the interpretation of medical imaging for the diagnosis purpose, prognosis, treat-
ment or management processes of care. The features of SADI search may include
findings associated with the diagnosis or prognosis of the patient, therapy plan-
ning and control and operations, quality control of biomedical signals multicenter
biobanks anomalous pattern matching. The use of these systems can enhance the
medical skills in the management of multiple variables in biomedical care processes
and help achieve balance in the health service through the optimal use of resources
and knowledge available.

As experiences in other communities, there is a system of computer-aided diag-
nosis (CAD) for mammography, already implemented in some hospitals in Castilla
La Mancha community, which processes images from mammography generating
the same analysis in which indicate the possible injuries that may exist, thus help-
ing the radiologist in their diagnosis. BIKE includes among its modules the BIKE-
classifier, a classification system that allows multiple classification in a number of
existing diagnostic groups. This classification is based on an optimal selection of
biomarkers and visual characteristics. This selection of biomarkers (Feature Selec-
tion (FS [19])) can be performed using mutual information. FS is a combinatorial
computational complexity problem. FS Methods must be oriented to find subopti-
mal solutions in a feasible number of iterations.

The BIKE-Classifier uses the BIKE-Image to extract biomarkers and other visual
indicators quantified, and the BIKE-Post-processing for the extraction of visual fea-
tures that are not based on biomarkers. This system performs a supervised learning.



R & D Cloud CEIB 337

In supervised classification, models or algorithms are capable of learning from a
set of instances or cases. Each instance is a vector of features labelled with a class
variable. Formally, the problem of supervised classification is to assign a set value of
the variable class to a new instance. A classifier can be viewed as a class assignment
to each of the instances. In the first phase we have a set of training or learning
(for designing the classifier) and another called test or validation (for classification),
these will serve to build a model or rule for classification. In the second phase is the
actual process of classifying objects or samples of the class is unknown to which
they belong.

The methods that have been used so far are: neural networks, Bayesian classifiers,
support vector machines. In our case, we propose the use of the Support Vector
Machines (SVM). The entry of this process is the optimal selection of biomarkers
and visual markers that allow classification into diagnostic groups in the system.

3 Conclusions and Future Work

The GIMC generated within the AVS is an ideal data source for analysing the im-
ages acquired with all bioimaging modalities. The proposed system, R & D Cloud
CEIB, will provide these bioimages available to the community science through dif-
ferent tools like search engine (SE), clinical trials manager (GEBID) and knowledge
engine (BIKE). BIKE provides services to perform data mining activities at the DI-
COM header (BIKE-Datamining), image post-processing (BIKE-Post-processing),
definition and quantification of biomarkers (BIKE-Image) and classification (BIKE-
classifier).

The main goal of R & D Cloud CEIB is that all knowledge acquired in the sys-
tem will be move via web services to HSE to improve patient’s data. The possi-
bility of querying real-time visual analysis and extraction of information through
the bioimaging and get specific reports comparing the experience of the biobank al-
lows much more information available to the doctor, improving quality in patient’s
diagnosis process.

References

1. FSL Group, http://www.fmrib.ox.ac.uk/fsl/
2. Jenkinson, M., Beckmann, C.F., Behrens, T.E.J., Woolrich, M.W., Smith, S.M.: FSL.

NeuroImage (2011) (in press)
3. Woolrich, M.W., Jbabdi, S., Patenaude, B., Chappell, M., Makni, S., Behrens, T., Beck-

mann, C., Jenkinson, M., Smith, S.M.: Bayesian analysis of neuroimaging data in FSL.
NeuroImage 45, S173–S186 (2009)

4. Smith, S.M., Jenkinson, M., Woolrich, M.W., Beckmann, C.F., Behrens, T.E.J.,
Johansen-Berg, H., Bannister, P.R., De Luca, M., Drobnjak, I., Flitney, D.E., Niazy,
R., Saunders, J., Vickers, J., Zhang, Y., De Stefano, N., Brady, J.M., Matthews, P.M.:
Advances in functional and structural MR image analysis and implementation as FSL.
NeuroImage 23(S1), 208–219 (2004)

5. caBIG Community Website, https://cabig.nci.nih.gov/

http://www.fmrib.ox.ac.uk/fsl/
https://cabig.nci.nih.gov/


338 J.M. Salinas et al.

6. Rex, D.E., Ma, J.Q., Toga, A.W.: The LONI Pipeline Processing Environment. Neuroim-
age 19(3), 1033–1048 (2003)

7. Dinov, I.D., Lozev, K., Petrosyan, P., Liu, Z., Eggert, P., Pierce, J., Zamanyan, A.,
Chakrapani, S., Van Horn, J.D., Parker, D.S., Magsipoc, R., Leung, K., Gutman,
B., Woods, R.P., Toga, A.W.: Neuroimaging Study Designs, Computational Analy-
ses and Data Provenance Using the LONI Pipeline. PLoS ONE 5(9), e13070 (2010),
doi:10.1371/journal.pone.0013070

8. XNAT - Open source informatics for biomedical imaging research,
http://www.xnat.org

9. Marcus, D.S., Olsen, T., Ramaratnam, M., Buckner, R.L.: The Extensible Neuroimaging
Archive Toolkit (XNAT): An informatics platform for managing, exploring, and sharing
neuroimaging data. Neuroinformatics 5(1), 11–34 (2007)

10. Manjon, J.V., Marti-Bonmati, L., Robles, M., Celda, B.: Postproceso en Imagen Medica:
morfologia, funcional y molecular

11. Marti Bonmati, L., Alberich-Bayarri, A., Garcia-Marti, G., Sanz Requena, R., Perez
Castillo, C., Carot Sierra, J.M., Manjon Herrera, J.V.: Biomarcadores de imagen, imagen
cuantitativa y bioingenieria. In: Radiologia 2011 (2011)

12. DICOM, http://dicom.nema.org/
13. Downing, G.: Biomarkers Definitions Working Group. Biomarkers and surrogate end-

points. Clin. Pharmacol. Therap. 69, 89–95 (2001)
14. Schuster, D.: The opportunities and challenges of developing imaging biomarkers to

study lung function and disease. Am. J. Respir. Crit. Care Med. 176, 22–30 (2007)
15. Van Beers, B., Cuenod, C.A., Mart-Bonmat, L., Matos, C., Niessen, W., Padhani, A.:

European Society of Radiology Working Group on Imaging Biomarkers. White paper
on Imaging Biomarkers. Insights Imaging. 1, 42–45 (2010)

16. Campbell, C.: Kernel methods: a survey of current techniques. Neurocomputing 48, 63–
84 (2002)

17. Mavroforakis, M.E., Georgiou, H.V., Dimitropoulos, N., Cavouras, D., Theodoridis, S.:
Mammographic masses characterization based on localized texture and dataset frac-
tal analysis using linear, neural and support vector machine classifiers. Artif Intell
Med. 37(2), 145–162 (2006)

18. Siuly, Li, Y., Wen, P.P.: Clustering technique-based least square support vector machine
for EEG signal classification. Comput Methods Programs Biomed. 104(3), 358–372
(2011)

19. Bonev, B., Escolano, F., Cazorla, M.: Feature selection, mutual information, and the
classification of high-dimensional patterns: Applications to image classification and mi-
croarray data analysis. Pattern Analysis and Applications 11(3-4) (August 2008)

http://www.xnat.org
http://dicom.nema.org/


Performance Comparison of Hierarchical
Checkpoint Protocols Grid Computing

Ndeye Massata Ndiaye, Pierre Sens, and Ousmane Thiare

Abstract. Grid infrastructure is a large set of nodes geographically distributed and
connected by a communication. In this context, fault tolerance is a necessity im-
posed by the distribution as any node can fail at any moment and the average time
between failures highly decreases. To improve the robustness of supercomputing
applications in the presence of failures, many techniques have been developed to
provide resistance to these faults of the system. Fault tolerance is intended to allow
the system to provide service as specified in spite of occurrences of faults. To meet
this need, several techniques have been proposed in the literature. We will study
the protocols based on rollback recovery classified into two categories: checkpoint-
based rollback recovery protocols and message logging protocols. However, the per-
formance of a protocol depends on the characteristics of the system, network and
applications running. Faced with the constraints of large-scale environments, many
of algorithms of the literature showed inadequate. Given an application environment
and a system, it is not easy to identify the recovery protocol that is most appropriate
for a cluster or hierarchical environment, like grid computing. Hence there is a need
to implement these protocols in a hierarchical fashion to compare their performance
in grid computing. In this paper, we propose hierarchical version of these protocols.
We have implemented and compare their performance in clusters and grid comput-
ing using the Omnet++ simulator.
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1 Introduction

Today, grid computing technologies make it possible to securely share data and pro-
grams for multiple computers, whether desktop or personal supercomputers. These
resources are networked and shared through software solutions. Many grids are ap-
pearing in the sciences, production grids are now being implemented in compa-
nies and among agencies: Grid’5000, TeraGrid, Sun Grid, Xgrid ... Grid computing
will allow dynamic sharing of resources among participants, organizations and busi-
nesses in order to be able to pool, and thus run compute-intensive applications or
treatment of very large volumes of data. Since the probability of failure increases
with a rising number of components, fault tolerance is an essential characteristic of
massively parallel systems. Such systems must provide redundancy and mechanisms
to detect and localize errors as well as to reconfigure the system and to recover from
error states. A fault tolerant approach may therefore be useful in order to potentially
prevent a faulty node affecting the overall performance of the application. Fault tol-
erance appears then as an indispensable element in grid computing. Many protocols
for distributed computing have been designed [1]. These protocols are classified
into four different groups, namely, coordinated checkpointing, communication in-
duced checkpointing, independent checkpointing and log-based protocols. We have
implemented and compared the performance of these protocols in clusters and grid
computing using the Omnet++ simulator [7]. Section 2 describes the protocols im-
plemented in Omnet++. The experimental setup and results obtained by executing
these protocols are presented in Section 4. In section 5, we present the related work
and finally section 6 concludes.

2 Checkpoint and Rollback-Recovery Protocols

Checkpointing is a standard method for the repairing of faults in systems. The idea is
to save the state of the system on a stable period to prevent breakdowns (Figure. 1).
That way, when you restart after a power failure, the state last saved is restored and
the execution before the crash resumes. The overall status of a distributed system is
defined by the union of local states of all processes belonging to the system.

Fig. 1 Rollback recovery
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There are two main classes of protocols: coordinated checkpointing and message
logging.

2.1 Coordinated Checkpointing

The protocol requires processes coordinate their checkpoints to form a consistent
global state. A global state is consistent if it does not include any orphan messages
(i.e a message received but not already sent). This approach simplifies the recov-
ery and avoids the domino effect, since every process always restarts at the resume
point later. Also, the protocol requires each process to maintain only one permanent
checkpoint in stable storage, reducing the overhead due to storage and release of
checkpoints (garbage collection) [1].
Its main drawback however is the large latency that require interaction with the out-
side world; in this case the solution is to perform a checkpoint after every input / out-
put. To improve the performance of the backup coordinated, several techniques have
been proposed. We have implemented as non-blocking coordinated checkpointing.

• Non-blocking coordinated checkpointing: the example of coordinated check-
point non-blocking is that of Chandy and Lamport algorithm [2]. This algorithm
uses markers to coordinate the backup, and operates under the assumption of
FIFO channels. In [3], a comparison of protocols between a blocking and a non-
blocking coordinated checkpoint has been made. Experiments have shown that
the synchronization between nodes induced by the blocking protocol further pe-
nalize the performance of the calculation with a non-blocking protocol. How-
ever, using frequencies of taken checkpoints usual performance of the blocking
approach is better on a cluster to high-performance communications.

• Communication induced checkpointing: this protocol defines two types of check-
points [1]: local checkpoints taken by processes independently, to avoid the
synchronization of coordinated backup and forced checkpoints based on mes-
sages sent and received and dependency information carried ’piggyback’ on these
posts, so to avoid the domino effect of uncoordinated backup, ensuring the ad-
vancement of online collection. Unlike coordinated checkpoint protocols, the ad-
ditional cost due to the medium access protocol disappears because the protocol
does not require any exchange of message to force a checkpoint: this information
is inserted piggyback on the messages exchanged.

2.2 Message-Logging Protocols

The logging mechanism uses the fact that a process can be modeled as a sequence of
deterministic state intervals, each event begins with a non-deterministic. An event
may be the receiving or the issuing of a message or other events in the process.
It is deterministic if from a given initial state, it always occurs at the same final
state [1]. The principle of Logging is to record on a reliable storage support any
occurrences of non-deterministic events to be able to replay them in recovering from
a failure. During execution, each process performs periodical backups of their states,
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and records log information about messages exchanged between processes. There
are three message-logging categories: optimistic, pessimistic and causal.

• Pessimistic message-logging: this protocol was designed under the assumption
that a failure may occur after any nondeterministic event (i.e. message reception).
It is often made referring to the synchronized because when logging process logs
an event of non-deterministic stable memory, it awaits for an acknowledgment to
resume its execution. In a pessimistic logging system, the status of each process
can be recovered independently. The main drawback is the high latency of com-
munications which results in degradation of the applications response time.

• Optimistic message-logging: this protocol uses the assumption that the logging
of a message on reliable support will be complete before a failure occurs. Indeed,
during the execution of the process, the determinants of messages are stored in
volatile memory, before being saved periodically on stable support. The storage
of stable memory is asynchronous. Induced latency is then very low. However,
a failure may occur before the messages are saved on stable storage support. In
this case, the information stored in volatile memory of the process down are lost
and the messages sent by this process are orphaned.

• Causal message-logging: this protocol combines the advantages of both previous
methods. As optimistic logging, it avoids the synchronized access to the stable
support, except during the input / output. As pessimistic logging, it allows the
process to make interactions with the outside world independently, and does not
create process orphan. Causal logging protocols piggyback determinants of mes-
sages previously received on outgoing messages so that they are stored by their
receivers.

3 Hierarchical Checkpointing for Grids

The architecture of a grid can be defined as a set of clusters connected by a WAN-
type network. The cluster consists of multiple nodes connected by a broadband net-
work. We adopt a hierarchical scheme. In each cluster, there is one leader connected
to all other nodes of its cluster. All leaders are connected together (Figure. 2). The
leader assumes the role of intermediary in the inter-cluster communications. The
backup takes place in four phases:

• Initialization: an initiator sends a checkpoint-request to its leader,
• Coordination of leaders: the leader transfers the checkpoint request to the other

leaders
• Local checkpointing : Each leader initiates a checkpoint inside its cluster
• Termination: When local checkpoint is over, each leader sends an acknowledge-

ment to the initial leader.

The recovery follows the same rules as the backup: coordination phase of the lead-
ers, and a phase of recovery limited to the cluster.
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Fig. 2 Hierarchical checkpointing for grids

4 Performance Evaluation

In most of the previous studies, fault tolerance algorithms were tested in flat archi-
tectures, namely in a cluster. The aim of our study is to determine which algorithm
best suits the architectural grid. For that purpose, we implement the seven check-
point algorithms described in Section 2: the 3 main messages logging protocols
(represented as ML in the figures), Chandy-Lamport, Communication induced pro-
tocol (CIC in figures), and blocking coordinated checkpointing (CheckpointCoord).
We compare the performance of these algorithms in cluster and grid environments.
We use the Omnet++ simulator [7]. The cluster is configured with 25 nodes. For the
grid configuration, 25 nodes were uniformly spread in 5 clusters. The intra-cluster
delay is fixed to 0.1 ms and the inter-cluster delay is fixed to 100ms. Our tests were
carried out with 50 application processes. Messages between processes were ran-
domly generated.

4.1 Failure Free Performance

Figure. 3 presents the performance of the algorithms in both configurations. It is ob-
vious that the time taken to run an application with checkpointing is longer than the
time it takes to run it without checkpoint. Protocol overhead checkpoint coordinated
non-blocking is less compared to other approaches to that phase synchronization is
limited to the cluster and the second concerns only the leaders of each cluster. The
additional cost of communications-driven approach is due to the forced checkpoints
during execution. Logging protocols are sensitive to characteristics of the applica-
tion, especially in communications-intensive applications. Indeed, they produce a
large overhead due to the backup of messages on stable storage and the increasing
size of messages to piggyback determinants.
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Fig. 3 Failure free performance, Checkpoint interval=180s, Execution time=900s

4.2 Recovery Time

The recovery time depends on the number of checkpoints maintained by the protocol
and the number of rollbacks. In coordinated checkpointing and pessimistic logging,
recovery is simplified because the system is rolled back only to the most recent
checkpoint. In the grid approach, the additional cost of recovery decreases slightly.
Indeed, if the faulty node has no dependencies with nodes of other cluster nodes,
the fault is confined to the cluster node’s fault. So all the nodes of the grid do not
perform the recovery procedure. By cons, if the inter-cluster communications are
intensive, the overhead increases as in the case of causal and optimistic logging.

Fig. 4 Overhead of recovery,checkpoint interval=180s,execution time=900s,numbers of
fault=10

4.3 Number of Rollbacks

For coordinated checkpoint protocols, all processes must resume during recovery.
The logging protocol reduce the number of rollback. This number is minimal in
pessimistic approach since only faulty processes need to be rolled back. For the
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Fig. 5 Number of process, Checkpoint interval=180s, Execution time=900s, Numbers of
fault= 1

other logging protocol, this number depends on the information stored in backups
and in the main memory of correct processes

5 Related Work

Paul and al. [4] proposes a hierarchical protocol based on coordinated checkpoint.
The hierarchical checkpoint protocol is in two phases. The first phase is the exe-
cution of the blocking coordinated checkpoint algorithm limited to the cluster. The
second phase is a coordinated checkpoint but the leaders of the clusters are the only
participants, with the initiator, which acts as a coordinator. The experiments showed
that the overhead of checkpointing in the hierarchical approach is lower than in the
standard flat coordinated protocol. However the protocol hierarchy is sensitive to
the frequency of messages between clusters. Indeed the extra cost of checkpoint
increases progressively as the frequency of messages increases, and tends towards
that of the checkpoint protocol standard.

Bhatia and al. [5] propose a hierarchical causal logging protocol that addresses
the scalability problems of causal logging. Authors propose a hierarchical approach
using a set of proxies spread on the network that act as a distributed cache. This
approach highly reduces the amount of information piggybacked on each messages.
However, the use of proxies decreases the performance of recovery since the recov-
ery information is spread on the proxies.

Monnet and al. [6] propose a hierarchical checkpointing protocol which com-
bines coordinated checkpointing inside clusters and a checkpoints induced by com-
munications between clusters. Simulation of the protocol shows that it generates a
high number of forced checkpoints when the communication rate between clusters
increases. Then, this approach is more suitable for code coupling applications where
communications are mainly local inside clusters.
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6 Conclusion

In this paper, we compared checkpoint protocols and message-logging in grid com-
puting. We propose a hierarchical approach to combine different algorithms. We
found that the protocols that require the recovery of all processes in case of single
failure are poorly suited to systems with many processes. The message logging pro-
tocols are more suitable for large configuration with the exception of some causal
logging approach which induces communications to all processes during the recov-
ery. Non-blocking coordinated checkpoint are not sensitive to the rate of communi-
cations. They therefore represent an attractive solution for applications and highly
interconnected grid architectures by reducing the number of markers sent during the
synchronization phase.
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Abstract. This paper shows how virtualization techniques can be introduced into 
the grid computing infrastructure to provide a transparent and homogeneous 
scientific computing environment. Today’s trends in grid computing propose a 
shared model where different organizations make use of a heterogeneous grid, 
frequently a cluster of clusters (CoC) of computing and network resources. This 
paper shows how a grid computing model can be virtualized, obtaining a simple 
and homogeneous interface that can be offered to the clients. The proposed system 
called virtual grid, uses virtualization support and is developed from integration of 
standard grid and cloud computing technologies. Furthermore, a Scientific 
Computing Environment (SCE) has been developed to provide uniform access to 
the virtual grid. 

Keywords: grid computing, cloud computing, virtualization, scientific computing 
environment, message passing interface. 

1   Introduction 

Increasing demand of computer resources for scientific research has been a strong 
motivation for the community to develop a wide variety of high performance 
computing infrastructures (HPC). Huge supercomputer resources are not always 
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available to small research groups, usually limited by restrictive budgets, 
deploying tasks not always suitable for these systems. Initiatives, such as the 
European Grid Infrastructure (EGI) [1], aim to develop a sustainable grid 
infrastructure for all European researchers.  

A grid computing system is a grid of parallel and distributed computing re-
sources, working together towards a single goal and providing high global compu-
tational power if convenient parallelization and concurrency issues are attained. A 
cloud computing system is an approach to computing, based on on-demand effi-
cient use of aggregate resources, self-managed and consumed as a service. 

We have developed an infrastructure combining grid and cloud services that 
provides transparent virtual grids to the clients. Although the grid is shared, the 
clients will use their own virtual grids with physical computing nodes through 
common services provided by the SCE (Scientific Computing Environment). 
Classic grid environments provide shared resources as CPU time and queues for 
batch processes but virtual grids, as they provide full access to their own infra-
structure, allow the user to perform their own administration tasks. 

Other solutions [2][3][4][5] use customized or proprietary software for sharing 
implementation, creating their own interfaces and middleware, or use cloud tech-
nology as a part of the HPC system, affecting the overall system performance. Our 
solution uses a standard and open cloud technology based on EC2 Amazon tech-
nology that allows not only a private cloud model but also a public or even hybrid. 
Cluster performance is not influenced by cloud technology, as once the virtual 
grid is configured and assigned, clients get direct and full access to the computing 
resources. 

Furthermore, virtual clusters assignment can take in account cluster location so 
computing assignments can be done depending on site location. This is very useful 
to avoid network delays or low-bandwidth link issues when several organizations 
shared resources over a network. We have designed the cloud infrastructure to in-
tegrate resources at the Computer Science Faculty (Pontifical University of Sala-
manca) and the Array Processing Group (GPA) at the Valladolid University. Both 
universities are connected through RedIris network. 

Integrating grid and cloud technologies has interesting advantages as efficiency 
and security improvements. Furthermore, providing a common interface by an 
SCE, makes the system more accessible and hides the clients from the technical 
details for customizing their own grid. 

 

• Uniformity. Virtualizing the grid implies that every client sees their own grids 
and so, collateral effects can be minimized or even null. Users access through a 
common interface provided by the SCE using an authentication service. Cloud 
services are in charge of running virtual machines providing the master nodes 
of every virtual grid, but no participate from computation jobs. 

• Customizable grids. It is possible to offer customized grids by deploying 
specific images for the virtual master machines. The cloud infrastructure and 
configuration server provide the images that can be customized with user-
defined parameters such CPU resources, memory, nodes number or time limit. 

• Efficient assignment of local grid infrastructure allowing users to run jobs from 
different sites, avoiding bottlenecks caused by bandwidth or latency issues. As 
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grid nodes can be located on different sites connected through WAN links, the 
configuration server can select only local nodes to deploy the grid. 

• Flexible accounting. It is possible to extend general accounting plans from the 
cloud computing system, to offer different quality of service. This feature is 
provided by the cloud service. 

• Improved LAN security. Independent grids isolate user jobs running in the grid. 
VLAN management is implemented on the cloud system, so different grids can 
be assigned to different VLANs. 

• User-level security. Cloud technology by Eucalyptus uses credentials and 
certificates to login into the system and manage the virtual machines.  

The next sections describe how virtualization process can be applied to the grid. 
Virtualization techniques used are described in detail in section 2. In order to pro-
vide a common access, a SCE is developed. It is described in section 3. Finally, 
some conclusions are made. 

2   Virtualizing the HPC System 

In order to batch their jobs, HPC users must usually connect to a master node. 
Some effort has been made to offer a standard and uniform interface, so hardware 
and software component details are transparent for users [6], providing a 
middleware that enable users to solve complex scientific problems, while using 
simple interfaces from their Scientific Computing Environments (SCE) [7]. 

Another solution for sharing the grid computing system can be addressed. The 
main goal is to manage local virtual grids to serve client requests. This virtual grid 
contains a master (virtual machine) and several computing nodes. The system runs 
a new virtual machine using a previously configured master server image. This 
master machine is responsible of running jobs in the new grid and collecting 
statistics for the grid.  

 

 

Fig. 1 Virtual grid system architecture and VM creation 
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Once the new master is running, the clients will manage their own grid with the 
computing resources (nodes) assigned through the master and the SCE. The infra-
structure developed is called virtual grid. Figure 1 shows the virtual machine crea-
tion process. 

When clients want to gain access to the grid (virtual), they first make a request 
to the cloud system through the SCE, a web frontend that integrates the cloud 
computing and configuration services. The cloud service then runs an instance of a 
master virtual machine that downloads and self-configures the grid with the sub-
net, nodes and policies assigned. As a result, the clients get their own grids with a 
master node and a set of computing nodes assigned. 

The configuration is dynamically loaded by the virtual machine from the con-
figuration server and includes node assignment, job policy algorithms and time 
limit if configured. This configuration is shown to the client through the SCE. 

Figure 2 shows a sequence diagram describing relationships between clients, 
the SCE and the configuration server. 

 

 

Fig. 2 Sequence diagram showing Virtual Grid creation and assignment. 

The grid is based on a powerful technology for grid implementation called MPI 
(Message Passing Interface). Open-MPI middleware [8], which is used worldwide, 
provides a cluster of associated machines performing a grid. Each grid has a mas-
ter node controlling the program execution. This special node is here performed 
by a virtual machine using the cloud technology. The cloud services are provided 
integrating Eucalyptus [9] technology and Ubuntu server. The rest of the nodes are 
not virtualized and are only assigned to the corresponding virtual grid.  

Once the virtual grid is assigned to a client, it is accessible through a ssh ses-
sion to the master node. Programs, usually written in C, C++ or Fortran then runs 
using the middleware with software MPI wrappers as mpicc and mpirun. 



A Scientific Computing Environment for Accessing Grid Computing Systems  351
 

The configuration server stores on a database all the details for the system, the 
cloud and grid computing nodes available, client sessions details and node  
assignments. 

3   Scientific Computing Environment for Virtual Grids 

Using a scientific computing environment makes easier, for the scientific groups, 
to use HPC systems. Complex hardware and software architectures are convenient 
encapsulated as researchers, from a variety of science fields, are not usually con-
cerned to such details. Therefore, users can access by a common and uniform  
interface. 

It hides virtual grid implementation providing a direct link with the machine 
that is responsible of batching their jobs. The grid can be also easily configured 
using a web based frontend, and monitored using a platform called Ganglia. 

Configuration tasks through the SCE allow the users of each virtual grid, to re-
size the infrastructure to match their requirements. Resources aggregated are 
measured in terms of number of slots, a typical measurement for MPI systems re-
lated to the number of processor cores. Figure 3 shows the configuration interface. 

 

 

Fig. 3 SCE node configuration view for CLUSTER-UVA virtual grid. 

When the client connects to the master machine a new window with a ssh ter-
minal appears, providing full access to the grid. The client can connects to every 
node, but it usually only needs to batch the jobs in the master node. File systems 
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are configured and connected through NFS, and Ganglia configuration files are al-
ready set by the configuration service when the master machine is started. 

Performance is measured integrating Ganglia [10], a distributed monitoring 
system that uses a large variety of sensors that acquire information and send it to 
the management station (see Figure 4). 

 
Fig. 4 Ganglia integrated performance view for CLUSTER-UVA virtual grid. 

Ganglia monitoring system uses daemons running on every computing node 
that deliver statistics to the master node. A report can be downloaded from the 
master node where Ganglia is also installed. Through the SCE, the client views the 
statistics accessing via http protocol to the master machine. 

4   Conclusions 

Traditional high performance computing systems based on grid computing can be 
improved using cloud computing infrastructures. A new infrastructure for HPC 
called virtual grid has been developed, virtualizing the master node responsible of 
running user jobs. This virtualizing process improves security, flexibility and effi-
cient use of resources.  

Tests made have shown that delay when the cloud virtual machines start is too 
high. This issue does not affect to the grid performance as it only occurs once, 
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when the virtual machine starts. It is being considered to use VMware virtualiza-
tion API to deploy the master machines for faster serving the virtual grids. 

Performance for the whole system is determined by the cluster node capacity: 
computing node hardware, network and MPI. The virtualization service only in-
troduces delays when preparing the virtual grid upon client requests, so it can be 
measured independently. Current hardware configuration introduces delays from 
three to five minutes, depending on the workload. 

This research has been supported by projects: 10MLA-IN-S08EI-1 (Pontifical 
University of Salamanca), and PON323B11-2 (Junta de Castilla y León). 
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Grid Computing and CBR Deployment: 
Monitoring Principles for a Suitable 
Engagement 

Luis F. Castillo, Gustavo Isaza, Manuel Glez Bedia, Miguel Aguilera,  
and Juan David Correa* 

Abstract. This paper presents a mathematical technique for modeling the genera-
tion of Grid-solutions employing a Case based reasoning system (CBR). Roughly 
speaking, an intelligent system that tries to be adapted to highly dynamic envi-
ronment needs an efficient integration of high-level processes (deliberative and 
time-costly) within low-level (reactive, faster but poorer in quality) processes. The 
most relevant aspect of our current approach is that, unexpectedly, the perfor-
mance of the CBR-system do not get worse any time that it retrieves worse cases 
in situations even when it has enough time to generate better solutions. We con-
centrate on formal aspects of the proposed Grid-CBR system without establishing 
which should be the most adequate procedure in a subsequent implementation 
stage. The advantage of the presented scheme is that it does not depend on neither 
the particular problem nor a concrete environment. It consists in a formal ap-
proach that only requires, on one hand, local information about the averaged-time 
spent by the system in obtaining a solution and, on the other hand, an estimation 
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about their temporal restrictions. The potential use of industry standard technolo-
gies to implement such a Grid-enabled CBR system is discussed here too. 

Keywords: Case base reasoning, Grid computing, Artificial Intelligence. 

1   Introduction 

Grid technologies consist in a collection of geographically dispersed computing, 
storage and networking resources. They are able to provide many advantages over 
conventional computing because they can be coordinated to improve the perfor-
mance and scalability of computing activities. These technologies allow us design-
ing collaborative decision support across virtual organizations because it enables 
the sharing of applications and data in a heterogeneous environment. The Grid can 
be thought of as a distributed system with non-interactive workloads that involve a 
large number of files.  

This paper describes how Grid and CBR tools are brought together to deliver a 
substantial further improvement in facilitating the performance of an appropriated 
system for real-time environments. In general, a real-time system is the one that 
accomplishes a sequence of processes with temporal restrictions on a dynamic en-
vironment. Getting to a most technical point, an appropriated system for real-time 
environments must achieve its goals and tasks with the added difficulty of tempor-
al restrictions. Therefore, efficient integration of high-level deliberative processes 
and reactive structures in lower layers seems to be necessary in order to achieve a 
proper tradeoff between goals and available time. In our case, the use of a CBR 
method must be bounded in order to enforce the whole system to behave with 
temporal restrictions. We can find in the literature several approaches in the CBR 
community to deal with time-constraints. 

The structure of the paper is as follows: in section 2, a brief overview about the 
link between CBR models and Grid technologies is presented; in section 3, the 
proposed mathematical model and empirical results will be shown ; in section 4, 
conclusions and future work will be introduced. 

2   Grid Computing and CBR Strategies 

A CBR model provides a framework to display solutions for solving a current 
problem by reusing or adapting other solutions that were applied in similar pre-
vious problems. It offers a reasoning paradigm that is similar to the way people 
routinely solve problems. Faced with a new problem, a human often relates the 
problem to one or more memory episodes and composes a solution from these epi-
sodes. As a technological tool, CBR-based programs have been successfully ap-
plied to a variety of problems in several fields and disciplines [Ontanon, 2010], 
[Julian, 2004], [Cheng, 2004], [Dean, 1998], [Bereni, 2005]. However, one of the 
main problems in deploying these systems is that have been designed to “static” 
domains (domains in which the system has unlimited amount of time to solve each 
problem and during this time, the state does not change) but most realworld (and 
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most interesting) domains are dynamic . In the real-world, CBR-systems have 
time-constraints and must deal with dynamic conditions that changes over time. 
On the other side, the ability to capture resources and instantly upload them to the 
Grid-based system greatly increases the accuracy of the CBR systems. The advan-
tage in rapidly sharing the information across the entire system is that it enables 
several other engine experts, at different geographical locations, to collaborate in 
solving the problem. Although Grid techniques can be very useful– they enable 
the sharing of applications and data in an open, heterogeneous environment and 
applications previously considered to be host-centric can now be distributed– we 
should solve previously fundamental problems of temporal restrictions on a  
dynamic environment.  

In this paper, we have explored how stated the upper time-limit in the retrieval 
stage, expressed in mathematical terms. The aim is focused on formal aspects 
without establishing which should be the most adequate procedure in a subsequent 
implementation stage. The advantage of the presented scheme is that it does not 
depend on neither the problem nor the model of the environment. It will be  
illustrated in the following sections.  

3   A New Sight on the CBR Methodology: Better Solutions  
Do Not Always Involve Optimal Performance 

Case-based reasoning has been defined as a problem-solving technique based on 
the hypothesis that reasoning is reminding. The generic CBR cycle consists of the 
following steps [Aamodt et al. 1994]: (1) retrieval of relevant cases from the repo-
sitory based on cues derived from problem requirements, (2) reuse of applicable 
cases to suggest solutions to a new problem, (3) testing-based verification and 
rule-based validation to ensure correctness, and (4) retention of past solutions and 
failures to enable learning. For simplicity, we do not consider stage 3 in our mod-
el. Moreover, stages 1 and 2 will be integrated together in a new stage called 
“generation of solution”. Therefore, in our approach, the cycle of a CBR will con-
sist in: (1) a generation stage, that covers retrieving and adapting processes, and 
(2) an execution stage, that ends in a retain process. It is obvious that execution 
and problem solving in a CBR system are decoupled. 

In connection with that assumption, it is also accepted that in a dynamic envi-
ronment where the system does not know how changes on its surrounding are 
going to be, the system is built considering that the optimal solution to a problem 
should be composed by optimal intermediate solutions obtained in every cycle. In 
other words, it assumed that given a time period T, resulting from a temporal win-
dows series ∑ Δ , the best strategy is a greedy strategy, the one that holds ∑ optimal Δ . 

That statement is assumed but no demonstrated, and we feel that it embodies a 
naive and extended error related to the design of artifacts in dynamical environ-
ments. It will be questioned if that assumption is right, i.e. if the optimal strategy, 
under conditions of uncertainty, must be a greedy strategy. If it is represented the 
suitability (or the quality) of a solution from the CBR in an instant t and denoted 
by   0,1 , we will assume that: 
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1. It is assumed that the system shows an exponential relation between the quality 
of a solution and time (the effort in obtaining better results grows in relative 
terms with time, 1 / , where  is the adjustment speed. 

2. It is also assumed that the solution degrades throughout time as the environ-
ment changes, and the exponential functional dependency between quality of a 
solution and time will be / , where  stands for the degradation 
rate. 
The resolution structure of the system can be captured with a single variable 
denoted by   , , that is, as the binary exclusive choice of the system 
over time, 1representing adjustment and ã1 deployment. Now, the following 
equations to describe the behavior of the system result from the previous  
formalization: 

• Generation phase: 1 ⁄ ,  
• Execution phase: ⁄ ,  

The structure of the dilemma can thus be reduced to finding the strategy (i.e. the  
values) that obtain the better results. In order to compute the quality of the results ob-
tained by a specific  we will define the evolution of the fitness over time: 1 1 ,1 ,                 

The agent performance will be obtained only integrating the suitability of the sys-
tem during the deployment periods (the ones in which the agent is obtaining a 
benefit from the world, so we will take 0, and 1). Both previous func-
tions can be combined, obtaining the global behavior equation: 1 1 1 1  

And the quality of the obtained results will be defined by the performance of the 
system, , evaluated in an interval 0,  and defined by: 1 ·  

The optimal solution of the system, , is the one that maximizes , so it 
is wanted to find the set  that maximizes . Discretizing,  

1 1 1 · 1 · 1 1
1 ·   

where  is a temporal step, 0, 1, 2, … ,  , so 0 , p , given ,  , … , . 
 



Grid Computing and CBR D
 

Fig. 1 Comparison of strate
adjustment value p(t) for: (a)
timized, and (b) the coupled 
optimal solution. 

Under these considerat
statement (knowing that 
maximize ∑ 0 ”. Th
tion in the available time
stops being good enough 
tem [Bellman 1957], the r
1.b): it is shown that the 
solution, but in how that s

In a nutshell, the optim
“Using a CBR when the 
maximizes the number of 
el determined by the dyn
between  and ”. In othe
the environment changes
the ones that spent more 
been shown that in dynam
give the optimal response

Deployment 35

 

gies and representation of the adjustment function a(t) and th
) the greedy strategy where every window of opportunity is o
solution CBR-environment (with τ = 1, ε = 1) which offers th

tions, the problem can be reformulated by the followin
h is constant): “Find the set of decisions  th

he classical model propels us to compute the better solu
e (every window of opportunity) and execute it until 
(as it is illustrated in Figure 1.a). When solving the sy
results forces us to change that point of view (see Figur
global result do not depend on the quality of the chose

solution is coupled in the available time window. 
mal solution can be captured under the following dictum

environment changes, the best behavior is the one tha
cycles with the world, being the optimal level fitness lev

namics of the environment characterized by the relatio
er words, the obtained result tells us the following: whe
, quick and fast generation solutions are preferred tha
time in being generated. Much to our surprise, there ha

mical environments, solutions locally considered as “bad
e with time. And there has also been shown that, whe

59

he 
p-
he 

ng 
hat 
u-
it 

ys-
re 
en 

m: 
at 
v-
on 
en 
an 
as 
d” 
en 



360 L.F. Castillo et al.
 

analyzing dynamical systems, does not matter how simple they are, the solution 
can be surprising when the global picture is took. 

4   Overview and Conclusions 

With the emergence of Grid computing, computing is becoming less confined to 
traditional computing platforms. Grid technology promises access to vast compu-
ting power and large data resources across geographically dispersed areas.  

This capability can be significantly enhanced by establishing relationships be-
tween these kind of techniques and traditional and successful tools as CBR sys-
tems. But these promising technological symbiosis require solving fundamental 
problems as the adjustment of a CBR strategy in an dynamical environment. In 
this paper, a model recently developed is presented. 

CBR steps are implemented helping the translating to a distributed and scalable 
problem on the Grid that can deliver increased value and performance. In this pa-
per, a traditional perspective about the use of CBR in dynamic environments has 
been criticized. It is characterized for: 

 

• Decoupling the generation and execution phases with time 
• Considering the presence of uncertainty (about the future in the environment) 

only as ‘noise’, ignoring it as a source of opportunities. 
• Since the system has not information about how the world is going to change, it 

is maximized the adjustment of particular solutions in the available time every 
window of opportunity. 

Our mathematical and experimental study, reveal us: 

• It is possible to develop a system where the generation and execution of solu-
tions are coupled in time without explicitly knowing how the world is going to 
change. 

• In dynamic environments, solutions that maximize the local adjustment do not 
necessarily find the global optimal strategy. 
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A Low-Cost Solution to Distribute Repetitive
and Independent Tasks by Clustering

Ignacio Traverso Ribón, Ma Ángeles Cifredo Chacón,
Ángel Quirós-Olozábal, and Juan Barrientos Villar

Abstract. This paper evaluates three different solutions to distribute a list of inde-
pendent tasks among the nodes of a cluster of computers. Operative systems are
unable to take advantage of modern multicore or multiprocessor based computers in
the execution of this kind of work when it is not paralellized, thus, the availability
of a software tool that allows the concurrent use of a set of computers can be very
useful in terms of reduction of the execution time and efficiency.

The three solutions have been evaluated using a set of tasks related to the im-
plementation of digital electronic circuits in Field Programmable Gate Arrays (FP-
GAs), but they can be applied to any other set of independent tasks.

The results have been obtained using a cluster composed by four relatively old
and low performance computers, and have been compared with the results obtained
by a quad-core processor based computer executing the same task list in a purely
sequential way. This comparison clearly shows the power of concurrent execution,
that allows a reduction of execution time by a factor between three and four.

1 Introduction

Nowadays cluster’s topologies are included in the following categories [1]:

• High performance: to resolve problems those require a intensive computing ca-
pacity.

• High availability: with the aim of offering high security, reliability and availabil-
ity services.

• High efficiency: built to execute the maximum number of tasks in a given period
of time.
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The work we introduce in this paper fits in the third topology, a set of computers
working as a team to complete a long list of independents tasks in the shortest time
and without repetition. It aims to improve the computing performance distributing a
large list of independent tasks that, currently, are executed in series.

Initially the cluster must have a list with the set of tasks to execute in order to
be distributed among its nodes. Because of the heterogeneity of the computers and
the different elapsed time to finish each task, it is necessary a coordinator that will
assign tasks to the nodes when they enter in an idle state and that will check that no
task is repeated.

This kind of cluster can be very useful when non-parallels and no open source
applications are used and it is necessary to execute the same programs many times
with different parameters. These applications do not take advantage from multicore
or multiprocessors systems. They are not able to distribute tasks among the differ-
ent cores to achieve a reduction of the elapsed time either. The proposed solution
avoids the manual and error prone execution of the applications, and automatically
distributes the multiple tasks among the cluster’s nodes. Using our algorithm the
user’s work is just to create the task list and to wait for the tasks to be completed.
The results are organized and stored in a single hard disk with the help of a Network
File System (NFS).

2 Tasks Distribution Strategies

All the solutions aim to reduce the global execution time of the task list without
repeating any of them.

C++ and Python have been the languages considered to code this application.
C++ maturity makes it a very polished and tested language, besides being one of
the most widespread, which let use a large list of libraries. However it is less legible
than Python. Pointers disappear in Pythton so it is possible to get a higher abstraction
level, making easier the inclusion of modifications. This has been the main reason
to choose Python instead of C or C++ to do this work.

Cluster’s features are showed in the table 1, where it can be noticed that its
nodes are rather obsolete and very economic computers, acting the master as a NFS
server for the remaining nodes. The first objective is to centralize the information
(input and output) of the different tasks that will be executed by each node. Cluster’s
connections are based on Ethernet technology using a domestic router-switch.

The closed but free application ISEWebpack1 was installed in each node as test
program. It requires two parameters for its execution: the HDL2 description of a
digital circuit to be synthesized and the FPGA target device. A test bench composed
of 16 HDL projects and 105 Xilinx’s3 FPGA was used. In previous version [2] of

1 Digital circuit development environment of the FPGAs manufacturer Xilinx Inc. This ver-
sion is free and can be downloaded from its web site.

2 Hardware Description Language.
3 A Xilinx’s tool called ISE is mandatory to implement a digital electronic circuit in a Xilinx

FPGA, isn´t possible to use third-party or free software.
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this tool the elapsed time to complete the task list was 84 hours, using a quad core
computer equipped with 4Gbytes of RAM.

To monitor the cluster, a tool ,called Ganglia, was installed in the master com-
puter. This tool shows in a web-frontend module a collection of data such as used
RAM, network traffic, load-average, etc. using graphics and tables. One of the most
important parameters obtained from this tool is the load-average, measured as the
number of process in the scheduler’s queue of the operative system, waiting to be
executed.

Table 1 Cluster’s features

Master Node1 Node2 Node3
Processor Athlon 3500+ Athlon XP 2000+ Athlon 3500+ Athlon 3500+
Memory 1002MB 465MB 1002MB 1002MB

Fig. 1 Cluster’s topology

2.1 Concurrent Scripts: First Attempt

MPI library [6] is used in this solution. The algorithm determines the number of
task and divides them among many nodes as the cluster has. This way guarantees
that the load-average for each node is equivalent.

MPI library lets you know how many nodes make up the cluster. In addition it
assigns an identifier to each computer, easier to distribute tasks equitably in quantity.

Adding computers to this cluster requires file modifications. Furthermore, ap-
pending them during execution is not possible because tasks are distributed at the
very beginning of the process.

Figure 2 corresponds to the flow diagram of this solution.
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Fig. 2 First solution diagram flow

2.2 Concurrents Scripts: Second Attempt

The performance of the first attempt was better than the serial execution but improv-
able. The reason was the process was not completed until the slowest node finished.
Thus, the efforts were focused in a new solution. It consists in leaving a mark that
lets you know which tasks have been done in order to not repeat them.

NFS was the key in this method because acts as marks manager and displays, on
the request of cluster’s nodes, the remaining task in the list. Paths and sub-paths are
used as marks, if a path exists, it means that the job is assigned and the node must
look for another one.

Every node checks, before executing a task, if there is a mark in the NFS. If that
mark exists means that another node is doing or has done the task and the node will
choose a new task, otherwise the node will execute it. This process is repeated until
there are no tasks to be done.

Checking process let add new nodes easily, even during execution. A new node
just has to find a task whose directory or mark does not exist. It does not matter if
other nodes have already executed several tasks.

Figure 3 corresponds to the flow diagram of this solution.
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Fig. 3 Second solution diagram flow

2.3 Concurrent Scripts: Third Attempt

Previous solution was not refined enough because there was a strong dependence
with NFS and file checks required a lot of disk accesses. Consequently, a new solu-
tion based in remote object technology [4] was tested.

Remote objects let methods being called from remote computers. It is easier to
implement mutual exclusion of a critical resource with a local outline (shared vari-
ables, semaphores, etc [5]) in a computer acting as a server than doing it with a
distributed outline.

The server computer will be responsible for providing tasks to the clients when
they ask for one, implementing a task distributor on demand. This way we avoid
polling and there is no need to ask to the NFS server. This solution is smarter, more
legible and safer than previous because it has reduced the NFS dependence.

In this solution when a client wants to execute a task, it sends a request to the
server. The server, which owns the task lists, unlocks it, responses to the client with
a new task and locks the list again. This way, it is impossible for two or more clients
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to access to the list at the same time. Clients must wait until the list is unlocked to
get a new task. Just for that we are sure that a task will not be done more than once.

The server is responsible of providing tasks correctly to the clients. Thus it is
possible to add a new node during the execution of a job. The new node asks for a
task to the server, which will reply the client with a not done task. The user just has
to start the process in the new node, the server will take care of the rest. This is the
reason because we can say that the process to add a node is automatic.

Fig. 4 Client’s and Server flow diagram

3 Experimental Results

To check the efficiency of each solution they were implemented in a new open-
source application called THOr (Tool Hardware analyatiOn). [7]

THOr is a tool designed to automate logic synthesis, implementation and exhaus-
tive analysis of a batch of digital circuits using FPGAs as target technology. The tool
simplifies the automatic and unattended logic synthesis and implementation of one
or more digital circuits projects into a user selectable set of FPGA devices. Thereby,
a user could know in a short time which is the most optimal FPGA to host their de-
sign. THOr has been developed to interact with Xilinx ISEWebpack and, although
it has more features, it has been used in this work only to generate the task list with
the HDL circuit and FPGA model as parameters to invoke ISEWebpack. When the
task list is built, THOr will distribute the jobs among cluster’s nodes.
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Several files are generated in each execution of ISEWebpack for every pair of
HDL circuit and FPGA model. These files include relevant data for choosing the best
target FPGA to implement the tested digital circuit. There are other necessary files
to deal each stage in the process. Furthermore, THOr must generate a file system
hierarchy to orderly store all these files. When the task list is done the designer will
have all the results in a single file system thanks to the NFS.

To check the different proposed strategies we used a set of 16 circuits, described
in VHDL and Verilog languages, available in Opencore repository. As target tech-
nologies we used 105 Xilinx’s FPGA models from Spartan3 serie. THOr’s first task
is to create a hierarchy of 1680 folders to store the results. After that, it distributes
the jobs among the cluster’s nodes until the task list is completed.

This test was also executed in a single computer whose features are showed in
the figure 2, taking 89 hours and 19 minutes to complete.

Table 2 Previous computer’s features

Previous computer
Processor QuadCore 2.4GHz
Memory 4096MB

Table 5 shows information about the minimum time to finish the task list, the
load average of the cluster and the scalability.

Table 3 Elapsed time to finish the task list

Algorithm Language Time Load Average Scalability
No cluster Bash 84 hours - No

Tasks preassignment Python 27 hours 90% Requires files modifications
File existence Python 21 hours 45 minutes 90%-110% Automatic

Remote objects Python 21 hours 120% Automatic

3.1 Conclusions

In table 3 and figure 5 is showed that the last two solutions have similar elapsed
times. If we focus on the main objective (reduce the execution time) the third solu-
tion is the best one. If we suppose that the work is not critical, server reliability is
not necessary

Load averages that are showed by the tables are determined by the monitoring
tool Ganglia. It considers the load average as the number of process ready for being
executed in the operative system scheduler queue.

Although we have performed the test with ISEWebpack, this tool can be used to
run other applications that require many executions with different parameters each
time.



370 I.T. Ribón et al.

Fig. 5 Comparative between three solutions

Fig. 6 Comparative between three solutions
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Identifying Gene Knockout Strategies Using a 
Hybrid of Bees Algorithm and Flux Balance 
Analysis for in Silico Optimization of Microbial 
Strains  

Yee Wen Choon, Mohd Saberi Mohamad, Safaai Deris, Chuii Khim Chong,  
Lian En Chai, Zuwairie Ibrahim, and Sigeru Omatu* 

Abstract. Genome-scale metabolic networks reconstructions from different 
organisms have become popular in recent years. Genetic engineering is proven to 
be able to obtain the desirable phenotypes. Optimization algorithms are 
implemented in previous works to identify the effects of gene knockout on the 
results. However, the previous works face the problem of falling into local 
minima. Thus, a hybrid of Bees Algorithm and Flux Balance Analysis (BAFBA) 
is proposed in this paper to solve the local minima problem and to predict optimal 
sets of gene deletion for maximizing the growth rate of certain metabolite. This 
paper involves two case studies that consider the production of succinate and 
lactate as targets, by using E.coli as model organism. The results from this 
experiment are the list of knockout genes and the growth rate after the deletion. 
BAFBA shows better results compared to the other methods. The identified list 
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suggests gene modifications over several pathways and may be useful in solving 
challenging genetic engineering problems. 

Keywords: Evolutionary Programming, Metabolic Engineering, Bees Algorithm, 
Gene Knockout, Optimization. 

1  Introduction 

Microbial strains are strains of microorganisms which have become popular for 
genome-scale metabolic networks reconstructions in recent years [1]. Reconstructions 
of the metabolic networks are found to be very useful in health, environmental and 
energy issues [2]. A vast numbers of high-throughput experimental data has 
expedited the development of computational models for simulating the actual 
processes inside the cell.  One of the main goals in system biology is to construct an 
efficient and accurate pathway models that may be useful in predicting cellular 
responses and providing better understanding of complex biological functions.   

Many algorithms were developed in order to identify the gene knockout 
strategies for obtaining improved phenotypes. Maranas et al. [3, 4] developed the 
first rational modeling frameworks (named OptKnock) for introducing gene 
knockout leading to the overproduction of a desired metabolite. OptKnock 
identifies a set of gene (reaction) deletions to maximize the flux of a desired 
metabolite without affecting the internal flux distribution such that growth is 
optimized. 

OptKnock is implemented by using mixed integer linear programming (MILP) 
to formulate a bi-level linear optimization that is very promising to find the global 
optimal solution. OptGene is an extended approach of OptKnock which 
formulates the in silico design problem by using Genetic Algorithm (GA). These 
meta-heuristic methods are capable in producing near-optimal solutions with 
reasonable computation time, furthermore the objective function that can be 
optimized is flexible. SA is then implemented to allow the automatic finding of 
the best number of gene deletions for achieving a given productivity goal. 
However, SA faces the problem of falling into local minima far from the global 
optimum solution. 

In this paper, a hybrid of Bees Algorithm and Flux Balance Analysis (BAFBA) 
is proposed to predict the gene knockout strategies. Bees Algorithm (BA) is a 
typical meta-heuristic optimization approach which was introduced by [5]. The 
search process of BA is based on the intelligent behaviors of honey bees. BA is 
proven to be efficient in solving optimization problems in the previous studies [5]. 
While the Flux Balance Analysis (FBA) approach which is used to calculate the 
fitness function is based on a steady state approximation to concentrations of the 
internal metabolites, which reduces the corresponding mass balances to a set of 
linear homogeneous equations. There are two advantages of BAFBA. First, 
BAFBA requires less computational time and thus it capable to solve larger size 
problems. Secondly, BA is capable of performing local and global search 
simultaneously and thus it works out the local minima problem. This paper 
presents the results obtained by BAFBA to two case studies where E.coli is the 
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target microorganism. This paper also evaluates the performance of BAFBA for 
identifying gene knockout strategies with existing tools and compares the 
performance of BA with the existing methods within experimental approaches. 

2  A Hybrid of Bees Algorithm and Flux Balance Analysis 

In this paper, BAFBA is proposed to predict the gene knockout. Fig 2.1 shows the 
flow of a basic BA. The flow of BAFBA is presented in Fig 2.2. The important 
steps are explained in the following subsections. 

2.1  Bee Representation of Metabolic Genotype 

In the metabolic model, one or more genes can be found in each reaction.  In this 
proposed method, each of those genes is represented by a binary variable 
indicating its absence or presence (0 or 1), these variables form a ‘bee’ 
representing a particular mutant that lacks some metabolic reactions when 
compared with the wild type (Fig 2.3.) 

 

 
Note: Desired products represent the gene to be knockout. 

Fig. 2.1 Flowchart of a basic BA. 
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2.2  Initialization of the Population 

The algorithm starts with an initial population of n scout bees.  Each bee is 
initialized as follows: assume that a reaction with n genes. Bees in the population 
can be initialized by assigning present or absent status to each gene randomly. 

2.3  Scoring Fitness of Individuals 

The fitness computation process is carried out for each site visited by a bee 
through FBA (Fig 2.4.). Cellular growth is defined as the objective function Z, 
vector c is used to select a linear combination of metabolic fluxes to include in the 
objective function, v is the flux map and i is the index variable (1, 2, 3, …, n).  

Maximize Z, where  

Z = ∑ civi = c.v  
     i  (2.1) 

where c = a vector that defines the weights for of each flux. 

 

 

Fig. 2.2 The flow of BAFBA. 
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Note: Reac represents reaction. 

Fig. 2.3 Bee representation of metabolic genotype  

 

 
 

Fig. 2.4 Steps in FBA 

2.4  Neighbourhood Search  

The algorithm carries out neighbourhood searches in the selected sites, assigning 
more bees to search near the best sites. The bees can be chosen directly according to 
their fitnesses associated with the sites they are visiting. Searches in the 
neighbourhood of the best sites which represent more promising solutions are further 
more detailed by recruiting more bees to follow them than other selected bees. 

2.5  Randomly Assigned and Termination 

The remaining bees in the population are assigned randomly around the search 
space scouting for new potential solutions. These steps are repeated until a 
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stopping criteria is met. The stopping criteria are either the maximum loop value is 
met or the fitness function has converged. At the end of each iteration, the colony 
produces two parts to its new population – representatives from each selected 
patch and other scout bees assigned to conduct random searches. 

3  Experimental Results 

In this paper, the E.coli dataset is used to test on the operation of BAFBA. All 
simulations were performed for aerobic minimal media conditions. The glucose 
uptake rate was fixed to 10 mmol/gDW/hr while a set non-growth associated 
maintenance of 7.6 mmol ATP/gDW/hr. The results obtained are compared to the 
previous works reported in the literature studies [3, 6]. Millimole (mmol) is the 
unit of concentration whereas millimoles per hour (mmol/hr) is used as the unit 
measurement in the experiments.  

Table 3.1 and Table 3.2 summarize the results obtained from BAFBA.  As 
shown from the results, this method has produced better results to the previous 
works.  In this paper, potential genes which can be removed are identified. 

BAFBA suggests the removal of three reactions from the network results in 
succinate growth rate reaching 0.91665 which is better than the other two 
methods. The list obtained is to disable the phosphotransferase system which 
causes the network to rely solely on glucokinase for glucose uptake [3]. 

Table 3.1 Comparison between different methods for production of Succinate 

Method Growth Rate (mmol/hr) List of knockout genes 

BAFBA 0.91665 ACALD, ACKr, ATPM 

SA + FBA [6] 0.35785 MALS, ORNDC, FUM, GLYCL, GHMT2, 
ADPT, DCYTD, DUTPDP, URIDK2r, NTD8, 

PUNPI, THD2, GND, PFL, SUCFUMt 

OptKnock  [3] 0.31 PYK, ACKr, PTAr, Phosphotransferase 
system 

 Note: The shaded column represents the best result. 

 
Next, BAFBA is applied to identify knockout strategy for producing lactate. 

Table 3.2 shows the best result is obtained from this method is 0.91665. From the 
list of knockout genes, it can be concluded that the flux toward lactate at the 
maximum biomass yield is redirected by blocking acetate and ethanol production 
[3]. BAFBA produced the best results in both cases, and this is because BA 
performs local and global search simultaneously to avoid being trapped at locally 
optimal solutions.  BA splits the search into exploration and exploitation, which 
are then executed parallely rather than serially like SA. Thus, BA performs better 
than SA where it solves the local minima problem faced by SA. 
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In addition, Table 3.3 and Table 3.4 show the results of three of the identified 
gene knockout strategies for succinate and lactate overproduction.  

Table 3.2 Comparison between different methods for production of Lactate 

Method Growth Rate (mmol/hr) List of knockout genes 

BAFBA 0.91665 ACALDt, ALCD2x, ATPM 

SA + FBA [6] 0.39850 ACLD19, DRPA, GLYCDx, F6PA, TPI, 
LDH_D2, EDA, TKT2, LDH_D- 

OptKnock [3] 0.28 ACKr, PTAr, ACALD 
 Note: The shaded column represents the best result.  

Table 3.3 Result of different knockout strategies for production of Succinate 

Mutants Growth Rate (mmol/hr) List of knockout genes 

A 0.87392 ACALD, ACKr 

B 0.91665 ACALD, ACKr, ATPM 

C 0.87392 ACALD, ACALDt, ACKr, ALCD2x 

Table 3.3 shows three of the identified gene knockout strategies (i.e., mutants 
A, B, and C). For the production of succinate, acetate kinase (ACKr) which 
contributes to the phosphotransferase system for all three mutant A, B, and C is 
disabled, this causes the network to rely exclusively on glucokinase for glucose 
uptake [3]. The deletion of acetaldehyde dehydrogenase (ACALD) results earlier 
coupling of succinate with biomass yields. For mutant C, the additional deletion of 
alcohol dehydrogenase (ALCD2x) eliminated the production of ethanol. 

Table 3.4 Result of different knockout strategies for production of Lactate 

Mutants Growth Rate (mmol/hr) List of knockout genes 

D 0.87392 ACALD, ACKr 

E 0.91665 ACALDt, ALCD2x, ATPM 

F 0.91665 ACALD, ACALDt, ACKr, ATPM 

 
Table 3.4 shows the result of different knockout strategies for the production of 

lactate, phosphotransferase system for mutant D and mutant F are disabled. The 
additional deletion of ACALD results earlier coupling of lactate with biomass 
yields. For mutant E, the knockout strategy eliminated the competing byproduct 
(i.e, ethanol). In conclusion, the phosphotransferase system and ethanol affect 
greatly to both production of succinate and lactate. 
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4  Conclusion and Future Works 

In this paper, BAFBA is proposed to predict optimal sets of gene deletion in order 
to maximize the production of certain metabolite.  This method is based on BA, 
which is capable of performing local and global search simultaneously where the 
local minima problem faced by SA is worked out. The FBA approach is used as a 
fitness function whereby it is based on a steady state approximation to 
concentrations of the internal metabolites, which reduces the corresponding mass 
balances to a set of linear homogeneous equations. 

Experimental results on E.Coli core model dataset obtained from literature [4] 
showed that BAFBA is effective in generating optimal solutions to the gene 
knockout prediction, and is therefore a useful tool in Metabolic Engineering. 

In regard to further improve the performance of BAFBA, we are interested in 
applying an automated pre-processing operation in BAFBA to simplify the 
genome-scale metabolic model. Another interesting feature is the development of 
multi-objective optimization algorithms in a single run to achieve two goals, for 
example, maximizing the biomass and the desired product.  Lastly, as BA 
employs many tunable parameters which are difficult for the user to select, it is 
important to find ways to help the user choose appropriate parameters. 
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Inferring Gene Regulatory Networks from Gene 
Expression Data by a Dynamic Bayesian  
Network-Based Model 

Lian En Chai, Mohd Saberi Mohamad, Safaai Deris, Chuii Khim Chong,  
Yee Wen Choon, Zuwairie Ibrahim, and Sigeru Omatu* 

Abstract. Enabled by recent advances in bioinformatics, the inference of gene 
regulatory networks (GRNs) from gene expression data has garnered much 
interest from researchers.  This is due to the need of researchers to understand the 
dynamic behavior and uncover the vast information lay hidden within the 
networks. In this regard, dynamic Bayesian network (DBN) is extensively used to 
infer GRNs due to its ability to handle time-series microarray data and modeling 
feedback loops. However, the efficiency of DBN in inferring GRNs is often 
hampered by missing values in expression data, and excessive computation time 
due to the large search space whereby DBN treats all genes as potential regulators 
for a target gene. In this paper, we proposed a DBN-based model with missing 
values imputation to improve inference efficiency, and potential regulators 
detection which aims to lessen computation time by limiting potential regulators 
based on expression changes. The performance of the proposed model is assessed 
by using time-series expression data of yeast cell cycle. The experimental results 
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showed reduced computation time and improved efficiency in detecting gene-gene 
relationships. 

Keywords: Dynamic Bayesian Network, Gene Regulatory Networks, Gene 
Expression Data, Inference. 

1  Introduction 

The development of microarray technology has enabled researchers to facilitate 
new experimental methods for understanding gene expression and regulations. 
The output, usually referred as gene expression data or microarray data, contains 
vast information such as the behaviors revealed by the system under normal 
conditions; abnormalities of the system if certain parts cease to function; the 
robustness of the system under extreme conditions [1], hence providing a holistic 
viewpoint of gene expression to the researchers instead of only a few genes as in 
the classical experiments.  

Motivated by the need of researchers to understand the complex phenomena of 
gene regulations, gene expression data have obtained significant importance in the 
inferring of GRNs to explain the phenotypic behaviors of a specific system. The 
traditional trial and error method of inferring GRNs from gene expression data is 
obviously not feasible in handling large-scale data due to the time-consuming 
nature of repeating the routine to achieve accurate results [2]. To analyze and 
utilize the massive amount of gene expression data, researchers have already 
developed numerous computational methods to automate the inferring procedure 
[2, 3]. In particular, Bayesian network (BN), which models conditional 
dependencies of a set of variables via probabilistic measure, was widely utilized 
by researchers in inferring GRNs from gene expression data. 

BN’s effectiveness in inferring GRNs is mainly due to its ability to work on 
locally interacting components with a relatively small number of variables; able to 
assimilate other mathematical models to avoid the overfitting of data; allows the 
combination of prior knowledge the strengthen the causal relationship. Despite the 
advantages stated above, BN has two critical limitations in which it does not allow 
feedback loops and is unable to handle the temporal aspect of time-series 
microarray data.  

In view of the fact that feedback loops represent the importance of homeostasis 
in living organisms, researchers have developed the dynamic Bayesian network 
(DBN) as a promising substitute. Since the pioneering work of Murphy and Mian 
[4], DBN has attracted particular attention from numerous researchers [5, 6, 7, 8, 
9]. Nevertheless, normal DBN usually assumes all genes as potential regulators 
against target genes, and consequently causes the excessive computational cost 
which inhibits the efficiency of DBN on large scale gene expression data [8, 9]. In 
addition, the missing values commonly found in expression data may influence up 
to 90% of the genes [10], thus affecting the inference results. To tackle the two  
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problems, we proposed a model of DBN with missing values imputation to 
improve the inference efficiency, and potential regulators selection which reduce 
computation time by limiting the numbers of potential regulators for each target 
gene. The details of our model are discussed in the following section. 

2  Methods 

In this section, we describe the details of the proposed DBN-based model for 
inferring GRNs from gene expression data. In essence, the proposed model 
consists of three main steps: missing values imputation, potential regulators 
selection and dynamic Bayesian network. The following sub-sections (2.1 – 2.3) 
discuss in detail for each of the three main steps. Table 2.1 shows the overview of 
our proposed model and existing DBN-based models. 

Table 2.1 Overview of our proposed model and existing DBN-based models for inferring 
gene regulatory networks from gene expression data. 

 

 

 

 

2.1  Experimental Data and Missing Values Imputation 

The experimental study is based on the S. cerevisiae cell cycle time-series gene 
expression data from Spellman et al. [11] This dataset contains two short time 
series (cln3, clb2; both 2 time points) and four medium time series (alpha, cdc15, 
cdc28 and elu; 18, 24, 17 and 14 time points). However, the dataset contains 
missing values which must be processed. Conventional methods of treating 
missing values include repeating the microarray experiment which is not 
economical feasible, or simply replacing the missing values by zero or row 
average. A better solution is to use imputation algorithms to estimate the missing 
values by exploiting the observed data structure and expression pattern. In view of 
this, we applied the Bayesian principle component analysis (BPCA) imputation  
 

Missing values 
imputation 

Potential regulators 
selection 

Dynamic Bayesian 
network 

Potential regulators 
selection 

Dynamic Bayesian 
network 

Dynamic Bayesian 
network 

Our proposed model Previous work [8, 9] Previous work [15] 
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algorithm [12] due to its ability to assumes a global covariance structure of the 
dataset by iteratively estimating the posterior distribution of the missing values 
until convergence is achieved, and its effectiveness on large-scale data (9 minutes 
and 13 seconds for the experimental data on a Core i3 PC). 

2.2  Potential Regulators Selection 

The work of Yu et al. [13] showed that most transcriptional factors (TFs) 
experience changes in expression level before or simultaneously with their target 
genes. Following this fact, it is possible to derive an effective algorithm to reduce 
the search space by limiting the potential regulators of each target genes. Firstly, 
we determined the cutoff threshold for up-regulation (≥ 1.4) and down-regulation 
(< -1.1) based on the distribution of the gene expression values. Then, we 
discretized the dataset into three classes (up-, down-regulation and normal) and 
search only for the data located in the upper and lower bound classes. A time gap 
of two time points width is created to slide through the data to group regulation 
pairs. Thus, each target gene contains a subset of potential regulators which 
exhibit earlier or simultaneously expression changes. These are used as the input 
for the subsequent network inference step using DBN. 

2.3  A Dynamic Bayesian Network 

The network inference step is done by applying DBN, which is actually an 
extension of BN to describe the stochastic evolution of a network against time. 
This is mainly because BN is limited to steady-state data (static data), and DBN 
readily handles time-series data to identify the causal relationships among a set of 
variables. It also enables the modeling of cyclic structure while inheriting the 
advantages of BN. In essence, in modeling time-series data, values of a set of 
random variables are observed at different points in time. Assuming each time 
point as single variable Yi, the simplest causal model for asequence of data 
{Y1,…,Yt} would be a first-order Markov chain, in which the state of the next 
variable is dependent on the previous variable only. By applying the chain rule of 
probabilities and conditional independencies based on Bayes theorem, the joint 
probability distribution (JPD) of the graph has the general form of , , … ,  | … | . DBN consists of two stages: the 
parameter learning stage followed by the structure learning stage. In the parameter 
learning stage, we used the results from the previous step to create the data 
matrices of all target genes with their subsets of potential regulators. We then 
updated the data matrices by calculating the conditional probabilities of each 
target gene against each of its respective potential regulators. In light of recent 
work [14] showed that learning DBN structure is not definitely NP-hard, we 
employed a globally optimal search strategy [15] instead of using local search 
strategy in the structure learning stage. Figure 2.1 illustrates the overview of our 
proposed DBN-based model. 
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Fig. 2.1 Overview of our proposed DBN-based model with missing values imputation and 
potential regulators selection. 
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3  Results 

In this study, we compared the efficiency and computation time of our DBN-based 
model against normal DBN [15]. The experiment results are evaluated by 
comparing with the yeast cell cycle pathway compiled at KEGG (Figure 3.1) and 
summarized in Table 3.1. In Table 3.1, row 1 represents the network inferred by 
our proposed model and row 2 represents the network predicted by normal DBN. 
Our proposed model used 45 minutes and 9 seconds against normal DBN which in 
turn used 1 hour 38 minutes and 23 seconds on a Core i3 PC with 4GB main 
memory. This is due to the reduced search space by applying potential regulators 
selection prior to DBN learning. Each target gene has a limited number of 
potential regulators instead of assuming all genes as potential regulators. Our 
proposed model was able to identify 14 gene-gene relationships against normal 
DBN which identified 12 gene-gene relationships. The missing values imputation 
helped to improve the efficiency of our proposed model by making use of the data 
structure and pattern to impute missing values. Interestingly, our proposed model 
also incorrectly identified more relationships (6 against 3). Putting aside that, the 
results of this study proved that the performance of DBN in inferring GRNs can be 
improved by imputing missing values and potential regulators selection. 
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Fig. 3.1 Predicted cell cycle pathway for S. cerevisiae dataset using our proposed DBN-
based model. A cross represents an incorrect inference; a triangle represents a misdirected 
relationship; an edge without any attachment is a correct inference. Genes that are grouped 
closely together represent a complex. 
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Table 3.1 The results of experiment study 
 

Inference 
model 

Correctly 
identified 
relationships 

Misdirected 
relationships 

Incorrectly 
identified 
relationships 

Computation 
time 
(HH:MM:SS) 

DBN_prs 14 4 6 00:45:09 

DBN_norm [15] 12 8 3 01:38:23 

Note: Shaded row represents the network inferred by our proposed model (DBN_prs) and 
unshaded row represents the network predicted by normal DBN (DBN_norm). Relationships 
refer to the gene-gene relationships. 

4  Conclusion and Future Work 

As a conclusion, our proposed DBN-based model is showed to perform better than 
normal DBN in terms of computation time and efficiency. However, it should be 
noted that our proposed model could only deals with inter-time slice edges. To 
learn DBN with both inter- and intra-time slice edges remains an interesting point 
of research. It is suggested by Vinh et al. [16] to learn intra-time slice edges 
separately before combining with the inter-time slice edges and post-processing as 
an alternative to describe gene-gene interactions. Additionally, we are also 
interested in taking account of the transcriptional time lag which is commonly 
found in GRNs. As Zou and Conzen [8] pointed out, the lack of an algorithm to 
handle transcriptional time lag is one of the main factors that contribute to the 
relatively low accuracy of inferring GRNs using DBN. Researchers have 
implemented time lag mechanism in the potential regulators selection algorithm 
[8, 9]. Lastly, despite the extensive usage of DBN on gene expression data to infer 
GRNs, it is by no means to replace gene intervention experiments completely. The 
resultant networks should be treated as a guideline or framework of the studied 
biological pathways for future hypotheses testing and intervention experiments. 
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A Hybrid of SVM and SCAD  
with Group-Specific Tuning Parameter  
for Pathway-Based Microarray Analysis 

Muhammad Faiz Misman, Mohd Saberi Mohamad, Safaai Deris,  
Raja Nurul Mardhiah Raja Mohamad, Siti Zaiton Mohd Hashim, and Sigeru Omatu* 

Abstract. The incorporation of pathway data into the microarray analysis had lead 
to a new era in advance understanding of biological processes. However, this ad-
vancement is limited by the two issues in quality of pathway data. First, the path-
way data are usually made from the biological context free, when it comes to a 
specific cellular process (e.g. lung cancer development), it can be that only several 
genes within pathways are responsible for the corresponding cellular process. 
Second, pathway data commonly curated from the literatures, it can be that some 
pathway may be included with the uninformative genes while the informative 
genes may be excluded. In this paper, we proposed a hybrid of support vector ma-
chine and smoothly clipped absolute deviation with group-specific tuning parame-
ters (gSVM-SCAD) to select informative genes within pathways before the path-
way evaluation process. Our experiments on lung cancer and gender data sets 
show that gSVM-SCAD obtains significant results in classification accuracy and 
in selecting the informative genes and pathways. 

                                                           
*Muhammad Faiz Misman ⋅ Mohd Saberi Mohamad ⋅ Safaai Deris ⋅  
Raja Nurul Mardhiah Raja Mohamad 
Artificial Intelligence & Bioinformatics Research Group, Faculty of Computer Science and 
Information Systems, Universiti Teknologi Malaysia, Johor, Malaysia 
e-mail: faizmisman@gmail.com, {saberi,safaai}@utm.my,  
     mardhiah.mohamad@gmail.com 
 

Siti Zaiton Mohd Hashim 
Soft Computing Research Group, Faculty of Computer Science and Information Systems,  
Universiti Teknologi Malaysia, 81310, Skudai, Johor Darul Takzim, Malaysia  
e-mail: sitizaiton@utm.my 
 

Sigeru Omatu 
Department of Electronics, Information and Communication Engineering,  
Osaka Institute of Technology, Osaka 535-8585, Japan  
e-mail: omatu@rsh.oit.ac.jp 



388 M.F. Misman et al.
 

1   Introduction 

In order to obtain further biological information, researchers in recent years have 
begun to incorporate the microarray data with biological prior knowledge such as 
pathway data. Currently there are two approaches used in pathway-based microar-
ray analysis, enrichment analysis approaches (EA) and supervised machine learn-
ing approaches (ML) [1, 2].  

Beside the advantages, this pathway-based microarray analysis also provides 
some challenges to researchers. One of the challenges is the quality of the pathway 
data. When the pathway data is curated from the literature or other resources, the 
informative genes may be excluded while uninformative genes may be included 
[1]. Chen et al. [3] stated that since the pathway data are defined from the biologi-
cal context free, when dealing in the specific biological context (e.g. cancer devel-
opment), typically only a subset of genes within pathway are responsible for the 
corresponding cellular process. In order to deal with these challenges, we used the 
ML approaches since it have an advantage compared to EA, where ML can select 
informative genes within pathways by including the gene selection method while 
EA tends to consider all the genes within pathways are equally important [1]. This 
is because, gene selection methods provide several advantages such as improves 
the classification accuracy, remove uninformative genes, and it can reduce compu-
tational time [4]. Therefore, we proposed a hybrid of support vector machines and 
smoothly clipped absolute deviation with group-specific tuning parameter method 
(gSVM-SCAD) with aim to effectively select the informative genes and pathways 
that related to a specific biological context.  

2   The Proposed Method and Experimental Data 

Given a data set {(xi,yi)}, yi ϵ {-1,1} is the sample tissue with possible two classes 
yi = -1 and yi = 1 for each data set used in this paper, while xi = (xi1,… xid) ϵ  d 
represents the input vector of expression levels of d genes of the i-th sample tis-
sue. SVM is a large margin classifier which separates classes of interest by maxi-
mizing the margin between them [5]. This has been widely used especially in mi-
croarray classification area [6]. SVM distinguish input variables into its classes by 
a margin of 
 

                                   minβ,cΣ[1-yif(xi)]+ + penλ(β)                                   (1) 
 

where [1-yif(xi)]+ is the SVM convex hinge loss function, while penλ(β) is the penalty 
function with parameters λ, where β = (β1,…., βi) are the coefficients of the hyper-
plane, while c is the intercept of the hyperplane. Even though SVM has proven its 
superior ability in classifying high dimensional data, the standard SVM can suffer 
from irrelevant data, since all the variables are used for constructing the classifier 
[5]. This is due to the usage of the L2 penalty in a soft-thresholding function for the 
common SVM. The detailed applications of L2 penalty in a soft-thresholding func-
tion and its drawbacks in identifying noises can be obtained from [5]. 
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2.1   SVM-SCAD 

A penalty function is usually used as a variable selection in the statistics, in bioin-
formatics it is called as gene selection. SCAD is different from other popular pen-
alty functions such as LASSO, also called as the L1 penalty [7]. This is because 
SCAD provides nearly unbiased coefficient estimation when dealing with large 
coefficients. This is contrary to other penalty functions that usually increase the 
penalty linearly as the coefficient increases [8]. SCAD penalty has the form of 

 

     pen β  Σ P β                                          (2) 
 

where Pλ(βj) is a penalty function with tuning parameter λ for βj. For providing 
nearly unbiased, sparsity, and continuity estimate of β, the continuous differenti-
able penalty function is defined as  

 
 

where a and λ are tuning parameters with a > 2 and λ > 0 [8]. For a tuning parame-
ter a, Fan and Li [8] suggested the parameter a = 3.7 due to the minimal achieve-
ment in a bayes risk while λ  is a tuning parameter obtained using general ap-
proximate cross validation (GACV) method (as discussed latter). 

In order to surmount the limitations of the SVM due to its inability to distin-
guish between noise and informative data, Zhang et al. [5] proposed the SVM-
SCAD by replacing the L2 penalty in Equation (1) with Equation (2), which takes 
the form 

 

                           minβ,c  Σ[1-yif(xi)]+ + Σdj=1 Pλ(βj)                                  (3) 
 

and thus the SVM-SCAD can simultaneously provide gene selection and classifi-
cation. In order to select the informative genes, SVM-SCAD have to minimize the 
Equation (3) using the successive quadratic algorithm (SQA) and repeated for kth 
times until convergence. During the procedure, if     β  < ϵ, the gene is considered 
as uninformative. Where  is the coefficient for the gene j in the kth iteration and ϵ 
is a preselected small positive thresholding value with ϵ y f x . 

2.2   Tuning Parameter Selection Method 

In SCAD there are two tuning parameters namely a and  that plays an important 
role in determining an effective predictive model. The tuning parameter selector 

method in SVM-SCAD is only used to estimate the nearly optimal  in order to 
identify the effective predictive model for SCAD. In this paper, a GACV by  

Wahba et al. [9] is used in order to select the nearly optimal . The formula on 
calculating the GACV as given below: 

       λ|β| if  |β| ≤ λ penλ(βj)  =            -(|β|2 - 2a λ|β| + λ2)/(2(a-1)) if   λ |β| ≤ aλ ((a+1) λ)/2 if  |β|  aλ 
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                     GACV   ∑ 1 y f x  DF                          (4) 

 

where n is a total number of samples,  is a degree of freedom where 
 DF  1n 2 α2nλ   . K . , x H α2nλ,  . K . , x H  

 

where      and K . , x H  is the reproducing kernel hilbert 

space (RKHS) with SVM reproducing kernel K (refer [10] for further explanations 
on RKHS). If all samples in microarray data are correctly classified, then y f x 0 and sum following 2 in DF  does not appear and DF K 0,0 /nγ  
where  is the hard margin of an SVM [9]. The nearly optimal tuning parameter  
is obtained by minimizing the error rate from the GACV. 

2.3   The Proposed Method (gSVM-SCAD) 

Since parameter a in SVM-SCAD has been setup as 3.7 [8], there is only parame-
ter  that play an important role. In order to incorporate pathway data, the gSVM-
SCAD used group-specific parameters  estimation, using the framework pro-
posed by Tai and Pan [11]. In this paper, there are k groups of genes where k = 
1...n, each gene is able to be in one or more pathways. We grouped the genes 
based on their pathway information from the pathway data. In order to provide the 
group-specific tuning parameters, we modified Equation (2) to the form of 

                                      pen β ∑ Pλ β                                     (5) 

by allowing each pathway to have it own parameter λk as in (5) instead of general 
λ in  Equation (2), the genes within pathways can be selected and classified more 
accurately. Figure 1 illustrates the procedure of gSVM-SCAD. 

There are several main differences between gSVM-SCAD and other current 
methods in ML. First, it provides the genes selection method to select the informa-
tive genes within a pathway that related to the phenotype of interest. Second, the 
penalty function SCAD is more robust when dealing with a high number of genes, 
and it selects important genes more consistently than popular L1 penalty function 
[5]. And lastly, with group-specific tuning parameters, the gSVM-SCAD provides 
more flexibility in choosing the best  for each pathway. Therefore, by selecting 
the informative genes within a pathway, the gSVM-SCAD can be seen as the best 
method in dealing with pathway data quality problems in pathway-based microar-
ray analysis. 
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Algorithm: gSVM-SCAD 
Input:       GE: Microarray data 

             PD: Pathway data 
              λ : Tuning parameter 

Output:    SP: Informative pathways  
             IG: Informative genes 

Begin 
Step 1: Grouping genes based on their pathway information

              For j=1 to max number of pathways in PD do
                   Find and assign genes from GE  that have same pathway info as group 

              End-for 
Step 2: Evaluate the pathways 

   For j=1 to max number of pathways in PD do
         Step 2.1: Estimation of TP using a GACV 

              For TP = 0.001 to 0.009 ,0.01 to 0.09 and TP = 0.1 to 1 do                               1 1  

              End-for 
                  λ  // best λ produces minimum GACV error 
         Step 2.2: Select the informative genes using the SVM-SCAD 

             Let  as the estimate of β at step k where k = 0, … , n 
             The value of  set by an SVM  
            While   not converge do 

                             Minimizing the   Σ[1-yif(xi)]+ + Σd
j=1 Pλ(βj)  

                              k = k + 1  
                  If  ≤  then 
                   The gene j considered as non-informative and discarded 
                  End-if 
           End-while 
       Step 2.3: Classify the selected genes using an SVM 

Step 3: Calculate the classification error using a 10-fold cross validation
  End-for 

End  

Fig. 1 The gSVM-SCAD procedure 

2.4   Experimental Data 

The performance of the gSVM-SCAD is tested using two types of data, microar-
ray and pathway data. The role of pathway data is as a metadata or prior biological 
knowledge. For the pathway data, there are a total of 480 pathways with 168 taken 
from KEGG and the other 312 pathways from BioCarta. The information of the 
microarray data sets is shown in Table 1. Both data can be downloaded at 
http://bioinformatics.med.yale.edu/pathway-analysis/datasets.htm. 

Table 1. Microarray data sets 

Name Total samples Total genes Class Reference 

Lung 86 7129 2 (normal and tumor) [13] 

Gender 32 22283 2 (male and female cells) unpublished 
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3   Results and Discussion 

3.1   Performance Evaluation 

In order to evaluate the performance of gSVM-SCAD, we used a 10-fold cross vali-
dation (10-fold CV) classification accuracy. The selected gene and pathways are va-
lidated with the biological literatures and databases. The biological validation results 
can be obtained in our supplementary page (http://www.utm.my/aibig/people/mohd-
saberi-mohamad/research/supplementary-information.html). 

For the performance evaluation of SCAD penalty function, SCAD was com-
pared with L1 penalty function by hybridizing it with an SVM classifier (L1 SVM), 
obtained from R package penalizedSVM [14]. The L1 SVM also applied with 
group-specific tuning parameters to determine λ. Then, the gSVM-SCAD was 
compared with the current SVM-SCAD with respect to one general tuning para-
meter for all pathways, the tuning parameter λ = 0.4 as used by Zhang et al. [5]. 
For comparison with other classification methods without any gene selection 
process, the gSVM-SCAD was compared with four classifiers that are without 
gene selection method. The classifiers are PathwayRF [12], multi layer perceptron 
neural networks with 3 layers (MLP), k-nearest neighbor with one neighbours 
(kNN), and linear discriminant analysis (LDA). The results of the experiment 
were shown in Table 2. 

In comparing gSVM-SCAD with L1-SVM and SVM-SCAD, it is interesting to 
note that gSVM-SCAD outperforms the other two penalized classifiers in both 
data sets with gSVM-SCAD is 18.63% higher than L1-SVM for lung cancer data 
set and 6.57% higher in gender data set. This is due to the SCAD as a non-convex 
penalty function is more robust to biasness when dealing with a large number of 
coefficients β in selecting informative genes compared to the L1 penalty function 
[5]. In contrast to L1 penalty, SCAD produces sparse solution by thresholding 
small estimated β to zer (Please refer [5] and [8] for further information of the ro-
bustness of non convex penalty in microarray data). Therefore, the proposed 
method with SCAD penalty function selected more informatively genes within a 
pathway than the LASSO penalty. Table 2 further shows that the gSVM-SCAD 
had better results than the SVM-SCAD, with 20.27%, 9.37% higher in lung cancer 
and gender data sets respectively. It is demonstrated that group tuning parameters 
in the gSVM-SCAD provided flexibility in determining the λ for each pathway 
compared to the use of a general λ for whole pathways. This is because usually the 
genes within pathway have a different prior distribution.  

Table 2 further shows that result in lung cancer data set outperformed compared 
to gender data set. This is because one feature selection method may find many dif-
ferent subsets of features (in this research, features are referred as gene and pathway) 
that can achieve similar or different classification accuracy [15, 16]. It is believed 
that, this is related to the instability of the SVM-SCAD as a gene selection method 
in selecting the informative genes within pathway, since this research focuses only 
on accuracy-based strategy in analyzing the performance of the gSVM-SCAD. By 
using the accuracy-based strategy the stability in feature selection method may not 
be fully reliable in selecting the true informative genes [15]. 



A Hybrid of SVM and SCAD with Group-Specific Tuning Parameter  393
 

Table 2 A comparison of averages of 10-fold CV accuracy from the top ten pathways with 
other methods 

Method Lung Cancer (%) Gender (%)

gSVM-SCAD 73.77 87.33 

L1-SVM 55.14 80.76 

SVM-SCAD 53.50 77.96 

MLP 70.39 81.54 

kNN 61.73 82.44 

LDA 63.24 75.81 

PathwayRF [13] 71.00 81.75 

          Note:  
          The texts in Bold are the highest 10-fold CV accuracy. 
                         The texts in italic are the methods from the self-running experiment. 
 

In order to show that not all genes in pathways are contributed to the develop-
ment of specific cellular processes, the gSVM-SCAD is compared with four clas-
sifiers. The results are also shown in Table 2. For the lung cancer data set, it 
shows that the gSVM-SCAD outperformed all the classifiers, with 2.77% higher 
than PathwayRF, 3.38% higher than MLP, 10.53% higher than LDA, and lastly 
12.04% higher than kNN. While for the gender data set, the gSVM-SCAD ob-
tained 5.58% higher than PathwayRF, 5.79% higher than MLP, 4.89% higher than 
kNN one neighbour and 11.52% higher than LDA. From the results in Table 2, the 
gSVM-SCAD shows a better performance when compared to almost four classifi-
ers for all two data sets. This is because the standard classifiers built a classifica-
tion model using all genes within pathways. If there are uninformative genes in-
side the pathways, it reduced the classification performance. In contrast, the 
gSVM-SCAD does not include all genes in the pathways into the development of 
a classification model, as not all genes in a pathway contribute to cellular 
processes, due to the quality of pathway data. 

4   Summary 

This paper focuses on to identify the informative genes and pathways that relate to 
phenotypes of interests by proposing the gSVM-SCAD. From the experiments and 
analyses, the gSVM-SCAD was shown to outperform the other supervised machine 
learning methods in almost all three data sets. In comparison of penalty functions, 
gSVM-SCAD has shown its superiority in selecting the informative genes within 
pathways compare to L1 SVM. By providing group-specific tuning parameters, 
gSVM-SCAD had shown a better performance compare to an SVM-SCAD that 
provides a general penalty term for all pathways. The proposed method also had 
shown its ability in identifying the informative genes and pathways. 
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A Reliable ICT Solution for Organ Transport 
Traceability and Incidences Reporting Based  
on Sensor Networks and Wireless Technologies 

Asier Moreno and Ignacio Angulo* 

Abstract. This paper describes an ICT solution based on an intelligent onboard 
system which is able to trace the organs inside a medical van during delivery 
routes to the hospitals, without altering the carriers daily tasks. The intelligent  
onboard system is able to ensure the safety of the cargo by means of a sensor net-
work who permanently evaluates their status. The van understands its environ-
ment, including: its location, the temperature and the humidity of the transported 
organs; and can report incidences instantly via wireless communications to anyone 
interested. It is a non-intrusive solution which represents a successful experience 
of using smart environments in a viable way to resolve a real social and healthcare 
necessity. 

Keywords: medical traceability, transportation of organs, incidence management, 
sensor networks, wireless technologies. 

1   Introduction and Related Work 

Traceability provides the historical location and trajectory of a product or batch of 
products along the supply chain. Traceability commercial systems are adapted to 
areas in which governments establish minimum traceability requirements: mainly 
food and pharmaceutical industry, or those sectors in which large industries are 
those than indicate the parameters that determine traceability to suit their demand-
ing quality systems, such as electronics or automotive [1]. 

The importance of tracking goods has reached such a point that is being regu-
lated by law in some countries. For example in Europe, Regulation 178/2002 re-
quires the traceability of all food from farms to the end of the supply chain. This is 
one of the reasons because most of the projects about tracking are focused on the 
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food industry, as for example the Trace FP6 project (http://www.trace.eu.org) or 
those ones based on RFID or ZigBee technology and described in [2] [3] [4].  

There are other critical sectors as the pharmaceutical one. Thus, the PharmaX 
initiative is proposed to shed light on the pharmaceutical traceability and over-
all-process regulation. This system ensures that all pharmaceutical supply chain 
participants can integrate with each other, resulting in information sharing, con-
sistency checking and anti-counterfeit [5]. All these projects are seeking the fol-
lowing benefits: processes automation, turnover increase, and stock management 
improvement [6]. 

This paper describes an ICT-based solution that meets the needs of a specific 
scenario: transportation of organs and biological samples. In this environment, the 
decisive factors in industrial environments such as the cost of deployment and re-
turn of investment are replaced by others that lead to system reliability. Maintain 
organs in optimum conditions since the certification of brain death of the donor to 
its reintroduction in compatible receivers is a critical process. Any incident that af-
fects the environmental conditions of the packaging must override the transplant 
process to the enormous risk involved in the receiver [7]. The proposed system 
constantly monitors the environmental variables immediately reporting any 
change in them which endangers the transport process. 

The use of this kind of ICT tracking solutions in the medical sector is innova-
tive due to the lack of previous references adapted to this scenario. Despite that, 
the proposed architecture adapts to any other sector that requires sensitive freight. 

The result of our work is an innovative ICT solution with real-time tracking  
for improving the incidence recovery timing in the transportation of organs and 
biological samples. 

2   Functional Description 

There are two well differentiated parts in the proposed solution: the onboard sys-
tem and the control software solution. An architecture schema of the complete 
system is shown in the graph below. 
 

 

Fig. 1 System Arquitecture 
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2.1   Onboard System 

Responsible for managing the proper transport and delivery of organs to the hos-
pitals, is a key element for the functionality of the whole system. Its function is to 
monitor by humidity, brightness and temperature sensors the state of the refrigera-
tors in which organs are transported. Likewise, and by geolocation technologies, it 
will send the position of the cargo to guarantee traceability at all times. 

Refrigerators, specifically designed to the organ transportation, will be pro-
vided with wireless sensors able to measure its temperature, brightness level and 
humidity. With the ZigBee technology used, whose actual operation is detailed in 
Section 3.1 of this paper, the solution is capable of generating a mesh network au-
tonomously so that the addition of a new refrigerator in the van with its corres-
ponding sensor is performed transparently to the communications system. 

Another component present in the onboard system is an embedded  microcon-
troller that is connected to the ZigBee coordinator. With the processing power and 
communication interfaces of this device the solution will be capable of collecting 
and processing data which will be subsequently sent to the central server. This da-
ta shall consist of the values of the set of sensors present in the medical van pro-
viding the transport, as well as geolocation values obtained through the GPS capa-
bilities of the microcontroller module. 

By processing the raw data received by the embedded system from the ZigBee 
coordinator, the system will generate relevant alerts or incidents, taking into ac-
count the maximum or minimum values established for that specific transport. 

2.2   Control Software Solution 

Installed on the servers of the control center, it is composed of two different appli-
cations, integrated and designed as part of the solution. The applications comple-
ment each other for the treatment, management and dissemination of the data col-
lected and received from the onboard systems installed on the medical transports. 

Communications Management Server 
The communications manager is the server side of the distributed system that 
comprises the solution. The clients (the medical transports on route) will request 
access to the server so it will generate dedicated processing threads to meet these 
requests dynamically increasing the QoS offered by the application in important 
aspects such as reliability, performance, transparency and scalability.  

Traceability Web Application 
It is used to track the medical transport vans and the transported organs as well as 
monitor and keep track of their status at all times. The information received will 
be displayed through a web application designed to facilitate usability and present 
data in an attractive and complete way.   

The functionality offered by the web application can be subdivided into three 
distinct areas according to their purpose. These are: the traceability of the medical 
transports, the freight status monitoring and the incident management. 
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Fig. 2 Web Application Snapshot 

1. Freight Condition Monitoring 

The system has a robust database where all route information is stored. It keeps a 
record for both finished and real-time routes with all the information collected on 
the status of the sensors that monitor each refrigerator. That is, once the interval of 
data sending is defined in the application itself , the system stores the status of 
sensors and GPS position data during all the course of the route. 

2. Medical Transports Traceability 

The fleet management system provides trace and tracking of moving medical ve-
hicles using a web-map. The computed routes with corresponding times (including 
stopovers) are recorded to assist in the prediction of appropriate time intervals for 
successive freight distributions which is of great importance considering that time 
is a critical factor in the field of medical transportation. This leads to optimized 
routes with improved delivery time, traffic monitoring and a preventive transport 
distribution. 

3. Incidences Management 

Although you can perform a complete monitoring of the state of the transport and 
its cargo via web, it is also necessary to include a complete incidences manage-
ment system to notify to anyone interested about the possible deviations when  
they occur. All this incidences are managed from the incidences reporting tab, 
where incidences are displayed at the instant they occur in the form of warning. 
There is also an historical record of incidents in which we can seek them ex post 
using search filters for transport, date, route, etc. 

Another required functional feature that belongs to the incidences system is the 
ability to subscribe to alerts for a particular route or transport and for a certain 
time. This subscription allows the user to receive notifications via email or SMS 
depending on the configuration chosen. Upon receipt of an incidence the system 
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takes care of consulting the list of subscribers and then sends via SMTP server or 
SMS server the appropriate notice to all of them. 

The relevance of the scenario encourages the time constraint in reporting inci-
dences. Being a distributed architecture, the delay is additive between all elements 
that collaborate in the incidence transmission. The Zigbee End  Device integrates 
a microcontroller continuously monitoring environment conditions of embedded 
refrigerator. If any sensor reading is out of the programmed scope, an incidence is 
immediately reported to the Zigbee Coordinator, which sends an alert through 
serial communication to the MTX microcontroller. The alert is formatted into an 
XML frame and sent through a TCP socket to the Central Server. Delay in this 
process depends on the complexity of the Zigbee network and conditions of the 
3G communication. All the tests performed showed a time window of 3 to 7 
seconds since the detection of the alert until the incidence is notified. 

3   Technical Solution 

3.1   Onboard System ZigBee Sensor Network 

ZigBee is a low-cost, low-power, wireless mesh network standard. The low cost 
allows the technology to be widely deployed in wireless control and monitoring 
applications. Low power-usage allows longer life with smaller batteries. Mesh 
networking provides high reliability and more extensive range [8]. 

The ZigBee mesh sensor network that conform the devices that are arranged 
both in the conditioned refrigerators and in the medical transport allows the sys-
tem to know the status of the organs transported at all times. 

 

 

Fig. 3 Onboard Sensor Network 

 
As shown in Figure 3, the network is composed of two types of ZigBee devices 

(the End Devices or ZEDs and the Coordinator) and a Microcontroller unit. 

• ZigBee End Device (ZED): Contains just enough functionality to talk to the 
parent node (either the coordinator or a router); it cannot relay data from other 
devices. This relationship allows the node to be asleep a significant amount of 
the time thereby giving long battery life. 
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• ZigBee coordinator (ZC): The most capable device, the coordinator forms the 
root of the network tree and might bridge to other networks. There is exactly 
one ZigBee coordinator in each network since it is the device that started the 
network originally. 

The use of the proposed ZigBee network will allow the system to meet the specific 
requirements of the healthcare field as the reliability, as well as desirable non-
functional requirements such as low cost, high durability or auto configuration. 
All these features encourage the use of this type of networks in the proposed field. 

3.2   Embedded Microcontroller and Communications Device 

MTX-65+G embedded microcontroller is connected to the ZigBee coordinator. 
This terminal is a GPS receiver combined with a GSM-GPRS for data, voice and 
SMS connectivity. It is made with a SIEMENS XT65 modem, with a high sensi-
tivity and low consumption GPS receiver integrated into the GSM module that can 
be controlled with AT commands, not being necessary to know the NMEA plot. 

The embedded microcontroller is responsible for collecting and transforming 
the data which will be subsequently sent to the central server. Fig. 4 illustrates the 
XML schema generated and sent to the central server. 

 

 

Fig. 4 Status Message XML Schema 

As shown in the graph, the file is composed of the values of the set of sensors 
present in each of the fridges carried in the medical transport (temperature, humid-
ity and light levels), as well as geolocation values (latitude, longitude and time) 
obtained through the GPS. 

3.3   Control Software Solution 

All the functionalities described in Section 2.2 have been developed on a Rich In-
ternet Application (RIA). Below are listed the technical characteristics of the busi-
ness logic, data management and graphical components of the web application. 
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Business Logic and Services 
In this module is contained all the logic needed to meet the functional require-
ments set by the application proposal, outlined in points 2.2.1 to 2.2.3. Thus, we 
find the necessary logic for the treatment and management of the routes or buck-
ets, as well as the user and incidences management. It also has all the required da-
ta about the geolocation of the routes, obtained through external services, in this 
case using the Google Maps Javascript API. 

Data Management 
“Microsoft SQL Server 2008” was used for the data storage of the applications re-
lated to the ICT Solution. The data is stored during the entire transport distribution 
by generating the necessary entries in the Database Management System (DBMS) 
of the server. 

Web Application  
The development of the control solution is completed with the web application 
which offers features beyond the typical application of fleet management. This 
application has been developed taken into account two fundamental characteris-
tics: (1) to maintain a friendly and attractive interface, (2) without prior installa-
tion or further configuration. This Web application approaches usability to a mod-
ern desktop application but with all the advantages that such implementation 
offers, being available globally via the Internet to a vast number of devices  
supported. 

The Control Panel, based on asp.NET development framework, has been made 
extensive use of technologies designed for creating Rich Internet Applications 
(RIA): JavaScript, CSS3, HTML5, Ajax and jQuery, along with the use of the tools 
offered by Google for displaying and processing of geographic and positioning in-
formation. This feature improves not only the final visual aspect of the application 
but also the overall usability. The whole site is based on an asynchronous behavior, 
so interaction eliminates the sense of loading data and responds instantly. All kind of 
choices as routes, transports or incidences, represent a dynamic and transparent load-
ing of data and an almost immediately response to their interaction. 

4   Conclusion  

The work presented in this paper provides a comprehensive solution that can 
detect environmental anomalies that affect the organs and biological samples dur-
ing the transport process. Temperature, humidity and light are continuously moni-
tored since organs are collected in any of the extractors centers network of organ 
and tissue until they are deposited in the immunology service of the nearest certi-
fied laboratory or in the center linked to the selected receiver. The system can 
detect trends that may lead to the loss of an organ, generating autonomously a 
warning before jeopardizing its integrity. Furthermore, the system provides real-
time geolocation for transported organs allowing the medical teams to plan the in-
tervention with maximum accuracy. 
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The inclusion of the ZigBee motes, responsible for the acquisition of environ-
mental variables on the inside of the refrigerator where organs are transported, so 
as the installation of on-board system in the medical transport vehicles allows car-
riers to run their transport actions in a non-intrusive way without causing any alte-
ration in the transport process, fully established by the protocol for the transport of 
biological samples and transfer of organs and/or tissues. 
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Applying Lemur Query Expansion Techniques
in Biomedical Information Retrieval

A.R. Rivas, L. Borrajo, E.L. Iglesias, and R. Romero

Abstract. The increase in the amount of available biomedical information has re-
sulted in a higher demand on biomedical information retrieval systems. However,
traditional information retrieval systems do not achieve the desired performance in
this area. Query expansion techniques have improved the effectiveness of ranked
retrieval by automatically adding additional terms to a query. In this work we test
several automatic query expansion techniques using the Lemur Language Modelling
Toolkit. The objective is to evaluate a set of query expansion techniques when they
are applied to biomedical information retrieval. In the first step of the information
retrieval searching, indexing, we compare the use of several techniques of stemming
and stopwords. In the second step, matching, we compare the well-known weight-
ing algorithms Okapi and TF-IDF BM25. The best results are obtained with the
combination of Krovetz stemmer, SMART stopword list and TF-IDF. Moreover, we
analyze the document retrieval based on Abstract, Title and Mesh fields. We con-
clude that seems more effective than looking at each of these fields individually.
Also, we show that the use of feedback in document retrieval results a improvement
in retrieving. The corpus used in the experiments was extracted from the biomedical
text Cystic Fibrosis Corpus (CF).

Keywords: Query expansion, Biomedical information retrieval, Lemur, MEDLINE.

1 Introduction

Nowadays there is a need to improve information search systems in order to increase
their performance [9]. When a user formulates a query on an Information Retrieval
(IR) system, typically enters short queries without some words that, if provided,
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would be very useful search terms. In order to achieve reasonable retrieval effec-
tiveness on these short queries, query expansion techniques are used.

Query expansion techniques have improved the effectiveness of ranked retrieval
by automatically adding additional terms to a query. It consists on the building of
a new query from an old one by adding synonyms or hierarchical related terms or
other kinds of semantically related terms [5]. Such terms may come from documents
identified during the search, or by semantic tools such as thesauri. It may be done
automatically or intellectually.

In this study some automatic query expansion techniques using Lemur Language
Modelling Toolkit [3, 10] are implemented. Our objective is to test the Lemur query
expansion techniques [7, 2] when they are used in biomedical information retrieval,
and to show which is the best combination of techniques. Lemur is a software tool
designed to facility research in language modelling and IR providing methods to
parse queries, indexing and retrieving documents related to queries using weighting
algorithms.

The structure of this article is the following: In the next section the IR model is
showed. In section 3 the different tests developed in this research are described. The
section 4 presents the statistical analysis and, in the last section, the conclusions and
future work are described.

2 The IR Model

Information Retrieval is composed of two main processes, indexing and matching.
The first step indexes a corpus composed by three elements: documents, queries
and relevance judgements given by the experts, for obtaining keywords to be used
in the process. These keywords represent relevant terms in documents and queries.
Matching is the process of computing a measure of similarity between documents
and queries by weighting algorithms of terms, being TF-IDF and Okapi BM25 the
most applied. In this research, both are used.

In the indexing process, stemming [6, 17] and stopword lists and acronyms are
usually used. There are two major stemmers in use for English IR, the Porter stem-
mer and the Krovetz stemmer. These two stemming algorithms within Lemur are
tested in this work.

Besides, in Information Retrieval, a document is indexed by the frequency of
words in it. Statistical analysis shows that some words have quite low frequency,
while others have high frequency [18]. For example, and, of and the appear fre-
quently in the documents without significant information to the document. This set
of words is referred as stopwords. Elimination of stopwords could significantly re-
duce the size of the indexing structure, speed up the calculation and increase the ac-
curacy. Up to now, a lot of stopword lists have been developed for English language.
For example, the U. S. National Library of Medicine (NLM) oficial stopword list 1

and the stopword list built by Gerard Salton and Chris Buckley for the experimental

1 NLM stopword list http://www.netautopsy.org/umlsstop.htm

http://www.netautopsy.org/umlsstop.htm
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SMART information retrieval system at Cornell University 2. In this research, NLM
and SMART stopword lists are used.

The tests performed, showed in the next section, are also based on an analysis of
the benefits produced by the use of acronyms in the searching. Acronyms are widely
used in biomedical literature. The names of many clinical diseases and procedures,
and of common entities such as genes or proteins, have widely used acronyms. To
recognize acronyms is important in order to not be affected by stemming and stop-
words processes and thus make a direct mapping between them in documents and
queries [12, 13] [8, 16]. In this research the Lemur acronym recognition module 3

is tested.
At the end of the indexing process, the keywords that represent relevant words in

documents and queries are obtained.
The next step on IR model is the matching process. This process computes a

measure of similarity between documents and queries by weighting terms, being
TF-IDF and BM25 the most important weighting algorithms. In this research, both
algorithms are used.

Parameterize weighting algorithms is an important point to improve results with
the collection used. This was the next test in this research. Besides realizes several
tests, the best parameters to the text collection are obtained.

Also, following previous studies by other authors, we test the benefit of working
with a set of fields of the documents compared to only work with one of them (the
Abstract).

To improve the results of the above processes, relevance feedback was made.
Most retrieval systems return a ranked list of documents in response to a query.
These documents are ordered such that the documents more similar to the query are
first on the list. Once obtained the first documents ranked for a query, expansion
techniques can be applied again. Retrieved documents are analyzed taking into ac-
count new keywords representing them. And these keywords can be added to initial
query in order to reranking the documents. Lemur toolkit implements a simplified
Rocchio feedback algorithm, and we use this algorithm.

Many authors have worked with MeSH and abstract fields to retrieve information,
so we focuse the last part of our research to improve the expansion obtained by the
abstract with the MeSH field [11]. MeSH terms index journal articles for subject
analysis of biomedical literature NLM. It imposes uniformity and consistency to
the indexing of works. MeSH field in the documents is considered one of the most
important fields in retrieving documents that are appropriate to the queries.

In our tests, firstly we make the expansion with the queries and the expanded
queries leaving only the main MeSH terms (MeSH Descriptors) that are used to cat-
aloge the publications indicating what article is about. Secondly, we use synonyms,
alternate forms, and other closely related terms to a given MESH record (usually
known as Entry Terms or Terms).

2 SMART http://www.lextek.com/manuals/onix/stopwords2.html
3 Acronym
http://www.acronymslist.com/cat/human-genome-acronyms-p3.
html

http://www.lextek.com/manuals/onix/stopwords2.html
http://www.acronymslist.com/cat/human-genome-acronyms-p3.html
http://www.acronymslist.com/cat/human-genome-acronyms-p3.html


406 A.R. Rivas et al.

The possibility of feedback the Abstract results with retrieved documents by
searching in the MeSH terms [11] is also explored.

3 Experimental Results

In this section we are going to describe the tests achieved in this research. The
corpus used in the experiments was extracted from the Cystic Fibrosis Corpus (CF).
It consists of 1239 documents discussing Cystic Fibrosis Aspects in the Medline
composed by Abstract, Title and MeSH fields -between others- and 100 queries
with the respective relevant documents as answers belong to experts [1].

In order to evaluate results, trec eval 4 program inside the TREC conference is
used. This program allows getting measures like total number of documents over all
queries (Retrieved, Relevant and Rel-ret (relevant and retrieved)) or MAP, R-prec
and Interpolated Recall-Precision Averages.

Firstly, different combinations of stemming functions and stopwords lists are
studied (see Table 1). Although weak (Krovetz) and strong (Porter) stemming meth-
ods performances are usually comparable [4], in our experiments the results are
similar. In more detail, Porter stemmer is the best based on the MAP measure, and
in terms of R-prec Krovetz stemmer is slightly better.

Different stopword removal methods are compared, and the results show that
removing stopwords improves the performance. From our experiments, using the
SMART stopword list results are better than using lists with less stopwords (NLM).

Table 1 Improvements using different stemming and stopword techniques

Test Technique MAP RPrec Gm MAP

1 Baseline 0,1263 0,2098 0.0703

2 Porter stemmer 0,1253 0,2154 0.0806
3 Krovetz stemmer 0,1334 0,2231 0.0847

4 NLM stopword 0,1391 0,2242 0.0784
5 SMART stopword 0,1395 0,2243 0.0788

6 Porter stemmer + NLM stopword 0,1408 0,2332 0.0895
7 Porter stemmer + SMART stopword 0,1433 0,2342 0.0912

8 Krovetz stemmer + NLM stopword 0,1530 0,2333 0.0935
9 Krovetz stemmer + SMART stopword 0,1544 0,2324 0.0939

Thus, we conclude that applying the Krovetz stemmer and SMART stopword
gives the best results for this test corpus, so the remaining experiments are per-
formed using this combination. It is also statistically showed. In Table 2 significance
tests corresponding to the test 6 to test 9 included in Table 1) are presented. Taking
into account those values we conclude that all general tests based on p-values are

4 trec eval http://trec.nist.gov/trec_eval/

http://trec.nist.gov/trec_eval/
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extremely significant. However if we take a look to χ2 distribution values, the best
results are obtained by tests 8 (Krovetz stemmer + NLM stopword) and 9 (Krovetz
stemmer + SMART stopword). Besides both got the same value, suggesting that
there is not difference between them and we can use either indifferently. Since,
moreover, the Krovetz stemmer and SMART stopword combination results in the
best MAP, we have finally chosen that option.

Table 2 Statistical significance

Queries
Tests One hundred queries

χ2 P-value

Porter stemmer + NLM stopword 330.080 less than 0.0001
Porter stemmer + SMART stopword 332.170 less than 0.0001
Krovetz stemmer + NLM stopword 336.371 less than 0.0001
Krovetz stemmer + SMART stopword 336.371 less than 0.0001

The following test was to study the advantages of recognizing acronyms in
biomedical queries and documents. The Lemur acronym recognition module is used,
without stemming nor stopword list. Experiments show that expanding the query
using acronyms and their long forms is not beneficial for this collection. In Table 3
(row 1) result of MAP using only acronyms is shown.

Subsequently, the behavior of weighting algorithms in the matching process was
analyzed. In our tests we obtain best results optimizing the parameters of the Okapi
and TF-IDF algorithms based on the abstracts (AB) of the collection and the type of
queries (see rows 2 and 3 of Table 3). The values showed in rows 4 and 5 (TF-IDF
LogTF and TF-IDF RawTF formulas without parameters) were the worst.

Many researchers use the weighting algorithms to retrieve information in several
sections in the documents, not only in the Abstract field. By this assumption, we
also test how the MAP increases if we look for documents related to the queries
in the Abstract (AB), Title (TI) and MeSH (MH) fields using the BM25 formulas.
Results (see Table 3, rows 6 to 9) are comparable to the obtained by others authors
[4, 14, 15].

Row 10 (Table 3) shows the best values obtained for Abstract Relevance feed-
back for TF-IDF BM25. We test how the MAP measure is increased looking for
documents based on queries applied to Abstract, Title and MeSH fields using the
TF-IDF BM25 relevance feedback algorithm (row 11, Table 3). These results are
comparable with those obtained by Kwangcheol Shin and Sang-Young Han [11] in
other biomedical text corpus.

Evaluating the use of MeSH fields to improve the expansion querys, the advan-
tage of using the MeSH field respect to the Abstract field was studied (see Table 3,
row 3 and 12). It can be concluded that search MeSH field does not benefit the
retrieval, and the feedback obtained is worse than the original result (see Table 3,
row 13).
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Table 3 Krovetz stemmer and SMART stopword list results

Technique MAP
Acronyms
1 with Acronyms 0,1808

Weighting algorithms in Abstract field
2 Okapi BM25 in AB 0,1824
3 TF-IDF BM25 in AB 0,1866
4 TF-IDF RawTF in AB 0,1436
5 TF-IDF LogTF in AB 0,1731

Weighting algorithms in Abstract, Title and MeSH fields
6 Okapi BM25 in AB+TI+MH 0,2737
7 TF-IDF BM25 in AB+TI+MH 0,2904
8 TF-IDF LogTF in AB+TI+MH 0,2654
9 TF-IDF RawTF in AB+TI+MH 0,2228

Using relevance feedback and MeSH field
10 TF-IDF BM25 feedback AB 0,2033
11 TF-IDF BM25 feedback AB+TI+MH 0,3435
12 TF-IDF BM25 MH 0,1826
13 TF-IDF BM25 feedback MH 0,1782
14 MH in Queries 0,1863
15 MH feedback in Queries 0,1819
16 AB feedback with MH 0,2005

Then, a new form of expansion was tested consisting in the searching of MeSH
descriptors of the Entry Terms in queries and launching against the MeSH field
of documents. This expansion method is based on the work of Kwangcheol Shin
and Sang-Young Han [11]. We prove the advantage of using descriptors to expand
the query instead of working with terms that are not related to the MeSH field on
documents (see Table 3, row 14). In this aproximation, feedback is non-relevant (see
Table 3, row 15).

Finally, documents retrieved with the MeSH process were selected to make feed-
back. We found that there is not relevant variation between the Abstract feedback
with documents previously retrieved in the same field or feedback with the docu-
ments retrieved from the MeSH process (see Table 3, row 16).

4 Conclusions and Future Work

In this study we develop and evaluate query expansion techniques for retrieving
documents in several fields of biomedical articles belonging to the corpus Cystic
Fibrosis, a corpus of MEDLINE documents.
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We test the benefit of using several techniques of indexing and matching in the
query expansion following the investigations of other authors. After evaluating the
obtained results, we can conclude:

1. The best results are obtained with the combination of Krovetz stemmer and
SMART stopword list.

2. Comparing the weighting algorithms Okapi BM25 and TF-IDF BM25, TF-IDF
is superior in its results.

3. Document retrieval based on Abstract, MeSH and Title fields seems more effec-
tive than looking at each of these fields individually.

4. The use of feedback in document retrieval results a great improvement in retriev-
ing the relevant documents.

5. The results obtained are similar to the presented by other authors with different
corpus.

As future work, stemming could be used when working with expansion techniques
based on Entry Terms following the research of K. Shin and S.Y. Han [11]. Working
with MeSH Headings and MeSH fields in documents, the mapping between terms
should be enough. Also it would be interesting to test whether to reduce the root of
MeSH Headings in queries and documents could improve the results.

Finally, we want to implement query expansion techniques applying different
scientific dictionaries used in many investigations as: EntrezGene, HUGO, Eugenes
and ARGH for gene/protein names; GO for molecular functions, biological pro-
cesses and cellular components; UMLSKS for related names and symbols or Word-
Net for general words/phrases.
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Genetic Evaluation of the Class III Dentofacial 
in Rural and Urban Spanish Population by AI 
Techniques 

Marta Muñoz, Manuel Rodríguez, Mª Encarnación Rodríguez,  
and Sara Rodríguez* 

Abstract. The etiology of skeletal class III malocclusion is multifactorial, 
complex and likely results from mutations in numerous genes. In this study, we 
sought to understand genotype correlation of the class III dentofacial deformity in 
rural and urban spanish population of more than one generation. The genetic 
analyze was made using a Genome-wide scan. It will hold a novel classification 
using Artificial Intelligence techniques highlighting the difference between the 
two groups at the level of polymorphism. Our phenotypic and genetic analysis 
highlights that each group is unique.  

Keywords: Skeletal class III malocclusion, genetic etiology, genome-wide scan, 
extraction of knowledge, artificial intelligence. 

1   Introduction 

Skeletal Class III malocclusion is a general morphological description of a diverse 
group of dentofacial conditions in which the mandibular teeth are forward in 
relationship to the maxillary teeth, resulting in an anterior crossbite or underbite. 
The term skeletal implies that the positions of the teeth are the result of underlying 
jaw relationships. This type of skeletal occlusal pattern is also referred to as true 
Class III or true mesiocclusion. These conditions are developmental to the extent 
that they are not recognizable at birth and by definition, until the individual is 
dentate, it is not possible to make a diagnosis of skeletal Class III malocclusion. 
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As one would expect there is a higher incidence of this condition in the 
transitional and adult dentitions than there is in the primary dentition.  

A Class III deformity can be an attribute of a syndrome, as in achondroplasia 
with associated midface deficiency resulting from a failure in the development of 
the cartilaginous nasal capsule or can merely be a manifestation of normal 
morphologic variation. Where a growth effect is responsible for the skeletal Class 
III problem, the affect can be primary and active, such as in acromegaly where an 
increased production of pituitary growth hormone acts on the condylar cartilage 
creating exuberant mandibular growth. Recent gene mapping and linkage analysis 
of individuals with achondroplasia and acromegaly have identified some of the 
responsible genes. 

The Class III dentofacial deformity is clinically and genetically heterogeneous 
presenting with a distinct subphenotype and genotype in 2 cohorts. The main goal 
of this study is to conduct genome-wide scans followed by linkage analysis to 
identify the geneticloci associated with the Class III trait in rural and urban 
Spanish populations. The populations of individuals chosen to carry out the study 
are two groups of individuals of second generation rural and urban environments 
in Spain. It will hold a novel classification using Artificial Intelligence techniques 
highlighting the difference between Class III and normal individuals at the level of 
polymorphism. 

The article is structured as follows: Section 2 makes a review of the problem 
description and the reasons that led to the realization of this research. Sections 3 
introduces the most important requirements and functionalities of the AI 
(Artificial Techniques) used. Finally, some experimental results and conclusions 
are given in Sections 4 and 5. 

2   Background 

The genetic etiology of Class III malocclusion has been demonstrated in several 
studies. In [1], Bui et al. demonstrated that the Class III trait was inherited in an 
autosomal dominant fashion in the 12 families that they studied. This has been 
previously suggested by other studies [7][8]. Certain syndromic conditions with a 
genetic etiology, such as Crouzon syndrome, acromegaly and achondroplasia, 
have been described as presenting with skeletal Class III malocclusion 
[10][11][18]. 

In recent studies is reported results from the mutation on specific chromosomes 
and mutations in genes [16] [13], results in achondroplasia and amelogenesis. 
These recent advances have fallen on the heels of the Human Genome Project 
(HGP) that began in 1990. As a result of the HGP comprehensive genetic maps 
have been created that locate and identify genes underlying susceptibility to 
disease. Increasingly detailed knowledge of the human genome at the DNA level 
forms the basis of our understanding of genetic transmission and gene action. The 
HGP has mapped 30,000 genes thus far, and therefore provides the basis for 
genetic diagnosis and therapy. 
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The field of molecular genetics continues to improve and advance, it should be 
possible to identify relevant genetic markers for such traits. Skeletal Class III 
malocclusion or mandibular prognathism has been analyzed genetically [4][15][9]. 

Human studies have played a major role in the developing hypothesis that Class 
III malocclusion is at least in part due to genetic factors. Orofacial structures are 
significant in the development of the craniofacial complex and have been shown 
to be under genetic control, hence they should be considered in the etiology of the 
development of skeletal Class III malocclusion [7][8][3][14][12]. 

The existence of familial aggregation of mandibular prognathism (MP) 
suggests that genetic components play an important role in its etiology. A genetic 
etiology of class III malocclusion is suggested by many lines of evidence 

[5][2][6]. In Jena’s report, a pair of monozygotic female twins were presented. The 
girls exhibited a marked similarity in facial appearance. They both had a similar 
dentition, but their occlusions were dissimilar to some extent. Twin 1, reverse 
overjet, overbite and class III molar relations were more severe than twin 2. Both 
twins had bilateral posterior crossbite. The cephalometric parameters did not 
reveal a very significant difference in skeletal morphology. Height of the anterior 
face was similar in both the twins, but posterior facial height was more in twin 2. 
Position of mandible in relation to anterior cranial base and Frankfort-horizontal 
plane was significantly different among the twins [5]. In this study, the concavity 
of the face (Angle of convexity) in twin 1 was more compared to twin 2. 

Relatively more backward position of the maxilla (Angle SNA, N 
Perpendicular to point-A) and forward position of the chin (Angle SNB, N 
Perpendicular to Pog) contributed to such difference in the severity of the facial 
concavity. The antero-posterior position of the mandible in the twin study was 
influenced significantly by environmental factors. However, in a previous study 
undertaken, a report was made that the anterior-facial posterior position of the 
mandible is genetically determined. Anterior facial height of both twins was 
apparently equal. It showed that the height of the anterior face is genetically 
determined and did not play any role in the discordance of class III malocclusion. 
This is in agreement with the result from a study done by Townsend and Richards 
[17]. Another study investigated the role of genetic influences in the etiology of 
class III malocclusion [2]. In this study, a segregation analysis of 37 families of 
patients that were treated for mandibular prognathism, was performed. A study 
conducted by Yamaguchi, et al, in 2005 [19], utilized a genome-wide linkage 
analysis to identify loci susceptible to MP with 90 affected sibling-pairs in 42 
families, comprised of 40 Korean sibling-pairs and 50 Japanese sibling-pairs. Two 
non-parametric linkage analyses, GENEHUNTER-PLUS and SIBPAL, were 
applied and detected nominal statistical significance of linkage to MP at 
chromosomes 1p36, 6q25, and 19p13.2. The best evidence of linkage was detected 
near D1S234 (maximum Zlr = 2.51,P = 0.0012). In addition, evidence of linkage 
was observed near D6S305 (maximum Zlr = 2.23, P = 0.025) and D19S884 
(maximum Zlr = 1.93, P = 0.0089). This study while helpful relied on sibling 
pairs, which is less powerful than the family studies that we report in this 
publication.  
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The identification of the susceptible genes in the linkage regions will pave the 
way for insights into the molecular pathways that cause MP, especially 
overgrowth of the mandible, and may lead to the development of novel terapeutic 
tools. 

3   AI Techniques 

Conduct genome-wide scans followed by linkage analysis to identify the 
geneticloci associated with the Class III trait in the rural and urban populations. 
The GeneChip Mapping 10K 2.0 AssayR version by Affymetrix (Santa Clara, CA 
2004), is a mapping tool designed to identify regions of the genome that are linked 
to or associated with a particular trait or phenotype. It is also useful for 
determination of allele frequencies in various populations and for mapping regions 
with chromosomal copy. This array system provides genotypes for 10,000 human 
single nucleotide polymorphisms (SNPs) on a single array. 

The extraction of knowledge that is presented to the human expert is carried out 
using the J48 algorithm [21]. The J48 algorithm is the Java implementation of the 
C4.5 algorithm, an evolution of the original ID3 [20], whose main advantage is 
that it allows incorporates numerical attributes into the logical operations carried 
out in the test nodes. There are other alternatives for the generation of decision 
rules which operate similar to the decision trees, including RIPPER [22] and 
PART [23]. The J48 [20] algorithm attempts to minimize the width of the decision 
tree by using heavy search strategies. In summary, the algorithm defines two 
terms: gain and rate of gain with respect to the information I(S) contained in a 
node S. Using only the gain criteria, attributes with multiple values are more 
highly favored given that they can more easily divide the elements into numerous 
subsets. To avoid the effect of favoring attributes with multiple values, the 
concept of gain rate is added.  
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Finally test  is selected from the previous tests since it maximies the following 
criteria: 

),(/),( BSPBSG  (4)

The system uses the equation 4 for calculating the nodes of the decision tree, the 
nodes represent the relevant SNPs that allow classifying the patients.  

4   Experimental Results 

The sample consists in 48 individuals in 4 families in rural environments and  25 
individuals in 3 families urban environment were genotyped using 500 
microsatellite markers prior to the refinement of the Single Nucleotide 
Polymorphism (SNP) genotyping methods. Some individuals belong to skeletal 
Class III malocclusion and other normal individuals. In order to amplify the DNA at 
these loci, polymerase chain reaction (PCR) was carried out using primers 

surrounding a previously identified locus. The initialization step took place at 95°C 

for 15 minutes and the DNA denaturation step took place at 95°C for 30 seconds. 

The annealing step took place at62°C for 30 seconds. The elongation step took place 

at 72°C for 1 minute. Chromatography was then used to analyze the gene fragment. 
A chromatogram was analyzed to determine the size of the fragments (bp) as well as 
whether subjects were heterozygous or homozygous for a given allele. A 
chromatogram of a heterozygous individual typically exhibits two defined peaks 
with smaller leading and lagging peaks, while that of a homozygous individual 
typically exhibits one defined peak. The GeneChip Mapping 10K 2.0 AssayR 
version by Affymetrix (Santa Clara, CA 2004), is a mapping tool designed to 
identify regions of the genome that are linked to or associated with a particular trait 
or phenotype. It is also useful for determination of allele frequencies in various 
populations and for mapping regions with chromosomal copy. 

An analysis by inspection revealed an autosomal dominant mode of inheritance 
among all the families. Rural family #1, is composed of 3 generations of both 
affected and unaffected individuals. Each generation exhibits an approximately 
equal number of affected and unaffected family members. In this family, more 
females than males exhibit the phenotype. This family appears to exhibit 
autosomal dominant mode of inheritance of the Class III trait. Rural family #2, 
comprises 4 generations of individuals affected and unaffected with the skeletal 
Class III trait. This family has twice as many females exhibit the phenotype. This 
family also appears to exhibit an autosomal dominant mode of inheritance. Rural 
family #3, is composed of 4 generations with approximately males and females 
affected the trait equally, exhibiting an autosomal dominant mode of inheritance. 
Rural family #4, comprises 2 generations with twice as many female affected as 
males and all are affected with the trait. The mode of inheritance is autosomal 
dominant. AI family #19 and #33 are both composed of 6 and 7 generations 
respectively, with an equal number of males and females affected with the skeletal 
Class III trait, thereby exhibiting an autosomal dominant mode of inheritance. 
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Urban family #1, is made up of three generations of both affected and 
unaffected individuals. Each generation exhibits an approximately equal number 
of affected and unaffected family members. This family has twice as many males 
as females exhibiting the phenotype and appears to exhibit an autosomal dominant 
mode of skeletal Class III malocclusion. Urban Family #2 in the  urban cohort, is 
composed of 2 generations with an equal amount of males affected with the 
skeletal Class III trait as females. This family appears to exhibit autosomal 
dominant inheritance of the skeletal Class III malocclusion. Urban family # 3, has 
5 generations with 4 generations affected. Males seem twice as likely to inherit the 
condition as females. This family appears to exhibit autosomal dominant 
inheritance of this trait. Urban Family #4, has 2 generations with both generations 
affected with skeletal Class III malocclusion. Twice as many males are likely to 
be affected than females. This family appears to exhibit an autosomal dominant 
mode of inheritance of the skeletal Class III phenotype. Urban Family # 5, has 3 
generations with 1 generation of affected individuals. More males were affected 
than females. There was some uncertainty regarding the skeletal Class III 
affection status of some of the individuals, hence a statement regarding the mode 
of inheritance was not made for this family. 

Urban family #6, had 3 generations with 2 generations of affected individuals 
and an equal number of affected females as males. This family also had a few 
individuals where the affection status of the skeletal Class III trait was uncertain, 
however, with the information currently available, this family appears to have an 
autosomal dominant mode of inheritance. Urban Caucasian family #7 had 
2generations with only females affected with the trait. Urban Family #8 in the, had 
2 generations of affected individuals with twice as many females affected as 
males, revealing an autosomal dominant mode of inheritance. 

The relevant regions obtained using J48 are between markers D1S2865 to 
D1S435, D1S435 to D1S206, D3S3725 to D3S3041, and D12S368 to D12S83 
yielded on chromosomes 1, 3 and 12. Furthermore, single nucleotide 
polymorphism chip technology (SNP) has been used to identify regions associated 
with skeletal Class III malocclusion in the urban  families. 

The Affymetrix GeneChip Mapping Assay (Affymetrix, Inc., Santa Clara, CA) 

has been used to analyze SNP’s in both affected and unaffected individuals. We 
anticipate the results from the urban linkage analysis will reveal other genes in 
addition to those found from the results of the rural analysis. 

Table 1 Linkage Analysis 

Markers Chromosome 

D1S2865 to D1S435 1 

D1S435 to D1S206 1 

D3S3725 to D3S3041 3 

D12S368 to D12S83 12 
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Although the findings of this study are suggestive of linkage at chromosome 1 
for the skeletal Class III trait, the answers regarding the genetic etiology of true 
mandibular prognathism might be found in the IGF system which would suggest 
that the mutation could be on chromosome 15. If the somatomedin hypothesis 
introduced by Daughaday almost a half-century ago is correct, the regulation of 
the growth of the skeleton would be the key to the entire genetic study on skeletal 
Class III malocclusion. 

 

 

Fig. 1 Diagrammatic Representation of 23 Chromosomes and Relative Location of Markers 
D1S2865 – D1S435 using Parametric Linkage Analysis for rural cohort 

5   Conclusions 

A visual inspection of the pedigrees suggests an autosomal dominant mode of 
inheritance of skeletal Class III malocclusion. Results from the linkage analysis in 
this study suggest that chromosomes 1, 3 and 12 are suggestive of linkage to the 
skeletal Class III trait. In light of other genetic studies currently being done with 
improved technology, these results are not consistent with some of the other 
previous studies which would suggest that the IGF-1 gene located on chromosome 
15, is involved in the regulation of growth hormone and hence the development of 
the skeleton. 

Once the skeletal Class III trait is phenotypically characterized according to 
type, i.e., maxillary hypoplasia, mandibular prognathism, or a combination of 
both, it may be possible to utilize the candidate genes identified for other 
syndromes that have a skeletal Class III component in the identification of the 
genes involved in the development of this trait. 
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A Methodology for Learning Validation  
in Neural Cultures 

V. Lorente, F. de la Paz, E. Fernández, and J.M. Ferrández* 

Abstract. In this paper a bio-hybrid system based on neural cultured is described 
and the learning processes for programming this biological neuroprocessor are 
revised. Different authors proposed many different learning techniques for 
managing neural plasticity, however it is necessary to provide a formal 
methodology for verifying this induced plasticity and validating this bio-hybrid 
programming paradigm. 

Keywords: Hybrid systems, cultured neural network, induced plasticity, learning. 

1   Introduction 

Using biological nervous systems as conventional computer elements is a 
fascinating problem that permits the hybridization between Neuroscience and 
Computer Science. This synergic approach can provide a deeper understanding of 
natural perception and may be used for the design of new computing devices 
based on natural computational paradigms. Classical computational paradigms 
consist in serial and supervised processing computations with high-frequency 
clocks silicon processors, with moderate power consumption, and fixed circuits 
structure. However the brain uses millions of biological processors, with dynamic 
structure, slow commutations compared with silicon circuits, low power 
consumption and unsupervised learning. This kind of computation is more related 
to perceptual recognition, due to the natural variance of the perceptive patterns 
and the a priori lack of knowledge about the perceptual domain. 
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A wetware computer may be built from leech neurons, capable of performing 
simple arithmetic operations and simple pattern recognition tasks. Another 
wetware computation is based on cellular cultures. Cells could be neurons from 
dissociated hippocampus or cortical tissue, or even neuroblastoma cells. Some 
problems to solve within this subgroup are: What are the requirements for 
wetware computations? Which are the new programming paradigms or learning 
techniques for wetware computing? What are the methods for validating learning 
in neural cultures?  

In this paper a bio-hybrid system based on neural cultured is described and the 
learning processes for programming this biological neuroprocessor are revised. 
Different authors proposed many different learning techniques for managing 
neural plasticity; however it is necessary to provide a formal methodology for 
verifying this induced plasticity and validating this bio-hybrid programming 
paradigm. 

2   Learning in Neural Cultures 

Hippocampal cells are dissociated from the brains of embryonic rats and seeding 
onto planar Multi-Electrode Arrays (MEAs). The MEA is filled with a conventional 
cell culture medium containing nutrients, growth hormones and antibiotics, which is 
replaced weekly. Within the first hour after seeding, neurons start to extend 
connections no nearby cells and, within 24 hours, a thick layer of neuronal 
extensions is visible across the seeded area. The connectivity between seeded cells 
increases rapidly over subsequent days. After a week, electrophysiological 
spontaneous activity is observed in form of actions potentials, which transform into 
dense bursts of simultaneous electrical activity across the entire network over the 
following week. This bursting activity continues through the maturation phase 
(towards 20 days in vitro). 

Cultures usually remain active until approximately 40 days approximately, but 
they may be active until 3 months of age if they are maintain in proper conditions 
(e.g. with Potter rings). During this time they are maintained in a humidified, 
37ºC, 5% CO2 incubator to preserve its electrophysiological properties. 

 The first studies demonstrating functional plasticity in cultured networks began 
1990s. The research group of Akio Kawana at NTT in Japan reported that tetanic 
stimulation through one or several electrodes resulted in plasticity [1]. They 
observed a change in the probability of evoking bursts by test pulses, as well as a 
change in the rate of spontaneous bursting, as a result of repeatedly evoking bursts 
using strong tetanic stimulation. Jimbo et al. reported similar results with a 
different tetanic stimulation and used voltage clamp to observe inward currents 
associated with evoked bursts [2]. The following year, Jimbo et al. reported that 
tetanizing a single electrode resulted in changes in the responses to test pulses to 
other electrodes [3]. The responses along the culture to a particular stimulation 
electrode were either all upregulated or all downregulated, a phenomenon they 
called ‘pathway-dependent plasticity’. Individual responses throughout the array 
to stimuli on one particular electrode or pathways were upregulated or 
downregulated depending on the correlation between responses to stimuli applied 
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to the test electrode and to the tetanization electrode. In another paper, Jimbo et al. 
used simultaneous tetanization through a pair of electrodes to induce more precise 
forms of plasticity, expressed in detailed spike patterns evoked by electrical 
(probe) pulses [4]. Since then, a few other groups have reported on other forms of 
plasticity in MEA neural cultures. 

Typically, these later papers have focused on more abstract plasticity results, 
more related to the network level than to the synaptic level. For instance, Shahaf 
and Marom reported that networks could be learn to respond in specific ways to 
test pulses, by repeatedly stimulating until the desired response was obtained [5], 
while Ruaro et al. reported that cultured networks could learn to extract a specific 
pattern from a complex image that had been presented repeatedly as spatial 
patterns of multielectrode stimulation [6].  

In the following years, researchers have tried using more complex stimulation 
patterns in order to induce plasticity in neural cultures. Wagenaar et al. [7] looked 
for plasticity expressed in changes in spontaneous burst patterns, and in array-
wide response patterns to electrical stimuli, following several induction protocols 
related to the previous ones, as well as some novel ones. Madhavan et al. [8] 
investigated patterns of spontaneous multi-single-unit activity to study the 
potential role of bursts of action potentials in memory mechanisms. Their analysis 
revealed spatiotemporally diverse bursts occurring in well-defined patterns, which 
remained stable for several hours. Chao et al. [9] compared five established 
statistical methods to one of their own design, called center of activity trajectory 
(CAT), to quantify functional plasticity at the network level. Stegenga studied the 
possibility of changing the spatio-temporal structure of spontaneous bursts using 
different configurations of tetanic stimulation. They obtained a profile of the 
array-wide spiking rate, a burst profile (BP) and also calculated the per-electrode 
spiking rate profile, the phase profiles (PPs). None of their stimulation methods 
had a measurable effect on of the specific burst statistics (peak firing rate, rise and 
fall times). However, they found many PP changes in their experiments, which 
can be seen as a confirmation that the analysis is sensitive to changes in the 
network. 

Other researchers have focused in changing some stimulation parameters 
(voltage vs. current, frequency, amplitude…) to achieve learning. Brewer et al. 
[10] used chronic stimulation for getting an increase in evoked spike counts per 
stimulus and in spiking rate. The results obtained suggested that plastic network 
changes induced by chronic stimulation enhance the reliability of information 
transmission and the efficiency of multi-synaptic network communication. In turn, 
Martinoia et al. [11] applied low-frequency stimulation constantly applied over 
weeks. They found that the stimulation had a delayed effect modulating 
responsiveness capability of the network without directly affecting its intrinsic in 
vitro development. Table 1 summarizes an overview of these protocols and the 
principal results achieved by each of the above-mentioned studies on neural 
cultures. 

 
 



424 V. Lorente et al.
 

Table 1 Overview of studies on changes in network activity by electrical stimulation. 
Tetani are trains of stimuli. A volley is like a train in which a different electrode is 
stimulated with each pulse.  

Study N. 
electr. 

Stimulation 
Parameters 

Evaluated Aspect Effect 

Maeda et al. 
(1998) 

5 Tetani: (20x, 20 Hz; ITI 
10-15 s) 5-10x 

Burst rate and size, 
spontaneous and 
induced by test 
stimuli. 

Increase in burst rate and 
spikes per burst. Both 
spontaneous and as induced 
by test stimuli. 

Jimbo et al. 
(1998)  

1 or 8 Tetani: (11x, 20Hz; ITI 
5s) 10x 

Cell voltage Increase in EPSC currents. 

Jimbo et al. 
(1999)  

1 Tetani: (11x, 20Hz; ITI 
5s) 10x 

Number and timing of 
spikes induced per 
neuron in response to 
test stimuli. 

Increase or decrease of 
EPSC’s and number of 
induced spikes depending 
on pathway. 

Tateno et 
al. (1999)   

1 or 2 Tetani: (10x, 20Hz; ITI 
5s) 20x 

100 us pulses 

Reliability of action 
potentials after test 
stimuli, time between 
test stimuli and first 
spike. 

Shortening of latency and 
reduction of jitter of first 
spike in some neurons. 
Increase of effect from 1 to 
2 electrodes. 

Shahaf  
et al. (2001)   

2 Bipolar stimulation, ISI  
1-3s until desired 
response, 10min max. 

Increase in number of 
spikes on 1 evaluation 
electrode. 

Increase in spikes induced 
in window. 

Ruaro et al. 
(2005)   

15 Tetani: (100x, 250 Hz, 
ITI 2s) 40x 

Responses to test 
stimuli. 

Increase in setFR between 1 
and 50 ms.  

Wagenaar 
et al. (2006)   

2 Tetani: 20x, 20Hz; ITI 6s, 
150x, shift 5ms 

Responses to test 
stimuli, 10-50 ms. 
after test stimuli. 

Increase in number of spikes 
induced by leading 
electrode; decrease for 
following electrode. 

Madhavan 
et al. (2007) 

2 Tetani: 18000x, 20 Hz  
(15 min), shift 10 ms 

Spontaneous 
expression rate of 
burst types (BT). 

Generation of new BTs, 
increase or decrease in 
expression rate of BTs. 

Chao et al. 
(2007)  

2 Tetani: 18000x, 20Hz  
(15 min), shift 10 ms 

Center of Activity 
Trajectory (CAT) of 
evoked activity. 

CAT’s change significantly 
on some of the test 
electrodes. 

Stegenga  
et al. (2008)   

1 SESP: single pulse, 0.1 to 
1Hz 

Burst profiles (BPs) 
and phase profiles 
(PPs). 

No measurable effect on  
Increase in effect on non-
stimulated PPs. 

Brewer  
et al. (2009)  

30  Biphasic paired pulses, 
50ms ISI, 5s ITI, 0-3 
hours 30uA, 100us phase 

Evoked responses, 
spike activity.  

Increase of evoked 
responses and in spike 
frequency.  

Martinoia  
et al. (2010)  

8  Biphasic pulse 36x, 0.2 
Hz sequentially to each 
electrode, 200us/phase, 
1.5Vpp 

Spontaneous firing 
rate, burst rate. 

Stimulation significantly 
changes the mean firing rate 
of the networks.  
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3   A Methodology for Learning Validation in Neural Cultures 

Learning validation in Artificial Neural Networks is usually achieved by 
computing the learning curve that is the error produced by the network during the 
learning phase. This curve needs to converge below a global minimum over 
certain number of epochs, avoiding local minimum in order to validate the 
learning process. A typical learning curve shows the number of stimuli required to 
evoke the desired response in every stimulation cycle. When learning is achieved, 
the learning curve is stabilized below the convergence criterion indicating that the 
desired response is elicited with a less number of stimuli. Fixing this convergence 
criterion is critical for avoiding overlearning and providing generalization.  We 
propose the following methodology: 
 

1) Impose a learning paradigm over the neural culture until a convergence 
criteria is reached. 

2)  Check that the network has impressed the desired function over its 
functional structure and this change is persistent. 

3)  Validate that the temporal n-responses from the individual neurons change 
from the initial spontaneous firing to a controlled temporal firing pattern 
induced by the functional connections. 

 

The first step is necessary for the cells behaviour programming, while the second 
one is essential for analysing the subjacent neural structure and checking that from 
an original and random connectivity matrix, a controlled and desired stabilized 
matrix is reached. The third step is related with the functional response of aisle 
cells to the provided stimuli. Initially, each neuron has a temporal spiking 
response elicit by the provided stimulation. The whole network has unique and 
original n-temporal responses to the stimuli. For validating the modified structure 
in the network, a contrasted changed in the n-temporal unit responses is also 
required. These changes capture the induced connectivity matrix observed in the 
prior procedure.  

3.1   Functional Connectivity 

Functional connectivity [12,13] captures patterns of deviations from statistical 
independence between distributed neurons units, measuring their correlation/ 
covariance, spectral coherence or phase locking. Functional connectivity is often 
evaluated among all the elements of a system, regardless whether these elements are 
connected by direct structural links; moreover, it is highly time-dependent (hundreds 
of milliseconds) and model-free, and it measures statistical interdependence (e.g. 
mutual information) without explicit reference to causal effects. 

Correlation and information theory-based methods are used to estimate the 
functional connectivity of in-vitro neural networks: Cross-correlation, Mutual 
Information, Transfer Entropy and Joint Entropy. Such methods need to be 
applied to each possible pair of electrodes, which shows spontaneous 
electrophysiological activity. For each pair of neurons, the connectivity method 
provides an estimation of the connection strength (one for each direction). The 
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connection strength is supposed to be proportional to the value yielded by the 
method. Thus, each method is associated to a matrix, the Connectivity Matrix 
(CM), whose elements (X, Y) correspond to the estimated connection strength 
between neuron X and Y. 

High and low values in the CM are expected to correspond to strong and weak 
connections. By using such approach, inhibitory connections could not be detected 
because they would be mixed with small connection values. However, non-zero 
CM values were also obtained when no apparent causal effects were evident, or no 
direct connections were present among the considered neurons.  

In our experiments Connectivity maps (Fig. 1) offered a visualization of the 
connectivity changes that occur in the culture. Connectivity maps were generated 
using the connectivity matrix (CM) obtained after applying the analysis and 
Cross-Correlation or Mutual Information. By setting thresholds in the CM (Fig. 1 
right), it is possible to filter out some small values that may correspond to noise or 
very weak connections. In consequence, these maps show the strongest synaptic 
pathways, and can be used for visualizing the neural weights dynamics, and 
validate the achieved learning. 

 

 

Fig. 1 Initial and Final Connectivity Maps with thresholds. 

3.2   Post-Stimulus Time Histogram (PSTH) and Potentiation 
Index (PI) 

To investigate the neuronal activity evoked by stimulation, the PSTH needs also to 
be computed. It represents the impulse response of each site of the experimental 
preparation to the electrical stimulation. The PSTH is calculated by considering 
time windows from the recordings that follow each stimulus. Each time window is 
divided into bins and then counted the number of spikes occurring in each time 
bin. Finally, the histogram obtained is normalized dividing the computed number 
of spikes by the number of stimuli times the bin size. Figure 2 shows the PSTH of 
the overall units from one of our experiments. In this case, an early response to a 
test stimulus is obtained in some neurons, while others have a delayed response 
according with their intrinsic connectivity. 
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If an electrode presented a PSTH with an area below ‘1’, that channel must be 
eliminated from the statistics because it is considered to be inactive (i.e. not able 
to evoke a minimal response to stimulation). 

 

 
 

Fig. 2 PSTH with 5ms bins. An early response to the stimuli is observed in some units. 

 
One of the problems in dealing with multi-unit extracellular recordings is to give 

a clear definition of ‘potentiation’ at a specific recording site. A long-term change in 
the excitatory post-synaptic potential amplitude (usually recognized as the evident 
sign that a change in connectivity has occurred) must produce a change also in the 
evoked firing rate or in the number of evoked spikes in a single or in a group of 
cells. Thus, to check if a stimulus was able to induce potentiation, a parameter, 
potentiation index (PI), related to changes in the PSTH area (i.e. number of evoked 
spikes) for each recording channel in two experimental conditions: pre- and post-
stimulus is used. A ‘potentiated response’ means an increase of the PSTH area 
(given as a percentage) to a value equal or higher than a settled threshold. In this 
way, we are able to ensure as significant only those changes actually due to the 
application of the stimulation and not to the spontaneous fluctuations of the activity 
level. The PI was simply calculated as the ratio between the number of electrodes 
belonging to the stimulating session S  A presenting a change of the PSTH area 
above the threshold and the total number of active electrodes in the same session. 
For validating the learning the Potentiation index must exceed a threshold defined 
using the culture physiologic response. 

4   Conclusions 

Learning in biological neural cultures is a complex task. Different authors have 
proposed different methods for inducing a desired and controlled plasticity over 
the biological neural structure. For normalizing the heterogeneity of these learning 
procedures it is necessary to propose a formal methodology for validating the 
achieved learning.  
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In addition to the learning curve for determining the convergence criterion it is 
necessary to visualize the initial connectivity matrix, and the final neural 
connections for checking that the network has impress the desired function over its 
functional structure. It is also essential that the temporal n-responses from the 
individual neurons change from the initial spontaneous firing to a controlled 
temporal firing pattern induced by the functional connections. Validating the 
temporal stability of the network, how last the induced functional structure, or 
determining the plasticity required for normal operation are still open question that 
need to be addressed for using neural cultures as bio-hybrid computing elements.  
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Intelligent Working Environments, Handling  
of Medical Data and the Ethics of Human 
Resources 

Céline Ehrwein Nihan* 

Abstract. The development of Ambient Intelligence (AmI) will radically transform 
our everyday life and social representations. These transformations will notably im-
pact the working environment. The objective of this paper is to offer a first survey of 
the main ethical issues raised by the development of intelligent working environ-
ments (IWEs). It especially focuses on the capacity of such environments to collect 
and handle personal medical data. The first section describes the features of intelli-
gent environments in general and presents some of their applications at the 
workplace. The second section of this paper points out some of the main ethical is-
sues raised by these environments and their capacity to collect and handle medical 
data. The third and final section attempts to offer some elements of reflection regard-
ing the ethical principles that should guide the development of IWEs in the future. 

1   Introduction 

Over the last decades we have witnessed not only the growth of the so-called new 
technologies but also the constant interaction between these technologies. This 
phenomenon has led to what is often termed the “converging” technologies, or 
NBIC technologies (in reference to Nanotechnology, Biotechnology, Information 
Technology and Cognitive sciences). The so-called “intelligent environments” are 
representative of this phenomenon as well as of the transformations that it implies. 
As the authors of the report on “Ambient Intelligence” of the Rathenau Instituut in 
the Netherlands state (Schuurman 2009), in the next few years, the AmI is going 
to radically transform the organization of our everyday life, of our relation to the 
world, to the others and to ourselves as well as our global perception of reality.  

In recent years some scholars have begun to show interest in the ethical issues 
implied in the development of intelligent environments. However, very few 
among them have been interested in the questions raised by the use of such envi-
ronments at work.  
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School of Business and Engineering Vaud, Switzerland 
e-mail: celine.ehrwein@heig-vd.ch 



430 C.E. Nihan
 

This article partly attempts to bridge this gap. Nevertheless its focus is limited: 
it does not tackle the question of IWEs in the perspective of economic ethics at 
large nor does it provide any definitive solution to the ethical issues raised by such 
environments. It tries more modestly to 1) offer a first survey of the possible posi-
tive and negative ethical impacts on the management of human resources about 
the capacity of IWEs to collect and handle data containing personal medical in-
formation and, 2) question some elements of reflection on the ethical principles 
that should guide the development of IWEs in the near future.  

2   What Are We Talking about? Origins, Features and 
Applications 

It is current to attribute the paternity of the AmI vision to the American researcher 
Mark Weiser (1952-1999) who was Head of Laboratory and then Chief Technolo-
gist at the Xerox Palo Alto Research Center (PARC) between 1987 and 1999 
(Bohn et al. 2004). The basic idea was apparently to develop “wall-sized, flat pan-
el computer displays [which could also] function as input devices for electronic 
pens” (Weiser et al. 1999). Very quickly, a further idea was introduced, namely, 
that computers should be spread ubiquitously in the environment (soil, walls, etc.) 
and in the objects of our everyday life (furniture, clothes, accessories, etc.). This is 
why Weiser himself used the notion of “ubiquitous computing” to describe his 
project (on the use of concepts, see Ronzani 2009). 

One of the aims of Weiser and his colleagues was to push the computer in the 
background and to bring back the human being at the center of the interactions: 

We wanted to put computing back in its place, to reposition it into the environment 
background, to concentrate on human-to-human interface and less on human-to-
computer onces. By 1992, when our first experimental “ubi-comp” system was being 
implemented, we came to realize that we were, in fact, actually redefining the entire 
relationship of humans, work, and technology for the post PC-era (Weiser et al. 1999). 

Ubiquity is not the only striking feature of AmI. AmI is also characterized by invi-
sibility or, more exactly, by its non-perceptibility. As Nijholt states it, the AmI 
does not only remove the computer from our field of vision, but also provokes 
“the mental disappearance of the computing device” (Nijholt 2004). 

Sensitivity is another important feature of AmI. Miniaturized biosensors enable 
the computer to measure and communicate information on its environment. It can 
be chemical, biological or physiological data, such as the temperature of a room, 
the presence of a substance in the atmosphere, one’s heart rate or emotional state. 

Now the intelligence of the ubiquitous computing is not restricted to its context 
awareness. The intelligent machine should also be capable of adapting itself to its 
environment by reacting to that environment in a suitable way. In this regard some 
scholars speak about the personalization capacity of the AmI, as far as it is able to 
respond to the particular needs of its users (Stefani et al. 2007). 

This last capacity combines with what can be termed the “anticipation skill” of 
intelligent environments. In other words, it is expected from the AmI to meet the 
user’s needs even before these needs become manifest. 
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The large memory capacity is another central feature of the AmI. Thus, the lat-
ter is able for instance to record and collect in the long term an extensive set of 
physiological data of workers in a company, and to spot on this base variations 
which affect their health. 

Finally, AmI is often associated to, or even regarded as equivalent to, the so 
called “persuasive” technologies. Since it is able to anticipate the user’s behaviour 
and to adapt itself to it, the computer becomes a powerful instrument of persua-
sion (van den Broeck et al. 2006; Kaptein et al. 2010). 

Therefore, as it has already been raised by some authors, the AmI reflects and 
contributes to the humanization of the machine and, even more significantly, to the 
humanization of the material world of the objects which surround us. Endowed 
with ultrasensitive computers capable of adaptation and anticipation our environ-
ment gradually acquires a large set of typically human features. “Things, so as 
Hildebrand puts it, have become ‘actants’” (Hildebrand 2008). 

Let me say now a few words about the applications of AmI, and more precise-
ly, the application of AmI at the place of work. Such applications are indeed mani-
fold, and it is not possible to present all of them. In the context of this paper, I will 
limit myself to a short enumeration of applications which includes the collection 
of data containing personal medical information. 

 

• a system which is able to detect the temporary memory loss of a worker, to 
remind him or her of the tasks that have been done and of those that still need 
being done, and, if necessary, to contact automatically a support person 
(Bühler 2009); 

• a smart computer which is able to assess the fatigue of its user by measuring 
his/her blink rate and to react by “increasing font size or screen contrast in or-
der to ease” reading (Allanson and Fairclough 2004). 

• a computational interface which is capable of evaluating the level of frustra-
tion of a person by measuring his or her heart rate and blood pressure, and 
which, on this base, may adapt itself to the user’s needs (Allanson and Fair-
clough 2004). 

• smart clothes provided with sensors which allow them to monitor the level of 
stress and hydration of a person, and to activate an alarm in case of great 
medical risk. This kind of application may bring an advantage for people 
working in extreme situation like the firemen for instance (Cf. BIOTEX  
project). 

3   Main Ethical Issues 

As I said I do not want to offer a detailed overview of all the ethical issues raised 
by the development of IWEs. Such a project would deserve much more than a few 
pages in an article. In the context of this presentation I would rather focus on the 
ethical issues raised by the capacity of IWE to collect and handle personal medical 
information. I have tried, to this purpose, to draw up a list with the advantages and 
disadvantages that are implied by this capacity. As far as I know, such a survey 
has never been conducted so far. 
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Ehrwein Nihan - Table 1 
 

These questions point to even more fundamental issues that are related 1) to our 
conception of the individual, 2) our definition of social roles and relationships, as 
well as 3) to the configuration of the different social spaces that coexist in society. 
Let me briefly comment on each of these issues. 

 

1) Regarding the individual, the development of IWEs seems to carry the risk 
of increase in reification. Thanks to AmI, the machine or the person who controls 
it (namely, the technician, the employer, or even – why not? – the shareholders), 
does not merely acquire the capacity to watch the worker’s actions in a panoptical 
perspective (Foucault 1975). Nowadays, in fact, this sort of monitoring is already 
possible through video surveillance, mobile phones or RFID access cards. AmI 
technology’s strength over the other forms of monitoring mentioned, lies in the 
possibility of watching and having an impact on a worker’s physical and mental 
health, and even more widely to influence his or her behaviors in real time and in 
a way that is not perceptible for that person. The risk here, if we do not establish 
clear institutional and legal rules, is to favor the worker’s instrumentation, namely, 
that the worker becomes a mere instrument whose function is to improve the per-
formance of the company. In other words, by pushing the computer in the back-
ground the AmI vision does not only bring back the human being at the center of 
the interactions, it also leads to a radical transformation of the machine and of the 
human being. On one hand it contributes to the anthropomorphization or humani-
zation of the computer (as Hildebrand says it). On the other hand, it tends to rein-
force the trend towards the reification of the human being who gets gradually 
transformed not only into a thing (see the work of the Frankfurt School) but even 
into a machine. This transformation questions profoundly the comprehension of 
the human being as free (co-)agent of the world (Arendt 1958). 

2) Besides that, AmI is likely to have an important impact on the definition of 
social roles and relationships. There is no doubt that a working environment that 
can measure the workers’ physiological data and react to them, will profoundly af-
fect the employer’s function and power. Indeed, in the world of AmI, through the 
knowledge and the skills given by the machine, the employer is potentially en-
titled to take an active part in the preservation of the worker’s health. In this way, 
the employer’s function becomes something else, moving closer towards the func-
tion of a doctor or a therapeutic advisor. Moreover, the blurring of lines that is in-
volved in the attribution of medical competences to the head of a company is also 
likely to change the role of doctors and other healthcare specialists. More than ev-
er, healthcare experts will become economic agents who, because of their medical 
knowledge, may contribute to the performance of companies. If this happens, we 
may legitimately fear that the professional autonomy of a doctor, or of a medical 
researcher, which is already subject to important budgetary pressure, will be more 
dramatically reduced. 

3) Furthermore, this issue concerns not only the definition of social roles but al-
so the delimitation of institutional spaces. The fusion of social roles and functions 
implies a radical reconfiguration of the different institutional spaces. (In a similar 
but slightly different way, Bohn et al. 2004, following Gary T. Marx, point out the 
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border crossing capacity of AmI). Consequently, if the (con)fusion of roles that I 
have just described really occurs, it will mean that the line of demarcation between 
the world of business and work, on one hand, and the world of medicine and care, 
on the other hand, will deeply evolve as well. By making the permanent monitor-
ing of workers’ health possible, IWEs transfer to the company some of the funda-
mental characteristics of a therapeutic service. To say it in other words, AmI 
should indeed be able to transform the workplace in a clinic. How should this new 
medical service match the kind of services which already exist today, such as doc-
tors’ offices, hospitals, etc.? And how can we guarantee, in this context, fairness in 
the domain of care (among the workers of one company, but also between people 
in employment and non-working people) and quality of care (which could be se-
riously threatened by the application of a purely economic logic)? In addition to 
that, the confusion of social roles and institutional spaces implied by the IWEs 
raises some important problems if we take it for granted that we need a minimum 
of delimitation between our different activities and the spots in which they take 
place in order to construct our identity and to live with the others (Arendt 1958).  

4   Propositions for an Ethical Framework 

Against the background of these and similar questions, it becomes urgent not only 
to make known to the public the developments in AmI technology, but also to en-
courage the debate within companies and within society in general on the ethical, 
social and human challenges which these developments represent. 

The first question which needs being raised is the question of the relevance of 
the development of IWEs. Do we share their vision? And can we accept it?  

Whatever answer we personally give to this question, we should take care not 
to deny that, like other technologies, AmI carries a profound ambivalence. As we 
have shown it, IWEs are not without risks and they raise fundamental ethical prob-
lems. Yet they also bring promises and opportunities: the opportunity of a better 
integration of people with disabilities in work, a better prevention of accidents, 
and so on. Their strong power of attraction is another element which must be tak-
en into account. Having said so, it is rather obvious that the total social and politi-
cal rejection of IWEs seems unlikely to happen. Thus we should anticipate the 
high probability of their development and the concrete use which could be made 
of them. We will also need to develop the means creating a new framework of re-
search on AmI technology and related issues, so that the development of such 
technology may contribute to shape tomorrow’s world in the most positive way. 

I would like to suggest, to this effect, some elements of reflection on the ethical 
principles that should guide the development of IWEs in the near future. In doing 
so I do not intend to close the discussion nor to impose my own point of view on 
how best to deal with IWEs. My intent is to initiate, in the perspective of the dis-
course ethics (Habermas 1994), an open and public debate on the ethical issues 
raised by the IWEs and the common social rules that should be established in or-
der to frame the risks they carry with.  
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In my point of view and considering the risks, the collection and handling of 
medical data through IWEs may be admitted provided that the following rules are 
observed:  

 
• Protection of privacy 

Medical data measured in the workplace are properties of the employee. The em-
ployer (or any other person) may have access to them only if some other prepon-
derant good requires it. 

I am not entitled to say, on my own, what this preponderant good might be. It 
must be defined democratically through an open and public discussion. Neverthe-
less, it seems obvious to me that some good which will bring advantages to a re-
stricted portion of the population cannot be considered as preponderant. 

 

 Privacy over productivity 
The improvement of the company’s productivity may not be considered as pre-
ponderant good. It does not justify the recording and handling of workers’ medical 
data. 

 Balance between privacy and protection against poverty 
The case is slightly different if the existence of the company is threatened. Never-
theless, in my opinion, the risk of the financial bankrupt of a company does not t 
allow us to harm the workers' privacy. From the employee’s point of view, we may 
understand that he or she may be willing to renounce to his or her privacy in order 
to secure his or her existence and the existence of his or her family. But from a po-
litical ethical perspective, the infringement of the workers' privacy for the sake of 
a company survival, or even, for the sake of economic interests is hard to defend. 
As a society we have the power to set a legal framework which may prevent com-
panies from being dependent on the medical information delivered through IWEs. 
To say it in other words, nowadays companies can survive without these kinds of 
environments and without storing any special information on their employee's 
health. Possessing such environments and such information does not constitute a 
competitive advantage. Yet, this aspect can change in future. If we want to protect 
privacy, we must assume our political responsibility and prohibit the collection of 
workers' medical data in order to gain a competitive advantage. 

Balance between privacy and population health. 
A major epidemiologic risk could justify the gathering and handling of a work-

er’s medical data through IWEs. In this case, it will be necessary to take into ac-
count the probability as well as the gravity of the risk (degree and speed of conta-
gion, degree of morbidity and mortality, gravity of the disease, existence of 
preventive and therapeutic means, etc.). 

 
• Health protection 

The medical data collected through IWE should not be harmful to the workers’ 
health. Only some preponderant good may justify health damage. 
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 Best possible sanitary situation 
A major epidemiologic risk could justify the use of IWEs causing health damage. 
In this case, however, it will be necessary, to take into account the probability as 
well as the gravity of the risk (see above). 

 Workers’ health over productivity 
The improvement of the company’s productivity may not be considered as pre-
ponderant good. It does not entitle anyone to cause damage to the workers’ health. 
 

• Free and informed consent 

Workers must receive complete and comprehensive information about the data 
that will be collected at their place of work (nature and extent of the data col-
lected, way they will be used, etc.) before the activation of the AmI system. They 
must also have the possibility to give their free consent to the collection and the 
handling of such data (item mentioned in the employment contract for instance). 

• Control of data handling 

The way in which the data is used by the company must be submitted to regular 
control by an external institution. Disregard for the legal and ethical rules must be 
submitted to sanction. 

• Protection of the weakest 

The medical data collected through IWEs must not be used in order to justify ma-
nagerial measures causing a negative discrimination among the workers of a com-
pany. Yet, we may accept as legitimate the use of such data in order to improve 
the working conditions of a person experiencing physical or psychological defi-
ciency. 

• Protection against false data 

Everything must be done in order to guarantee the validity of the (medical) data 
collected at the workplace (fight against forgery, viruses, etc.). 

Conclusion 

As I have tried to show, IWEs and their ability to collect and handle medical data 
raise fundamental ethical issues. These issues need being tackled urgently. AmI 
research moves fast. According to the scientific literature, the first applications 
should be accessible to a large public in about 10 years and, as stated at the start of 
this paper, such applications are likely to have long-term implications in regards to 
the organization of our everyday life and to our relation to the world. If we want to 
take an active part in this foreseeable change, we have to open the debate now. 
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An Interpretable Guideline Model to Handle 
Incomplete Information 

Tiago Oliveira, João Neves, Ângelo Costa, Paulo Novais, and José Neves* 

Abstract. Healthcare institutions are both natural and emotional stressful environ-
ments; indeed, the healthcare professionals may fall into practices that may lead to 
medical errors, undesirable variations in clinical doing and defensive medicine. On 
the other hand, Clinical Guidelines may offer an effective response to these irregulari-
ties in clinical practice, if the issues concerning their availability during the clinical 
process are solved. Hence, in this work it is proposed a model intended to provide a 
formal representation of Computer-Interpretable Guidelines, in terms of the exten-
sions of the predicates that make their universe of discourse, as well as a Decision 
Support System framework to handle Incomplete Information. It will be used an ex-
tension to the language of Logic Programming, where an assessment of the Quality-
of-Information of the extensions of the predicates referred to above is paramount.  

1   Introduction 

The healthcare institutions exposes the practitioners to situations where their deci-
sions are subjected to greater scrutiny, which reinforces the need for the development 
of tools that may support a good clinical practice [1], being the Clinical Guidelines 
(CGs) a good basis to fulfill such rationale [2]. Undeniably, the cumulative effect of 
these features diminishes their reaction capability, which may lead to the develop-
ment of occupational stress [1, 3, 4, 5]. It is necessary to address these issues, by 
promoting evidence-based medicine and disseminating standards for a good clinical 
practice [6, 7]. CGs are evidence based statements that provide recommendations to 
patients and healthcare professionals about the suitable clinical procedures within 
specific circumstances [8]. However, the current formats of CGs are usually available 
as long textual documents with a high degree of complexity, which makes them diffi-
cult to consult and complex to update. Such static documents are unable to keep up 
                                                           
*Tiago Oliveira ⋅ Ângelo Costa ⋅ Paulo Novais ⋅ José Neves 
CCTC, Department of Informatics, University of Minho, Braga, Portugal 
e-mail: tiago.jose.martins.oliveira@gmail.com,  
     {acosta,pjon,jneves}@di.uminho.pt 
 

João Neves 
Centro Hospitalar de Vila Nova de Gaia/Espinho, EPE, Portugal 
e-mail: joaocpneves@gmail.com 



438 T. Oliveira et al.
 

with the fast growth of scientific knowledge [9]. Moreover, they should interact with 
the clinical staff by providing information about the patients, being placed in context 
or not, but on the fly. On the other hand, they are unable to handle Incomplete Infor-
mation [10], concerning the description of the condition of a patient, a key issue in all 
this process. In fact, the objective of this work is to present a computer guideline rep-
resentation model, embedded in a clinical Decision Support System, which is simple 
and encompasses all the dimensions of the information in the clinical process, includ-
ing the incomplete one. We will focus on the knowledge representation and inference 
mechanisms, regarding the decision making facets of the model. 

2   Computer-Interpretable Guidelines 

Computer-Interpretable Guidelines (CIGs) [11] are computer representations of CGs 
that are incorporated in clinical Decision Support Systems (DSSs), allowing imme-
diate appliance. On the other hand, studies have shown that the implementation of 
current CIGs have effectively reduced the occurrence of medical errors and the ex-
penses with unnecessary complementary exams, thus improving the attendance of pa-
tients [12, 13], and a reduction of costs. Moreover, a formal model of representation 
of CGs provides a better understanding of the clinical process and enables the devel-
opment of automatic means for validating their logic and syntactic structures. One of 
the critical issues in the implementation of CIGs is the depiction model. However, 
there are several approaches to tackle the problem, with different description models 
in use. These approaches define guidelines as instances of building blocks, called 
primitives, which represent the different tasks to bring to a close, in order to conclude 
a clinical process [14, 15, 16, 17]. The current approaches use models of human task 
execution, reflected in the primitives of their interpretation models, such as actions, 
decisions and patient states. The model proposed in this work merges this type of ac-
count with formal logic in decision making, to handle Incomplete Information, which 
is an issue that none of the current approaches deals with. 

3   A Guideline Description Model 

The proposed symbolic formalism draws its inspiration from PROforma [18], that 
represents guidelines as flowcharts. Its objective is to offer an intuitive 
representation of clinical concepts and procedures. Tasks, Decisions, Actions, 
Enquiries, and Plans are the constituints of this formalism [19]. The model is 
depicted in Fig. 1. Each primitive has a set of attributes, relevant to the type of task 
to which they stand for. These attributes are aimed at controlling the execution of 
such tasks (e.g., time contraints, clinical objectives). The case study depicted in Fig. 
2, corresponds to a fragment of the ATPIII Hypercholesterolemia Guideline. It 
refers to the selection of the appropriate treatment for high levels of cholesterol, 
based on the presence of coronary heart disease, risk factors and a ten year risk of 
coronary heart disease. Going from the left to the right, the guideline is inserted in a 
Root Task for a management of guidelines, and the guideline itself is rep-resented as 
Plan P1. Inside Plan P1, it is found Plan P2, which embraces the necessary enqui-
ries in order to obtain the parameters used in Decision D1. On the other hand, D1 is 
responsible for choosing the appropriate treatment based on the current state of the 
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patient. The details about the way the decision is made, will be discussed latter on in 
this work. Plans P3, P4 and P5 hold back the procedures for treatment, being their 
execution bounded by clinical goals expressed in terms of blood levels of LDL. The 
support format for the guideline model is based on the XML. The structure of the 
XML files is described in XML Schema Definition (XSD). 

 

 
 

Fig. 1 Schematic view of the primitives of the representation model, where each primitive 
denotes a task of the clinical process.  
 

 
 

Fig. 2 Representation of a fragment of the ATPIII Hypercholesterolemia Guideline in the 
proposed model. 

4   Knowledge Representation and Quality-of-Information 

The image of the state of a patient within the clinical DSS resorts to Extended Log-
ic Programming (ELP) [10, 20]. ELP encompass one of the few account mechan-
isms that cover the classic cases of Incomplete Information, such as Uncertainty, 
Incompleteness, Inaccuracy, and Incoherence. ELP uses default negation (not p) 
along with classic negation (¬ p), to explicitly represent negative information, 
which is useful to distinguish what is false because it cannot be proven, from what 
is false because its negation can be proven. Indeed, many approaches for know-
ledge representation and reasoning have been proposed using the Logic Program-
ming (LP) paradigm, namely in the area of Model Theory [21], and Proof Theory 
[20, 21, 22]. We follow the proof theoretical approach and an extension to the 
Language of Logic Programming [22], to knowledge representation and reason-
ing. An ELP denotes a finite set of clauses in the form: 

q 1 n 1 m

? p1 n 1 m (n, m
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where ? is a domain atom denoting falsity, the pi, qj, and p are classical ground 
literals. In this representation formalism, every program is associated with a set of 
abducibles [10, 22], given here in the form of exceptions to the extensions of the 
predicates that make the program. To reason about the body of knowledge presented 
in a particular set, that considers Incomplete Information on the base of the formal-
ism referred to above, let us consider a procedure given in terms of the extension of 
a predicate denoted as demo [10, 22]. This meta predicate is given by the signature 
demo:T,V →{true, false, unknown}, according to the following set of terms: 
 
demo(T, true) ← T.  
demo(T, false) ← ¬T.  
demo(T, unknown) ← not T, not ¬T. 
 

Indeed, under this scenery, the first clause establishes that a theorem to be proved is 
put to a knowledge base of positive information returning the truth-value true (1); 
the second clause denotes that the theorem to be proved recurred to the negative in-
formation presented in the knowledge base, returning the truth-value false (0); the 
third clause stands for itself, associating the theorem to be proved with a truth-value 
in the interval ]0,1[, i.e., a measure of system confidence in the proof process. As an 
example, let us consider the case depicted in Figure 2, with respect to a first scenario 
where a patient does not have coronary heart disease. However, the clinical staff is 
unable to detect exactly how many risk factors he/she shows, but they believe the 
number to be in the set {1, 2, 3}. The ten year risk of coronary heart disease is also 
impossible to determine with accuracy, given the uncertainty about the risk factors, 
yet the healthcare professionals know it is either 19% or 21%. In the context of ELP, 
the information about the presence of coronary heart disease, the number of risk fac-
tors and the ten year risk of coronary heart disease can be represented with the fol-
lowing extensions of predicates chd, risk_factors and ten_year_risk, in the form: 

 

¬chd(X) ← not chd(X), not abduciblechd(X). 
abduciblechd(X) :- chd(unknown).chd(unknown). 
¬risk_factors(X) ← not risk_factors(X), not abduciblerisk_factors(X). 
abduciblerisk_factors(1). abduciblerisk_factors(2). abduciblerisk_factors(3). 
¬ten_year_risk(X) ← not ten_year_risk(X), not abducibleten_year_risk(X). 
abducibleten_year_risk(19). abducibleten_year_risk(21). 
? (ten_year_risk(X) ∨ ten_year_risk(Y))∧ ¬ (ten_year_risk(X) ∧ 
ten_year_risk(Y)). 
 

where the first clause of each predicate denotes its closure. The hypotheses in terms 
of the number of risk factors and ten year risk are represented here as abducibles. The 
last clause in the extension of the predicate ten_year_risk stands for an invariant,  
denoting that the abducibles are not disjunct, making that one as to consider one of 
the values 19 or 21 for the ten year risk, but not both, i.e., the values in the set 
{19,21}. On the other hand, the abducibles for the predicate risk_factors denote a dis-
junction, making that one has to consider the values in the set {1, 2, 3, {1,2}, {1,3}, 
{2,3}, {1,2,3}}. In order to establish a link between the parameters of the patient state 
and the ones of the guideline recommendations, one has to look to an attribute, in 
each Decision Task, named Argument Rules. Argument Rules point to production 
rules that state the conditions that must hold in order to choose one or more of the 
treatment options available at a given Decision Task. The use of production rules  
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confers transparency to the clinical process, since they are interpretable by both 
people and machines, i.e., they stand for themselves. For example, the set of rules that 
may enforce Decision D1 might be given in the form: 
 
if chd(yes) or ten_year_risk(X) > ten_year_risk(20) then 
ldl_goal_less(100). 
if ten_year_risk(X) =< ten_year_risk(20) and chd(no) and  
risk_factors(X) >= risk_factors(2) then  ldl_goal_less(130). 
if (risk_factors(0) or risk_factors(1)) and chd(no) then 
ldl_goal_less(160). 
 

To make a decision about the LDL goal of the cholesterol lowering therapy in the 
previously described cases with Incomplete Information, it is necessary to measure 
the reliability of the available information used in each rule. ELP appears here as-
sociated with an Quality-of-Information (QoI) evaluation method [10, 22], which 
is defined in terms of truth values taken from the interval [0,1]. If the information 
is known, the QoI for the term of the extension of the predicate p under considera-
tion is 1. For cases where the information is unknown, the QoI for a term in the ex-
tension of predicate p is given by: 

)0(0/1lim >>== ∞→ NNQoI Np  (1) 

where N is the number of terms for p. This is the case in the extension of predicate 
chd referred to above.  For cases such as the one that is found in the extension of 
predicate ten_year_risk, where the extension of the predicate is unknown, but can 
be taken from a set of mutually exclusive values, the QoI  is given in the form: 

CardQoIp /1=  (2) 

where Card corresponds to the number of abducibles of p. If the set of abducibles 
is disjoint, the QoI is depicted as follows: 
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where Card
CardC is a card-combination subset with Card elements.  The next element 

to be considered is the relative importance that a predicate assigns to each of its 
attributes under observation, i.e., wk

i , which stands for the relevance of attribute k 
in the extension of predicate i [10, 22]. This parameter spawns from the fact that 
some guidelines use in diagnostic situations look at symptoms that have a different 
weight in the detection of a disease. It is also assumed that the weights of all the 
attribute predicates are normalized, that is to say: 
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where ∀ denotes the universal quantifier. It is now possible to define a predicate’s 
scoring function Vi (x) so that, for a value x = (x1, ..., xn) in the multi-dimensional 
space, defined in terms of the attributes of predicate i, one may have: 
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It is now possible to engender all the possible scenarios that denote the universe of 
discourse, in terms of the extensions of the predicates chd, risk_factors and 
ten_year_risk given above.  

The last, but not the least, it must be rendered attention to the fact that in a con-
junction of terms, all terms will contribute to the score; on the other hand, if we 
are faced with a disjunction of terms, only the term with the highest truth value 
will make a payment to the score. However, this is not always the case, since a 
symptom can be more denotative of a disease than others that may also occur 
along with it. The evaluation scheme may evolve towards distinguishing condi-
tions in terms of the symptoms relative weight, which is the case when there is a 
profound knowledge of the clinical domain by its part-owners. 

5   The Decision Model 

 
 

Fig. 3 A schematic view of the decision model based on the CGs recommendations. 

 
To reason about the knowledge base of a patient, it was thought-out a logic inference 
engine that mimics the state of affairs of a diagnosis, i.e., once it is required to ex-
ecute a given assignment, it must consider the guideline recommendations for that 
particular patient. Such model is depicted in Figure 3. Initially, the Formulation of 
Hypotheses is considered. At this stage it is carried out a survey on the available op-
tions with respect to a Decision Task. Subsequently, for each rule, there is a Voting 
Stage. The Voting Stage starts with the Evaluation of Conditions, at the knowledge 
base level; under a successful outcome, the rule is considered to be inferable and the 
QoI Evaluation is the next phase in the decision process. Otherwise, the process 
goes back to the initial phase and a subsequent rule will be considered. Indeed, in 
terms of the scenarios that were described above, and according to the rules of Deci-
sion D1, we may come to a conclusion. At the Evaluation Stage, the QoI method is 
used to determine the truth or falsity of the logic conditions and the scores of each 
rule. Considering the first scenario, the truth-values that denote the QoI of each of 
the extensions of the predicates that make the universe of discourse of a patient state 
and the scores of the rules would be the following: QoIchd=1, QoIten_year_risk=0.50  
and QoIrisk_factors=0.14. Thus, the scores of the available rules would be: 
Vldl_goal_less(100)=0.50, Vldl_goal_less(130)=0.55 and Vldl_goal_less(160)=0.57, so all rules are  
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valid. For the second scenario, only the truth value of chd would be different, with 
QoIchd=0, resulting in the following scores: Vldl_goal_less(100)=0.50, Vldl_goal_less(130)=0.21 
and Vldl_goal_less(160)=0.07, with only one valid rule. The Clinical Rule Selection stage 
requires that all the scores of the valid rules have been evaluated. The options are put 
in a preference list, according with the decreasing order of their scores and an infor-
mation dashboard, like the one depicted in Figure 4, containing the contributions of 
the conditions of each rule to the scores, is shown to the user. The selected rule is the 
one with the highest score and will determine the next task in the clinical process at 
the Clinical Task Assignment stage. The distribution of tasks after a pronouncement 
is assured by trigger conditions placed at the subsequent tasks that match the rules 
offered at the Decision Task. 
 

 
 
Fig. 4 A dashboard of the available rules for the first scenario. 

6   Conclusions and Future Work 

The proposed decision model summarizes the state of the information available to 
the user at every decision step, of an inclusive decision task. It is a good asset to 
clinical decision making, since it effectively reproduces the cognitive processes 
involved in real life diagnosis and is supported by the recommendations of CGs. 
The work done was focused on the development of an intuitive guideline represen-
tation model and of a decision one that supports the processing of Incomplete In-
formation. The future plans for this work include a constant work towards the im-
provement of the architecture, and the application of the technical solutions that 
will make the implementation of these decision models possible. 
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Modeling a Mobile Robot Using a Grammatical
Model

Gabriel López-Garcı́a, Javier Gallego-Sánchez, J. Luis Dalmau-Espert,
Rafael Molina-Carmona, and Patricia Compañ-Rosique

Abstract. Virtual Worlds Generator is a grammatical model that is proposed to
define virtual worlds. It integrates the diversity of sensors and interaction devices,
multimodality and a virtual simulation system. Its grammar allows the definition
and abstraction in symbols strings of the scenes of the virtual world, independently
of the hardware that is used to represent the world or to interact with it.

A case study is presented to explain how to use the proposed model to formalize
a robot navigation system with multimodal perception and a hybrid control scheme
of the robot.

1 Introduction

Autonomous robots are physical agents that perform tasks by navigating in an envi-
ronment and by manipulating objects in it. To perform these tasks, they are equipped
with effectors to act on the environment (wheels, joints...) and with sensors that can
perceive it (cameras, sonars...) [6].

The growing disparity of available sensors adds complexity to systems, but it also
allows the control of robots to be more accurate. For example, humans and other an-
imals integrate multiple senses [7]. There are other reasons of mathematical nature:
combining multiple observations from the same source provides statistical advan-
tages because some redundant observations are obtained for the same estimation.

In this paper we deal with the integration of multimodal inputs in the sense stated
by Signhal and Brown [8], that is, the use of data of different nature for decision-
making in high-level tasks performed by a robot. However, the proposed system can
also deal with the concept of fusion.
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The Virtual Worlds Generator (VWG), our proposal, is a grammatical model,
which integrates the diversity of interaction and sensing devices and the modules
that make up a Graphics System (Graphics, Physics and AI engines). The scene
definition is separated from the hardware-dependent characteristics of the system
devices. It uses a grammar definition which integrates activities, visualization and
interaction with users. The hypothesis is that it can be used as a formal framework to
model a robot navigation system, including several multimodal inputs, sensor fusion
and integration, and behaviour strategies.

2 Model for Virtual Worlds Generation

In the VWG model, a virtual world is described as an ordered sequence of prim-
itives, transformations and actors. A primitive is the description of an object in a
given representation system (typically, they are graphical primitives but they could
also be sounds or any other primitive in a representation space). Transformations
modify the behaviour of primitives, and actors are the components which define the
activities of the system in the virtual world. The actors may be finally displayed
through primitives and transformations. To model the different actor’s activities, the
concept of an event is used. Events cause the activation of a certain activity that can
be processed by one or more actors.

Each element in the scene is represented by a symbol from the set of symbols of
the scene. The symbols make up strings that describe the scenes, in accordance with
a language syntax, which is presented as a grammar [1].

A grammar M is a tuple M = < Σ ,N,R,s >, where Σ is the finite set of terminal
symbols, N is the finite set of non-terminal symbols, R is the finite set of syntactic
rules (a syntactic rule is an application r: N →W ∗, where W = Σ ∪N) and s ∈ N is
the initial symbol of the grammar. In out case, M is defined as:

1. Σ = P∪T ∪O∪AD
ATT R, where:

• P: set of symbols for primitives.
• T : set of symbols for transformations.
• O = {·()}: symbols for indicating the scope () and the concatenation ·.
• AD

ATT R: set of symbols for actors, where D is the set of all the types of events
generated by the system and ATT R is the set of all the attributes of actors
which define all the possible states. For example, the actor aH

attr will carry out
its activity when it receives an event eh, where h∈H, H ⊆D and attr∈ ATT R
is its current state.

2. N = {WORLD, OBJECTS, OBJECT, ACTOR, TRANSFORM., FIGURE}.
3. Grammar rules R are defined as:

• Rule 1. WORLD → OBJECTS
• Rule 2. OBJECTS → OBJECT | OBJECT · OBJECTS
• Rule 3. OBJECT → FIGURE | TRANSFORM. | ACTOR
• Rule 4. ACTOR → aH

attr, aH
attr ∈ AD

ATT R,H ⊆ D
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• Rule 5. TRANSFORMATION → t(OBJECTS), t ∈ T
• Rule 6. FIGURE → p+, p ∈ P

4. s = WORLD is the initial symbol of the grammar.

M is a context-free grammar. L(M) is the language generated by the grammar M:
L(M) = {w ∈ Σ∗ | WORLD

∗→ w}
Apart from the language syntax, it is necessary to define the semantics of L(M). It

will be defined with a denotational method, that is, through mathematical functions.
Rule 6 defines a figure as a sequence of primitives. Primitive’s semantics is de-

fined as a function α : P → G. Each symbol in the set P carries out a primitive on
a given geometric system G. So, depending on the definition of the function α and
on the geometry of G, the result of the system may be different. G represents the ac-
tions to be run on a specific visual or non-visual geometric system (e.g. the actions
on OpenGL or on the system of a robot). The function α provides the abstraction
needed to homogenize the different implementations of a rendering system. There-
fore, only a descriptive string is needed to run the same scene on different systems.

In Rule 5, two functions are used to describe the semantics of a transformation,
whose scope is limited by the symbols “()”: β : T →G (carried out when the symbol
“(” is processed) and δ : T → G (run when the symbol “)” is found). These two
functions have the same features that the function α , but they are applied to the set
of transformations T , using the same geometric system G.

Rule 4 refers to actors, which are the dynamic part of the system. The semantics
of the actor is a function which defines its evolution in time. For this reason, the
semantic function is called evolution function λ and it is defined as: λ : AD

ATT R×
ED → L(M), where ED is the set of events for the set of all event types D. The
function λ has a different expression depending on its evolution. However, a general
expression can be defined. Let H = {h0, . . . ,hn} ⊆ D be the subset of event types
which the actor aH

ATT R is prepared to respond to. The general expression for λ can be
seen at (e1), where u0, . . . ,un are strings of L(M). This equation means that an actor
aH

ATT R can evolve, that is, it is transformed into another string ui when it responds
to an event eh which the actor is prepared to respond to. However, the actor remains
unchanged when it is not prepared to respond.

As well as dynamic elements, actors can also have a representation in the geomet-
ric space G. To be displayed, an actor must be converted to a string of primitives and
transformations. This visualization function is defined as: θ : AD

ATT R×EV → L(M′),
where V ⊆ D, EV ⊆ ED are events created in the visualization process, and L(M′)
is a subset of the language L(M), made up of the strings with no actors. Let
H ∩V = {v0, . . . ,vn} ⊆ D be the subset of visual event types which the actor aH

ATT R
is prepared to respond to. The expression of θ can be seen at (e2).

λ (aH
ATT R,e

h) = θ (aH
ATT R,e

v) =⎧⎪⎪⎨⎪⎪⎩
u0 ∈ L(M) if h = h0

. . .
un ∈ L(M) if h = hn

aH
ATT R if h /∈ H

⎫⎪⎪⎬⎪⎪⎭ (e1)

⎧⎪⎪⎨⎪⎪⎩
z0 ∈ L(M′) if v = v0

. . .
zn ∈ L(M′) if v = vn

ε if v /∈ H ∩V

⎫⎪⎪⎬⎪⎪⎭ (e2)
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The semantic function of these Rules 1, 2, and 3 breaks down the strings and con-
verts them into substrings, executing the so called algorithm o f the system, which
performs the complete evolution of the system and displays it in the current ge-
ometric system. It performs several actions, which are described in the following
paragraphs.

To display the scene on the geometric system G, the function ϕ is defined, for the
set of symbols that can directly be displayed: primitives and transformations. Given
a string w ∈ L(M) and using only symbols of P and T , ϕ is defined as:

ϕ(w) =

⎧⎨⎩
α(w) if w ∈ P
β (t);ϕ(v);δ (t) if w = t(v)∧ v ∈ L(M)∧ t ∈ T
ϕ(u);ϕ(v) if w = u·v∧u,v ∈ L(M)

⎫⎬⎭
In the case of strings including both displayable elements, and actors, two functions
must be defined. The first one is the so called function of the system evolution η ,
which requires a sequence of sorted events S = e1 · e2 . . .en, where every ei ∈ ED

and a string of L(M) including actors, and implements a set of recursive calls to the
function λ to perform the evolution of all the actors in the system at a given frame:

η(w,S) =

⎧⎪⎪⎨⎪⎪⎩
w if w ∈ P
t(η(v,S)) if w = t(v)
∏ei∈S λ (aH

attr,e
i) if w = aH

attr
η(u,S) ·η(v,S) if w = u · v

⎫⎪⎪⎬⎪⎪⎭
The operator ∏ei∈S λ (aH

attr,e
i) concatenates the strings of the function λ .

For the actors to be displayed in the system, they must be converted to displayable
elements, that is, primitives and transformations. The second function, returns a
string of the language L(M′) given a string w ∈ L(M) and a sequence of ordered
visualization events S′ = e1 ·e2 . . .en, where every ei ∈ EV and S′ ⊆ S. This function
is called function of system visualization π and it is defined as:

π(w,S′) =

⎧⎪⎪⎨⎪⎪⎩
w if w ∈ P
t(π(v,S′)) if w = t(v)
∏ei∈S θ (aH

ATT R,e
i) if w = aH

ATT R
π(u,S′) ·π(v,S′) if w = u · v

⎫⎪⎪⎬⎪⎪⎭
The events are the mechanism to model the activity in the system. The actors ac-
tivity is carried out when a certain type of event is produced. The following event
definition is established: ed

c is defined as an event of type d ∈ D with data c.
A new function called event generator is defined as: Let Cd(t) be a function

which creates a sequence of ordered events of type d at the time instant t, where
d ∈ D and D is the set of event types which can be generated by the system. This
function is: Cd : Time→ (ED)∗

Different event generators can create the same type of events. So, a priority order
among event generators must be established to avoid ambiguities.

Once all the elements involved in the model have been defined, the System Al-
gorithm can be established. It defines the system evolution and its visualization at
every time instant ‘t’ or frame:
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1. w = w0 ; t = 0
2. while w �= ε do

- S = collect events from generators C∗ in order of priority.
- Z = extract visual events from S.
- wnext = η(w,S)
- v = π(w,Z) ; g = ϕ(v)
- w = wnext ; t = t + 1

3. end while

Where w0 is the initial string, C∗ = { All the event generators which generate events
of type D }, D = { Set of all the types of possible events in the system }, g is the
output device, S is a sequence of all the events generated by the system at instant
t, Z is a subsequence of S, and it includes all the events from visual devices. These
events are the input of the visual algorithm π .

3 Case Study

Let us consider a robot with several sensors that provide information about the envi-
ronment. It is programmed to autonomously navigate in a known environment, and
to transport objects from one place to another. The input data are the data from a
range sensor, the image from a camera to identify objects and places using markers
and a humen supervisor that he is controlling the robot. The information is combined
using a multimoldal algorith based on priorities.

A system like this can be modeled using a classical hybrid scheme (figure 1). This
hybrid scheme can be adapted using the VWG introduced in the previous section.

Fig. 1 Hybrid scheme for a robotic system.

In this picture the world is the real environment. The world model is a map con-
taining the static elements of the environment. The reactive system is made of sev-
eral generators, for the sensors and for the user’s orders. The proactive system is the
AI of the robot. The robot is the only actor in the system. The current state is the set
of robot attributes. The multisensorial integration process is the evolution function
of the robot. The final action is the result of the process of sensor integration and the
final action carried out by the robot.

Only one primitive is needed, the robot, and it is modified by two possible trans-
formations: move and rotate (table 1). When the system is executed in a real en-
vironment, the transformations correspond to the actual operations performed by
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Table 1 Primitives and transformations of the robotic system.

Real environment Simulator
PRobot No action Draw the robot in the GS
TMove<dist> Move a distance dist Move a distance dist in the GS
TRotate<angle> Rotate an angle angle Rotate an angle angle in the GS

the robot. If it is executed in a simulator, the primitive and the transformations will
represent the operations carried out in the graphics system (GS).

Events are used to define the activity in the system. Each event is defined by
its identifier and some attributes. They produce changes on the actors through their
evolution functions. These events are produced by generators. There is a generator
for each event type. In the robotic system, five generators are needed:

• gLaser: It generates an eLaser event when the laser detects an obstacle, by ob-
taining the laser data and processing them to find the possible obstacles. It is
defined as: gLaser = eLaser<dist,angle> if obstacle, where dist is the distance to
the obstacle and angle is the angle to the obstacle.

• gCamera: It generates an eCamera event when a marker is detected in the camera
image. Markers are used to identify the rooms in the environment. It is defined
as: gCamera = eCamera<marker> if a marker is detected.

• gDecide: It generates an eDecide event each frame to indicate to the robot to
make a decision. Is is defined as: gDecide = eDecide each frame.

• gExecute: It generates an eExecute event to indicate the system to execute the
robot actions in the current representation space. If the representation space is
the real environment, the real operations will take place (move the robot, rotate
the robot...). If the current space is the simulator, the operations will take place
in the graphics system. It is defined as: gExecute = eExecute each frame.

• gObjective: It generates an eObjective event to set a new objective marker.
This generator is connected to the user orders. Users can specify a new target
room simply by selecting its associated marker. It is defined as: gOb jective =
eOb jective<marker> if user order.

An order relation must be defined to establish an execution priority among gen-
erators. In the robotic system, the order relation is: gLaser, gCamera, gObjective,
gDecide, gExecute. Therefore, events related with the acquisition of data have the
highest priority, compared with the events of decision and execution.

The only actor in our robotic system is the robot which is defined as:
ARoboteLaser,eCamera,eDecide,eExecute,eOb jective

<grid,row,column,angle,ob jective,action> , where the superscript are the events
which it is prepared to respond to, and the subscript are the attributes, whose mean-
ings are: the grid represents the environment where the robot moves in. Each cell
stores the registered data obtained from the sensors (the detected obstacles and
markers). Row and column are position occupied by the robot in the grid. Angle
is the robot orientation. Objective is the objective room, represented by its marker.
And action is the string of primitives and transformations which indicates the next
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command to be executed. To simplify, in the following equations this actor will be
referred as ARobotE

<g,r,c,an,o,ac>.
The evolution function defines the way the robot behaves in the environment. Let

e be an event that is received by the actor, the evolution function is defined as:

λ (ARobotE
<g,r,c,an,o,act>,e) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ARobotE
<g′,r,c,an,o,ac> if e = eLaser<dist,angle>

ARobotE
<g′,r,c,an,o,ac> if e = eCamera<marker>

ARobotE
<g,r′ ,c′,an′,o,ac′> if e = eDecide

α(ARobotE
<g,r,c,an,o,ac>) if e = eExecute

ARobotE
<g,r,c,an,o′,ac> if e = eOb jective<marker>

ARobotE
<g,r,c,an,o,ac> otherwise

(1)
where the symbol apostrophe (’) indicates that it has changed as follows:

• If e = eLaser<dist,angle>, the grid (g) must be updated to indicate that an obstacle
has been detected. The cell to mark is the one in position (r + dist cos(ang+
angle),c+ dist sin(ang+ angle)).

• If e = eCamera<marker>, the grid must be updated to indicate that a marker has
been detected. The cell to mark is (r+ dist cos(ang),c+ dist sin(ang)).

• If e = eDecide, the current position and orientation of the robot (r,c,ang), must
be updated, as well as the actions to be executed.

• If e = eExecute, the actions of the robot must be executed in the representation
space, through the use of the α function.

• If e = eOb jective<marker>, a new objective has been set by the user, so the ob-
jective (o) must be changed to the new one (marker).

• In any other case, the actor must remain unchanged.

The initial string in our system is defined as: ARoboteLaser,eCam.,eDecide,eExec.,eOb jct.
<grid,row,column,angle,ε,ε> ,

where the attribute grid is initialized to a set of empty cells, the attributes row, col-
umn and angle are the initial position, and the objective and the actions are empty.

3.1 Analysis

A set of tests has been designed to prove the features of our model: The aim of the
first test is to prove the suitability of the evolution function to introduce new AI
algorithms. This test is not to obtain the best AI algorithm to achieve the goal. Two
simple decision algorithms have been used to decide how the robot should move.
The first algorithm makes decisions randomly to find the target position. The second
algorithm is A* [4]. These two AI algorithms were introduced without making any
changes in other parts of the system, just by changing the evolution function.

The aim of the second test is to prove that the input devices can be replaced
without changing the system. We can change the laser to a Kinect to detect obstacles.
To change this device, we have just designed a new event generator (gKinect) that
creates events of the same type that the ones generated by the laser generator.

In the third test we want to test the extensibility of the system. New instances
of the actor symbols (representing robots) have been added to the definition string
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to extend the system and create a multi-robot system in an almost immediate way.
The updating of the definition string supposes the extension of the model and the
addition of new features. Moreover, most elements can be reused in new definition
strings to obtain new behaviours with little effort.

In the last experiment we tested the flexibility to work under different conditions.
To prove this feature, the system has been tested with different maps, in the case of
the simulated robot, and in different real environments, in the case of the real robot.

4 Conclusions

A new model to formally define virtual worlds, independently from the underlying
physical layer, has been presented. Is has been used to model the control of a mobile
robot, navigating in a given environment, and using a set of multimodal inputs from
different types of sensors.

Taking into account the diversity of virtual worlds available nowadays and the
wide variety of devices, this model seems to be able to provide interesting features.
Firstly, it is a formal model that allows to abstract and represent the states of the
system in a general way by avoiding specific features. It is a device-independent
model, therefore, is not linked to the implementation. It allows the replacement of
physical devices by simulated ones, and the easy addition of new ones.

In conclusion, it has been achieved the main objective of defining a new formal
and generic model that is able to model general virtual worlds systems by avoiding
the specific peculiarities of other models existing today.
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A Classification Method of Knowledge Cards
in Japanese and Chinese by Using
Domain-Specific Dictionary

Xiaopeng Liu, Li Cai, Masanori Akiyoshi, and Norihisa Komoda

Abstract. This paper addresses a classification method to classify the knowledge
cards written in Japanese and Chinese by using domain-specific dictionary at off-
shore software development company. The method has two phases in classifica-
tion process; pre-process for morphological analysis, translation or filtering original
cards, and sample-based categorization process with statistical information. Finally,
we take the classification experiment to verify the feasibility of our method and also
discuss the experimental results.

1 Introduction

Nowadays, as the offshore software development between Japan and China is grow-
ing rapidly, a large amount of related knowledge cards that mixed with Japanese
and Chinese have been accumulated in the database of many offshore software de-
velopment companies. The contents of these knowledge cards consist of software
development technology, employee management and language learning, which are
very helpful in technical training and self-study for the employee. So, in order to
take use of these knowledge cards and know-how of the companies, an efficient
knowledge classification system which can handle the knowledge cards that mixed
with Japanese and Chinese is strongly expected.

Towards the situation that mentioned above, the knowledge management system,
so called RKMS [1] was developed to store the knowledge cards that collected in
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the form of Q&A (Question and Answer) from BBS (Bulletin Board System) of the
company. These collected knowledge cards are used by references when users face
problems, and the BBS search engine helps a user to get necessary information.
In order to get the required reference more quickly, RKMS should also classify
the knowledge cards. Such cards are written in Japanese, Chinese, or both of them
sometimes. The existing method [2] is able to classify the Japanese knowledge cards
well, but cannot handle the knowledge cards that mixed with Chinese.

So, this paper discusses how to classify the knowledge cards that mixed with
Japanese and Chinese by using a domain-specific dictionary.

2 Word-Based Classification

2.1 Outline of Existing Card Classification System

Fig.1 shows the outline of existing classification method for Japanese knowledge
cards [2].

Morphological 

analysis

Japanese cards

“Chasen” process

Classification judgement process
- Judgement of category words involvement

- Judgement of category words matching

Japanese word lists

日本語の勉強では会話の
練習が難しいと思う。

日本語、勉強、会話、
練習、難しい、思う

noun, verb, 

adjective

Category-based dictionary

- tf-idf & cotf-idf of words

- sampled cards (Japanese)

Refer

Classified result

Fig. 1 Outline of existing opinion classification method

As the process flow shown in Fig.1, the Japanese cards are divided into a set of
Japanese words under the “Chasen” [3] process. “Chasen” is a morphological anal-
ysis tool for Japanese, and it can split a Japanese sentence into noun, verb, adjective
words and something else, just like the example which is shown in the right side
of Fig.1 above. The category-based dictionary consists of some sampled Japanese
cards that judged by our tool maintenance team members, and also provides two
types of characterizing indices on each category from word statistical information
points of view. One is t f − id f (term frequency inverted document frequency), and
the other one is cot f − id f (co-occurrence t f − id f ). cot f − id f is an extension of
t f − id f and it focuses on the two words co-occurrence to characterize each cate-
gory. Referring to the category-based dictionary, the involvement degree of category
words and common words between the target card and a category, Rt and Rcot can
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be calculated respectively. Based on the Rt , Rcot , summing the weighted parameter
α , the category words involvement degree R between the target knowledge card and
a category can be calculated by the Formula 1

R = α×Rt +(1−α)×Rcot (1)

If the involvement degree R of the target knowledge card is larger than the pre-
set threshold, the system judges the content of the target knowledge card is quite
similar to the sample cards in a category, and intends to classify the target card to
this category prospectively. Then, the judgement of category words matching de-
gree is going on. In this process, the average value of Jaccard coefficient between
the target knowledge card and the other cards in a category will be calculated as
the category words matching degree of the target knowledge card. If the category
words matching degree is larger than the preset threshold, the system determines
that the category words matching degree between the target knowledge card and a
category is high, and classifies the target knowledge card to this category. Besides,
the Jaccard coefficient is calculated by the Formula 2 below.

Jaccard coe f f icient =
Nsx

Ns +Nx−Nsx
(2)

In the Formula 2, Nsx means the number of common words between a knowledge
card S and a knowledge card X , Ns does the number of words in a knowledge card
S, and Nx does the number of words in a knowledge card X . S means a sampled card
stored in a category, and X does a target card under judgement processing.

2.2 Problems of Classifying Knowledge Cards Involving Chinese

Knowledge management systems of many offshore software development compa-
nies always have the knowledge cards that written in two languages or more. For
example, in the RKMS that mentioned above, 66% of the knowledge cards are writ-
ten in Japanese, 29% are in Chinese, and the 5% left are mixed with Japanese and
Chinese.

The existing classification method referring to Japanese category-based dictio-
nary can classify Japanese knowledge cards effectively; however it cannot handle
the classification of Chinese cards, let alone the mixed ones.

In order to solve the problem above, there are two kinds of proposals. One is to
translate all the Chinese knowledge cards into Japanese by hand or software. But
that way is always inefficient or low quality. The other way is to convert the Chi-
nese word lists that generated by Chinese morphological analysis tool into Japanese
by using a domain-specific dictionary. Although we cannot provide a comprehen-
sive dictionary as the fast-changing IT technology, there is still a possible way to
compensate the conversion loss.

So, in the following, based on the existing card classification method for Japanese,
we address our classification system which can handle the knowledge cards that
mixed with Japanese and Chinese by using a domain-specific dictionary.
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3 Classification System of Knowledge Cards in Japanese and
Chinese Referring to Domain-Specific Dictionary

3.1 Approach

Fig.2 indicates the process flow of our classification method of knowledge cards that
represented in Japanese and Chinese.

Chasen process ICTCLAS

Japanese words Chinese words

Classification Judgement process
- Judgement of category words involvement degree

- Judgement of category words matching (Jaccard)

Domain-specific 

dictionary Translate

Morphological 

analysis

Classified results

Knowledge cards

Comparison and Correction

Word lists (Japanese and Chinese)

(Pseudo)

Japanese words
(Filtered)

Japanese words

Refer Refer

Estimation process 

of Jaccard coefficient

Filter

Japanese word lists

Category-based 

dictionary(Japanese)
Refer

Fig. 2 Outline of classification system of knowledge cards represented in Chinese and
Japanese

In the beginning, we skip the language judgement of knowledge card, and di-
rectly take morphological analysis of the knowledge cards with “Chasen” and ICT-
CLAS [4] As “Chasen” for Japanese, ICTCLAS is a morphological analysis tool
for Chinese. Then, the system compares the two analysis results morpheme by mor-
pheme, and generates the correctly analyzed word lists. After that, in order to make
use of the existing card classification method and reduce the unimportant Japanese
words which may worsen the classification results. We translate the Chinese words
of the word lists into Japanese by using the preset domain-specific dictionary [5].
Then, referring to the same dictionary, we also filter the Japanese words left of the
word lists. The new word lists after translating and filtering has fewer words than
the original ones, because all of the words that do not included in the dictionary will
be deleted. If we still take the word lists to the classification judgement process, we
will get a wrong Jaccard coefficient, which will cause an incorrect classification
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result. So, before the classification judgement, the estimation process of Jaccard
coefficient should be added. Finally, knowledge cards will be classified by using the
existing classification method that mentioned in Section 2.1.

3.2 Morphological Analysis Process

As the input knowledge cards of our system can be written either in Japanese, Chi-
nese, or both of them, the general way of classification is to judge the language of all
knowledge cards at first. Instead of such judgement, in our method, we take another
way to solve the language problem for the classification. That is taking advantage
of the feature of two morphological analysis tools. Both “Chasen” and ICTCLAS
can divide the knowledge cards in their original language into morphemes correctly.
However, when facing the knowledge cards that written in other language, the two
morphological analysis tools intend to divide every morpheme into a few smaller
segments or even individual characters [7, 8]. For example, “ ” (English word
is “Study”) is a Japanese unique word. If ICTCLAS take morphological analysis of
it, as there is no such word in Chinese, it will be divided into “ ” and “ ” the two
individual characters. Similarly, when “Chasen” analyzes a Chinese word, we will
get the same result. So, referred to such feature of the two morphological analysis
tools, if we contrast the two analysis results morpheme by morpheme, choose the
correct parts and assemble all of them, we will get the correctly analyzed word list.

The criterion for system to judge which analysis result is correct is the number
of characters in a morpheme. As the two morphological analysis tools will divide
every morpheme into a few smaller segments or even individual characters when
facing the knowledge cards that written in other language. The number of characters
in these smaller segments and individual characters should be less than the one of
correctly analyzed morphemes. For example, the Japanese unique word “ ” can
be correctly analyzed by “Chasen” and the number of characters of it is 2. Then,
when it is analyzed by ICTCLAS, it will be divided into “ ” and “ ” the two
individual characters, and either of the two characters has only one character, which
is less than the number of characters of “ ”. So, the system judges that the
analysis result provided by “Chasen” is correct.

Fig.3 shows the morphological analysis process of the input data in different lan-
guages. Firstly, when the input data is written in Japanese only, “Chasen” provides
better analysis accuracy than ICTCLAS. So, the analysis result of “Chasen” is set as
the final output. Then, when the input data is written in Chinese only, the analysis
result of ICTCLAS is more correct than “Chasen” and the system chooses that as the
final output. However, when the input data is mixed with the two languages above,
both “Chasen” and ICTCLAS have mistakes in their analysis results. In this time,
the system will contrast the two analysis results from one morpheme to another,
chooses every correct part and assembles them into the final output.
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Japanese words

Input data:

Chasen:

ICTCLAS:

日本語の勉強

日本語 |の |勉強

日本|語||の | 勉|強

Output data: 日本語|の|勉強

Chinese words

Input data:

Chasen:

ICTCLAS:

日语学习

日|语 | 学|习

日语 | 学习

Output data: 日语|学习

Mixed language words

Input data:

Chasen:

ICTCLAS:

日本語の勉強应该坚持

日本語 |の |勉強 | 应 |该 | 坚|持

日本|語||の |勉|強 |  应该 | 坚持

Output data: 日本語|の|勉強|应该|坚持

: an integrated morpheme : contrast

|  : a delimiter generated by morphological analysis tool 

: correct analysis result : incorrect analysis result

Fig. 3 Samples of morphological analysis process

3.3 Loss Correction Process

When translating the Chinese words of the word lists into Japanese, the Chinese
words that do not exist in the domain-specific dictionary will be deleted. Moreover,
in the process of filtering, the Japanese words which are not in the dictionary will
also be deleted. So, if we directly take the word lists that after translating and filter-
ing to calculate the Jaccard coefficient by the Formula 2, as the values of parameters
in the denominator and numerator of the formula are not correct, we will get a wrong
Jaccard coefficient, which will lead to an incorrect classification result. So, in the
estimation process of Jaccard coefficient, we should add the loss correction for the
parameters that may have loss [9].

Referring to the Formula 2, we find that Ns is a regular value, Nx and Nsx will be
affected by translation and filtering.The original value of Nx can be obtained easily
and directly from the word list before translation and filtering process. So, we should
discuss the loss correction for Nsx only. We set a parameter “w” to compensate the
loss correction for Nsx and its definition is shown by the Formula 3 below.

w =
1

1− lossrateo f commonwords
(3)

When knowledge cards are written in Chinese, w is a conversion loss correction rate
for Chinese words common to the cards. When knowledge cards are in Japanese,
w means a filtering loss correction rate for Japanese words common to the cards.
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Moreover, if knowledge cards are mixed with Chinese and Japanese, w is a loss
correction rate for the words of word lists common to the cards.

estimated Jaccard coe f f icient =
w×Nsx

Ns +Nx
′ −w×Nsx

(4)

Formula 4 shows the calculation method of the estimated Jaccard coefficient. Be-
sides, Nx

′ means the number of words in a knowledge card X before translation and
filtering.

3.4 Experimental Result

570 knowledge cards in Chinese from the database of RKMS are set as the input data
of the following experiments. The category-based dictionary consists of 36 sample
Japanese cards. Besides, the domain-specific dictionary has 1587 conversion word
pairs and most of them are specialized vocabulary about information system. Our
experiments and the calculation of loss correction rate w proceed as follows.

Firstly, we get 100 knowledge cards from the 570 Chinese cards randomly, and
take the value of w when the F value is highest as the loss correction rate by using
the former 100 knowledge cards. F value is set as the evaluation criterion of classi-
fication, which is the weighted harmonic mean of recall rate and precision rate. The
recall rate means the fraction of the documents that are relevant to the query that
are successfully retrieved, and the precision rate does the fraction of the documents
retrieved that are relevant to the user’s information need. Then, based on the 470
knowledge cards left, we make 3 types of dataset such as Chinese cards, Japanese
cards (translated by hand) and the knowledge cards mixed the two languages (made
by hand). After that, referring to the w that obtained above, the 3 datasets are clas-
sified by our classification system. The process of the experiment above repeats 10
times, and the average values of recall rate, precision rate and F value for the 3
datasets are calculated at last.Although the 3 datasets are written in different lan-
guages, as the contents of them are the same, we can predict that the classification
results of the 3 datasets are in the same level.

Table 1 Comparison of experimental results

Num. of
knowledge cards Language Ave. of recall rate(%) Ave. of Precision rate(%) Ave. of F value(%)

C&J 66.49 70.76 68.54
470 CHN 67.29 70.75 68.74

JPN 67.80 70.85 69.32

Table 1 shows the comparison of the results of the three classification experi-
ments. In the Table 1, C&J means the knowledge cards that mixed with Chinese and
Japanese; CHN means the knowledge cards in Chinese and JPN does the knowledge
cards that written in Japanese.
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Referring to the Table 1, the average F value of the Chinese cards and the knowl-
edge cards mixed with Chinese and Japanese are 68.74% and 68.54%. Both of them
are very close to the one of Japanese cards which gets 69.32%. So, it is proved that
our system is able to handle the classification of Japanese cards, Chinese cards and
the knowledge cards mixed with Chinese and Japanese effectively.

4 Conclusion

This paper addresses a classification method of knowledge cards represented in
Japanese and Chinese at offshore software development. The classification is based
on the existing card classification method for Japanese and is able to classify the
knowledge cards that mixed with Chinese and Japanese effectively. Referred to the
experimental results, the feasibility of our proposed method is well proved. In the fu-
ture, we will take wider experimental sample to testify the reliability of our method.
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A Taxonomy Construction Approach Supported
by Web Content

Ana B. Rios-Alvarado, Ivan Lopez-Arevalo, and Victor Sosa-Sosa

Abstract. The growth of unstructured information available inside organizations
and on the Web has motivated the building of structures for represent and ma-
nipulate such information. Particularly, an ontology provide a structural organiza-
tional knowledge to support the exchange and sharing. A crucial element within
an ontology is the taxonomy. For building a taxonomy, the identification of hyper-
nymy/hyponymy relations between terms is essential. Lexical patterns have been
used in analysis of text for recovering hypernyms. In addition, the Web has been
used as source of collective knowledge and it seems a good option for finding appro-
priate hypernyms. This paper describes an approach to get hypernymy relations be-
tween terms belonging to a specific domain knowledge. This approach combines
WordNet synsets and context information for building an extended query set. This
query set is sent to a web search engine in order to retrieve the most representative
hypernym for a term.

Keywords: Knowledge representation, knowledge management, search heuristics.

1 Introduction

At the beginning of the 21st century the easy way to access to digital information
resources has motivated an exponential growth in the available unstructured infor-
mation. This growth is not only present on web resources, but it also can be seen
inside organizations, institutions, and companies. In an organization, for example,
documents represent a significant source of collective expertise (know how). In order
to store, retrieve, or infer knowledge from this information, it is necessary represent
it using a conceptual structure. This can be achieved by means of taxonomies or
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ontologies. Taxonomy is the science that deals with the study of identifying, group-
ing, and naming organisms according to their established natural relationship. In
current usage within Knowledge Management, taxonomies are considered narrower
than ontologies since ontologies apply a larger variety of relation types. According
to Gruber [1], “ontologies are often equated with taxonomic hierarchies of classes”;
thus, it can be said that the key component in the ontology is the taxonomy. Such tax-
onomies, as the main component for an ontology, provide an organizational model
for a domain (domain ontology), or a model suitable for specific tasks or problem
solving methods (ontologies of tasks and methods). Nevertheless, constructing tax-
onomy is a very hard task.

The identification of hypernymy/hyponymy relations between terms (in this work
only nouns are considered as terms) is mandatory for building a taxonomy. A hy-
ponym can be defined as: a word of more specific meaning than a general or su-
perordinate term applicable to it. By contrast, a hypernym is a word with a broad
meaning constituting a category under which more specific words fall. For example,
dog, cat, and turtle are hyponyms of Animal whereas Animal is a hypernym of dog,
cat, and turtle. Other names for the hyponym relationship are is-a, parent-child, or
broader-narrower relationships. Caraballo [2] claimed that according to WordNet1,
“a word A is said to be a hypernym of a word B if native speakers of English accept
the sentence B is a (kind of) A”.

On the other hand, the Web has become a source of collective knowledge, rea-
son why it seems a good option for finding suitable hypernyms. In addition to using
Web and lexical patterns, some works [3, 4, 5] identify new lexical patterns making
possible to obtain more specific hyponyms; but it is necessary rely on the known hy-
ponymy relationships for training a classifier, which is not always possible. In this
paper, an approach to find hypernym relations between terms from text belonging
to a domain knowledge is presented. Particularly, this approach combines Word-
Net synsets and contextual information for building an extended query set. Whit
this query set, a web search is executed in order to retrieve the most representative
hypernym for a term.

The rest of this paper is structured as follows. In Section 2, a brief description of
the related work about automatic discover of hypernyms is given. In Section 3 the
approach and the method to find hypernyms are described. Later, in the Section 4,
the experiments and preliminary results are presented. Finally, Section 5 gives some
conclusions and the further work.

2 Related Work

One of the first ideas in automatic discovering hypernyms from text was proposed
by Hearst [6]. She proposed a method to identify a set of lexico-syntactic patterns
occurring frequently in the text. Caraballo [2] proposed to automatically build a
noun hierarchy from text using data on conjunctions and appositives appearing in
the Wall Street Journal corpus. Both methods are limited by the number of patterns

1 http://wordnet.princeton.edu/
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used. Pantel et al. [7] showed how to learn syntactic patterns for identifying hyper-
nym relations and binding them with clusters that were built from co-occurrence
information. Blohm and Cimiano [3] proposed a procedure to find lexico-syntactic
patterns indicating hypernym relations from the Web. Snow et al. [4] generated hy-
pernym patterns and combined them with noun clusters to generate high-precision
suggestions for unknown noun insertion into WordNet. They also described a vari-
ant of their classifier including evidence from coordinate terms (terms with common
ancestor classes) increasing precision. Ritter et al. [8] presented a method based on
lexical patterns that find hypernyms on arbitrary noun phrases. They used a Support
Vector Machine classifier to find the correct hypernyms from matches to the Hearst
patterns. Kozareva and Hovy [9] proposed a semi-supervised algorithm to learn au-
tomatically hyponym-hypernym pairs from the Web. They presented a graph algo-
rithm that derives from scratch the integrated taxonomy structure of all the terms.
Most of these studies are limited due to the hand selection of pairs of terms that
have hypernymy relationship, which represent the initial seed for discovering new
patterns. On the other hand, Cimiano and Staab [10] showed that a potencial way to
avoid the knowledge acquisition bottleneck is acquiring collective knowledge from
the Web using a search engine. This idea was used by Sánchez [11], using the Web
for acquiring taxonomic and non-taxonomic relationships. The use of lexical pat-
terns and the Web as knowledge resource permits to get taxonomic relations sup-
ported by lexical evidence and domain independent.

3 The Method: Taxonomy Construction

For building a taxonomy, is important consider terms and relationships. These ele-
ments should be relevant in the domain of the input corpus. This section presents
a method for extracting relevant hypernyms taken from the information given by a
corpus and issued from the knowledge contained in the Web.

3.1 The Representation Model

Typically text is represented using the bag of words model. This model assumes that
the order of words has no significance. However, current applications consider that
a semantic representation focused on Natural Language Proccessing (NLP) has a
major potential for new developments. Thus, word-context matrices and pair pat-
tern matrices are most suited for measuring the semantic similarity of word pairs
and patterns [12]. In the approach presented in this paper, the proposal is to use
a syntactic parser to extract the grammatical context where each word occurs. It
is of special interest the focus on two dependency relationships <subject, verb>
and <verb, object>. A pair-term matrix is used as representation model. Thus, by
means of mutual information is possible to find two related terms. The Pointwise
Mutual Information (PMI) is the measure used for the association strength between
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two words (w1, w2). By using the Equation 1, the values of PMI for each verb-noun
pair are calculated. The representation model is obtained on the overall corpus.

PMI(w1,w2) = log2
p(w1ANDw2)

p(w1)∗ p(w2)
(1)

3.2 Querying the Web

For obtaining close results to the domain of the input corpus, it is proposed the
construction of a query set that considers the most representative terms in the in-
put corpus and in the WordNet synsets. The discovering hypernyms consists of the
following phases.

• Pre-processing: It is performed to identify dependencies between nouns sharing
a verb in the same context. These dependencies are obtained using the Minipar2

parser. The pair-pattern matrix is used as representation model. In the pair pattern
matrix, the pairs correspond to the terms appearing in a triple term structure
<subject> verb <object>. Due to a noun can be a subject or an object within a
sentence, the representative nouns are obtained by pairs like <subject-verb> and
<verb-object>. The corresponding PMI (Equation 1) between a noun and a verb
is used to calculated the distributional similarity between any two nouns, and so
to extract the topics from the corpus.

• Topic extraction: The topics from the corpus are inferred using an adaptation of
the CBC algorithm proposed by Pantel [13].

• Discovering hypernyms: For each noun in the topic, a set of queries is generated;
this process considers the following:

1. The Hearst patterns have shown good evidence identifying that entity A
(noun) is a hyponym of B. Other patterns considered in this work are shown
in Table 1.

Table 1 Lexical patterns

Hearst’s patterns Other patterns
A, and other B B, called A
A, or other B B, particularly A

A is a B B, for example A
B, such as A B, among which A

B, including A
B, especially A

2. A general query on the Web like such as <hyponym> is not enough to ob-
tain interesting and precise information. In order to get useful information,

2 http://webdocs.cs.ualberta.ca/ lindek/minipar.htm
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the query needs to be more specific [14]. This is the reason why related in-
formation is added to the query: 1) contextual information and 2) supervised
information. The contextual information is given to the terms with the higher
frequencies in the corpus (without stopwords and after a lemmatization pro-
cess). The supervised information is given to the most representative terms in
the WordNet synset corresponding with the term. For extracting terms from
WordNet, the gloss of the term is tagged and the words (three words) labeled
as noun are considered as supervised information.

3. Query sets are constructed using the lexical patterns and the related informa-
tion. Each query is sent to a web search engine for using the Web as a source
of knowledge.

4. For each query in the hypernym query set, the n first pages are retrieved. The
text for each n page is cleaned and parsed avoiding non-essential informa-
tion (eliminating images, videos, banners, etc.). Each sentence is POS-tagged
using the Stanford tagger3, thus the lexical pattern of the query and their can-
didate hypernym are identified. A term is selected as hypernym if it is a noun
but it is not a stopword.

5. The list of candidate hypernyms is evaluated using a new query set, where
each possible hypernym will be replaced in the lexical pattern. Using its query
set and the number of hits obtained in the web search each candidate hyper-
nym (CH) is evaluated by means of the following measure to score candidate
hyperonym (SCH) [10] (Equation 2):

SCH =
hits(LexicalPattern(term,CH))

hits(CH)
(2)

where the LexicalPattern(term,CH) corresponds to build a query like: <term>,
+ and + other + <CandidateHypernym>; and other corresponds to some lex-
ical pattern. The total score for a CH is given by the sum of scores obtained
for each lexical pattern. Thus, the hypernym with the highest total score in the
result for the query will be the hypernym associated to the term.

4 Experiments and Preliminary Results

A sample of the Lonely Planet4 corpus was used in the experiments. To illustrate
the experiment, the term museum was considered. The terms with the higher fre-
quencies in the sample corpus were: cash, travel, and product. The web query set
for term museum is constituted by <museum,+ lexicalPattern + cash + travel +
product>. Other query set was composed by the extracted words from the WordNet

3 http://nlp.stanford.edu/software/tagger.shtml
4 The Lonely Planet corpus is related to travels. It is part of an initiative for automated

construction and population of ontologies. http://olc.ijs.si
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synset for term museum ( collection, object, and display): <museum,+ lexicalPat-
tern + collection + object + display>, where lexicalPattern corresponds to one of
the patterns in Table 1.

Using the query set with only lexical patterns, the list of candidate hypernyms
was: <site, place, attraction, department of history>. Using a query with added
information, the new candidate hypernyms were: <depository, institution>. A new
lexical pattern query set was created using each one. Then, using the number of
obtained hits in the web search, the corresponding score was computed for each
candidate hypernym. Following this, the best candidate hypernym is chosen.

In Table 2 can be seen that the best hypernym to museum is attraction and into
the tourist context could be a good option, but it is important to note that the second
best candidate is institution.

According to different authors, the definitions of museum are:
...a museum is a building or institution which houses and cares for a collection

of artifacts and other objects of scientific, artistic, or historical importance and
makes them available for public viewing through exhibits that may be permanent or
temporary...5

Museums enable people to explore collections for inspiration, learning and en-
joyment. They are institutions that collect, safeguard and make accessible artefacts
and specimens, which they hold in trust for society...6

The museum is an empowering institution, mean to incorporate all who would
become part of our shared cultural experience...7

According to the added information to queries, the term institution is a good
candidate hypernym to museum. The Fig. 1 shows the created taxonomy for the
group of terms <art, culture, library, science, book, travel> related to museum. It is
important remark that the taxonomy was generated taking into account exclusively
the corpus Lonely Planet and the terms into the topic where term museum appears.

Table 2 Total score of candidate hypernyms for term museum

Candidate Hypernym Total score
attraction 3.74220
institution 3.65833
depository 1.50125

department of history 0.82055
place 0.21463
site 0.09794

5 Edward Porter Alexander, Mary Alexander. Museums in motion: an introduction to the
history and functions of museums. Rowman & Littlefield, 2008 ISBN 0-7591-0509-X.

6 http://www.museumsassociation.org/about/frequently-asked-questions
7 Mark Lilla. The Great Museum Muddle. New Republic, April 8, 1985. pp.25-29.
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Fig. 1 Taxonomy created for the group of
terms related with museum

Fig. 2 Taxonomy created for the group of
terms related with plant

Following the experiments in the Biology domain8, a query set was constructed
for the term plant and their group of related terms using the WordNet synsets terms:
flora, botany, and organism. The found hierarchical structure is shown in Fig. 2.
This taxonomy was generated taking into account exclusively the corpus of news
from Biology domain. It does not represent the universal knowledge about Biology.

The resulting taxonomies do not represent the universal knowledge on an specific
domain because the structure depends strongly on the input corpus. At this moment,
for illustration, only small corpora were used. However, the found structure can be
used in applications where the content of input corpus is significant. The taxonomic
relations are better when the input corpus contains broader documents (for example,
journal articles and technical reports). Therefore, the result is directly associated to
the size and quality on content of the input corpus.

5 Conclusions and Future Work

In this paper, an approach to construct taxonomies from unstructured text has been
presented. The use of lexical patterns support the evidence lexical of the relation-
ships in the text. The related information used for extending a query seems to be a
good approximation to narrow the search results. Furthermore, the extended query
set indicates that 1) there is a relation between terms and 2) the terms and their
hypernym are in the same context. The method can be applied to any domain know-
ledge. The generated taxonomies are consistent with the input corpus, which allows
to do search, location and retrieval tasks in efficient way. The obtained results for
this approach can be improved adding new lexical patterns to queries and extending
the search over other kind of resources (Wikipedia or Frequently Questions Blogs).

8 A sample of Biology news (Biology subtopic) from the Biology News Net website
http://www.biologynews.net/
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Also, in the future experiments will be consider different sizes and domain know-
ledge corpus.
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Semantic Graph-Based Approach for Document
Organization

Erika Velazquez-Garcia, Ivan Lopez-Arevalo, and Victor Sosa-Sosa

Abstract. Actual document search engines base searches on the file name or syn-
tactic content, which means that the word or part of the word to search must exactly
match. This article proposes a semantic graph-based method for document search.
The approach allows to organize, search, and display documents or groups of docu-
ments. Groups are formed according to topics contained in documents.

1 Introduction

Nowadays text files (documents) are the most common means used to capture infor-
mation and knowledge in all subjects of modern life. Current information retrieval
techniques commonly execute syntatic and lexical search. Typical users try to write
their own words as they want to search, instead of the exact set of present in the text.
The large amount of documents available in hard drives becomes another problem,
considering that this type of information is stored using different formats and could
have different ways to be organized. These problems cause that some important
results can be discarded in a search.

The recent growth of the amount of documents in hard disks or in online stor-
age units requires a better organization that makes it easier to find and retrieve in-
formation. As a way to organize their personal information, users adopt their own
schemes. By definition, this way of organizing information involves users to know
the location of each document, or at least to have an idea about when they were
created or what information they contain. However, studies by Ravasio Golemati et
al. [1] and Ravasio et al. [2] show that file names or paths do not provide significant
help to searches and existing tools do not facilitate the management and retrieval of
such information.
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This paper proposes a semantic graph-based method to organize, search, and dis-
play groups of documents according to topics they contain, based on the collection
of synonyms, hypernyms and hyponyms of each term. The paper is organized as fol-
lows. Section 2 presents a brief review of related work. The strategy used to solve
the search and document representation by using graphs is presented in section 3.
Preliminar results are presented in section 4. Finally, some concluding remarks and
future work ideas are given in section 5.

2 Related Work

The use of semantic in search and information retrieval is not a new tendency. Some
approaches consider, for example, the representation of a document using ontologies
such as in Yao et al. [3] and Ocampo [4], among others.

Some researchers have addressed this problem in different ways. Shi et al. [5]
represent semantic documents connecting concepts as a graph and calculates the
similarity of documents to measure the distance between the connections in the
graph of concepts. They used only two semantic relationships: hypernym and the
relationship is-part-of, and tested their approach using RDFs semantic document
and ontologies. Wang and Taylor [6] propose a concepts-forest by using an ontol-
ogy and the WordNet1 lexical database. Another interesting work was developed by
Malo et al.[7] where the authors attempt to relate the topic of a document with other
issues associated with the content of Wikipedia and not the actual content of the
document unlike as in our approach.

3 Proposal

The stages of the proposed method are illustrated in Figure 1 and explained below.

1. Transform the content of the documents, which are in formats like HTML, XML
and derived formats, Microsoft Office document formats, OpenDocument for-
mats, PDF, EPUB, RTF, compression formats, and text formats.

2. Remove stopwords. In this step verb-noun relations are extracted. For this, the de-
pendencies of each sentence are obtained using grammatical-probabilistic parser
and tagger. Thus, a vector representation based on the weight of a verb-noun ratio
is obtained, calculating for this the value of tf-idf [8].

3. Find the most significant terms of each document using LDA (Latent Dirichlet
Allocation) [9]. Labeled vector representation is the gateway to a network SOM
(Self-Organizing Map) [10] that is used to determine the number of topics by
document and thus weigh the number of topics throughout the corpus. These
data serve as input for the LDA algorithm.

1 http://wordnet.princeton.edu
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Fig. 1 Graph-based approach for document search

4. Find the meaning of each relevant term in WordNet. This is achieved using syn-
onyms, hyponyms, and hypernyms of WordNet. With all the returned words of
WordNet, a graph is constructed in which each word represents a node and each
node has information of the document to which it belongs.

5. Determine the relationships of terms in the graph structure by considering re-
lationships of words with similar meaning. That means, how strong or weak is
the relationship between each term in the documents. This is done by assigning
values based on whether a word is in the document, as synonym, hypernym or
hyponym; the values were 1.0, 0.9, 0.75, and 0.6 respectively.

6. Build a semantic meta-graph (graph of graphs) for all documents. First a graph
is generated for each document taking into account the relationships (synonyms,
hyponyms, and hypernyms) of its most relevant terms. Thus, a meta-graph is
generated relating all the relationships for terms in all documents.

7. Compute a local score for search and a global score for document search.

Search in the Graph

The search of documents in the graph involves to compute a local score to find terms
in documents and compute a global score to find related topics to documents. This
is explained below.

Local Score. With the built meta-graph, it is possible to represent documents and
identify the relationship between them. The next step is to access the information.
When receiving a query, it is converted to an input vector, called search vector,
represented as:
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q = {q1, q2, . . . qm} ≡ q = [1.0, 1.0, . . ., 1.0]
d1 = {q1, q2, . . ., qm}
d2 = {q1, q2, . . ., qm}

...
dn = {q1, q2, . . ., qm}
q· di = ‖q‖‖di‖cosθ

where q1...qm are the lexemes of the words entered in the search.
In order to build the graph, three types of terms have been considered: verbs,

nouns, and compound nouns. The search vector is compared against the matching
vectors of documents, where each vector d j is the j-th vector formed by the coinci-
dence of the lexeme or word found in the document j. It is decided whether or not
the qi term represent in each document in the graph. For example, given the query:
“migrate if it is based on download”, extracted lexemes are download, migrate,
base and be, whose vector representation is equivalent to [1.0,1.0,1.0,1.0]

q = {migrate, be, base, download} ≡ q = [1.0, 1.0, 1.0, 1.0]
d1 = [1.0, 1.0, 0.9, 0.0]
d2 = [1.0, 1.0, 1.0, 0.9]

d3 = [0.75, 1.0, 0.9, 0.0]
d4 = [1.0, 1.0, 0.9, 0.0]

This query has returned four documents, which means each of these documents con-
tains at least one lexeme that matches the query. Looking at the vector of document
d2, the first three values correspond to 1.0, this means that the first three lexemes
are written in the document two and the last value, 0.9 tells us that the word “down-
load” is a synonym of a word in d2. In the case of d1 it has no lexeme related to
“download”.

The way to calculate how similar is the search vector against each vector of doc-
uments is getting the cosine of the angle between vectors[11].

Global Score. It may happen that verbs or nouns be very common in the graph. This
could cause that the local score gives more importance to common terms, whose
frequency is higher. To avoid this problem, the PageRank (PR) algorithm is used to
measure a global score. For this, a graph with verb-noun connections among docu-
ments has been used. These relationships are obtained by the LDA (Latent Dirichlet
Allocation) algorithm and represent the most significant relationships of each set of
topics for a document. This calculation does not consider all the documents, but only
those who obtained the highest score in the local score. Considering only the set of
documents that have the highest score, the search is executed for what is related the
query documents and how many connections have between them. The idea of the
global score is to obtain the weight of a document with respect to others, so, docu-
ments related to the desired topics will be more connected and have a higher weight.
At this step the isolated nodes (which are more specialized terms within document)
become more important. The initial PageRank algorithm is shown in Equation 1.
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PR(D) = (1− c)+ c∗
n

∑
i=1

PR(di)

N(di)
(1)

where PR(D) is the value of PageRank for the document D, PR(di) means the value
of PageRank for the i-th document and a link of d1 to D, N(di) is the total number
of outbound links on document (meta-node) , c is a value between 0 and 1 (usually
0.85) and n is the number of documents in D.

The total value assigned to each document d is the result of the sum of local
weights determined by the appearance of terms in the graph (local score) and the
number of connections to other documents (global score), as shows Equation 2.

similarity = cos(θ )+PR(D) (2)

From the perspective of the overall calculation, it may be that all or most of the
documents were connected. Given this additional consideration can not be taken
into account all the documents overall return calculation. According to the results
of the experiments was chosen the Equation 3 as the better number of returned
documents for a query.

retrieved documents = n/rcl (3)

where n is the number of lexemes in a query and rcl is the amount of documents
retrieved by the local score.

4 Experiments

An initial implementation in Java has been obtained for the approach, which has
been tested with a set of PDF documents taken from www.springerlink.com; these
files have been classified manually by the editors of Springer. It has been considered
a scenario of five topics with 50 files per topic belonging to the subject of Comput-
ing. This topic has been chosen because it contains highly technical terms, and the
use of technical terms is considered the worst case for the application given that
WordNet contains only non-specialized terms. The topics are:

1. Algorithmica
2. Knowledge and Information Systems
3. Multimedia Tools and Applications
4. Software Quality
5. Supercomputing

Examples of the 31 executed queries are:

1. Knowledge and Information Systems
2. Multimedia Tools and Applications
3. supercomputing
4. minimizing the symmetric difference
5. The problem of similarity search on high dimensional data
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6. substitution of improvisation with the common rules that can ensure acceptable quality
levels

7. reducing the total power consumption in a significant amount
8. vertex does not disconnect the graph
9. . . .

The results of these tests have been measured with the precision measures [13]. To
perform these tests were used 31 queries (according to the Central Limit
Theorem[12]). The proptotype was compared against Google Desktop2.

Fig. 2 Graph comparing precision values of the proposal and Google Desktop.

Fig. 3 Graph comparing recall values of the proposal and Google Desktop.

Figure 2 shows that the implementation of Google Desktop in 10 of the 31 cases
can not retrieve relevant even though the sentences are related to the issues and
that our application behaves more stable than the Google application. The graph in
Figure 3 shows that in cases where Google Desktop seems to have better precision,
the number of documents retrieved is very poor, as seen for example in queries 6, 9,
11, 12, 13, 15, 16, 19, 20, 21, 22, 23, 24, 25, 26 27, 28, 29, 30, and 31.

2 http://desktop.google.com/
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Table 1 Comparison of precision and recall values, for Google Desktop and our proposal

Proposal Google
Desktop

Proposal Google
Desktop

Query Precision Precision Recall Recall
1 1.0000 0.9803 0.9750 1.0000
2 0.5121 0.5223 0.4200 1.0000
3 0.1547 0.8648 0.2600 0.7400
4 0.0857 0.3411 0.0600 1.0000
5 1.6666 1.0000 0.1000 0.2000
6 0.1520 0.5000 0.3800 0.1200
7 0.4189 0.6190 0.6200 0.4200
8 0.3783 0.4642 0.5800 1.0000
9 0.6666 0.0000 0.4800 0.0000
10 0.3809 0.0000 0.6400 0.0000
11 0.6984 1.0000 0.8800 0.0200
12 0.6111 0.0000 0.4400 0.0000
13 0.4761 0.5000 0.6000 0.0400
14 0.2272 0.4432 0.1000 1.0000
15 0.3157 0.0000 0.2400 0.0000
16 0.6666 0.5000 0.2800 0.1600
17 0.5238 0.4507 0.6900 1.0000
18 0.4523 0.8684 0.3800 0.7600
19 0.3000 0.0000 0.1800 0.0800
20 0.1904 0.0000 0.1600 0.0000
21 0.4920 0.0000 0.6200 0.0000
22 0.4189 0.6190 0.6200 0.4200
23 0.4523 1.0000 0.3800 0.0400
24 0.1309 0.0000 0.2200 0.0600
25 0.3571 0.2500 0.6000 0.0800
26 0.4603 0.0000 0.5800 0.0260
27 0.3734 1.0000 0.6200 0.0200
28 0.4216 1.0000 0.7000 0.0200
29 0.3571 0.1250 0.1000 0.1600
30 0.2777 0.0000 0.2000 0.0000
31 0.5476 0.6666 0.9200 0.0600

5 Conclusions

This paper presents an alternative way to represent and retrieve documents that not
only allows search by keywords but also it finds terms semantically similar and
related topics. From the initial evaluation about performance of the proposed ap-
proach, it is concluded that Google Desktop retrieves fewer relevant documents for
all queries. In terms of general performance, the implementation of the approach
retrieves more relevant documents compared to Google Desktop. An important fea-
ture of the implementation is that it is able to link all the input documents, so the
user can see which documents are more general. However, from a user perspective,
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it is not feasible to review all files. Although the time response for queries is small,
the time for semantic processing of documents is the major drawback. As a future
work, the time for semantic processing will be reduced and to set a threshold for the
number of documents returned by a query. It has also been observed that despite the
large number of documents returned, the first positions are always the most relevant,
so to defining a threshold would not affect significantly the success of the method.
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Identifying Concepts on Specific Domain
by a Unsupervised Graph-Based Approach

Franco Rojas-Lopez, Ivan Lopez-Arevalo, and Victor Sosa-Sosa

Abstract. This paper presents an unsupervised approach to Word Sense Disam-
biguation on a specific domain to automatically to assign the right sense to a given
ambiguous word. The approach proposed relies on integration of two source infor-
mation: context and semantic similarity information. The experiments were carried
on English test data of SemEval 2010 and evaluated with a variety of measures that
analyze the connectivity of graph structure. The obtained result were evaluated us-
ing precision and recall measures and compared with the results of SemEval 2010
the approach is currently under test with another semantic similarity measures, pre-
liminary results look promising.

1 Introduction

In Natural Language Processing (NLP) and recently in Computational Linguistics
literature, the problem of assign concepts to words in texts has been called Word
Sense Disambiguation (WSD); which is defined as a task that consists on select-
ing the correct sense for a given ambiguous word in a given context. A word is
ambiguous when its meaning varies depending on the context in which it occurs.
There are several approaches that have been proposed for WSD. In general, in the
literature there are two main approaches: supervised and unsupervised. Supervised
approaches rely on the availability of sense labeled data from which the relevant
sense distinctions are learned, while unsupervised approaches typically refer to dis-
ambiguating word senses without the use of sense-tagged corpora. Most of the unsu-
pervised approaches proposed in the WSD literature are knowledge based, i.e. they
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exploit only the information provided by a Machine Readable Dictionary (MRD).
Some unsupervised WSD system also use unlabeled data together with the dictio-
nary information to perform an unsupervised approach to disambiguate words. An
effective approach to this task would be useful for a number of NLP applications:
for example Information Retrieval, Content Analysis, Information Extraction, etc.
Over the last years the interest on WSD has been motivated by WSD competition
such as SemEval1 where different system may evaluate their performance. The pur-
pose of SemEval is to perform a comparative evaluation of WSD systems in several
kinds of tasks. Particularly the obtained results in the task #17 (All-words WSD on
a Specific Domain) are reported in this paper. It is organized as follows, Section 2
presents relevant works on WSD. Section 3 describes the graph-based approach.
Section 4 give the carried out experiments, and finally, the conclusions and further
work are given in Section 5.

2 Background

The last advances in WSD report that graph-based methods have been applied in
the network analysis area, such as centrality models, and recently applied to lin-
guistic knowledge bases, including unsupervised WSD. These methods explore the
structure and link of the graph underlying a particular lexical knowledge base. Some
important work in this area are presented by Navigli and Mirella [1], Rada and Sinha
[2], Reddy et. al. [3], and Navigli [4]. In these approaches a graph representation for
senses (vertices) and relation (edges) is first build from a lexical knowledge base.
According to its performance, similar works reported in the literature are based on
clustering techniques. For example, Aguirre and López [5] proposed a method to
group senses of words of fine granularity within one of coarse granularity to reduce
the polysemy2. Pedersen et. al. [6] proposed and unsupervised approach that solves
name ambiguity by clustering the instances of a given name into groups, each of
which is associated with a distinct underlying entity. In this approach, given a name,
the actual contexts are grouped to represent the meanings of a word. In this paper
we describe and evaluate a graph-based approach to assign the right sense to an
ambiguous word by obtaining and merging context information and semantic sim-
ilarity information; the main idea is mutually reinforcing between both techniques.
The preliminary experiments carried out show promising response on WSD.

3 Approach

The graph-based representation relies on the combination of two techniques to se-
lect the right sense for a given ambiguous word: the context and semantic similarity

1 http://semeval2.fbk.eu/semeval2.php?location=
2 The association of one word with two or more distinct meanings.
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using a specific domain corpus, both techniques use information from WordNet (a
lexical database). Figure 1 illustrates the proposed methodology, the complete de-
scription of the involved procedures is given in the following sections.

Context... w-2 w-1 w w1 w2 ...
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Ambiguous Document

Connectivity Measure

Connectivity Measure

Web

step 1

step 2

step 2'

step 3

Fig. 1 Proposal

3.1 Pre-processing

Given an ambiguous word and its context,3 a graph is constructed recovering senses
of second order vectors4 from WordNet as well as semantically related words ex-
tracted from external knowledge sources. The experiments were performed using
the all-words dataset on specific domain of SemEval 2010. The input file consist of
several instances of the ambiguous word, each instance is a context in which a par-
ticular ambiguous word appears. So, the content of this file firstly is tagged5 (step
1 of the methodology), for this task, the Stanford parser is used to Part-of-Speech
tag the test data. The steps 2 and 2’ are performed in parallel. In step 2, the context
window size is defined, different window sizes were tested in the experiments to
determine how many words before and after a ambiguous word w must be included
in the context, so, the better resulting window size was 2β + 1, with β = 1.

On the another hand in step 2’ an untagged corpus from the environment domain
provided by SemEval 2010 was used to extract keywords in the domain based on
their frequency of occurrence. For example species, biodiversity, conservation, etc.

3 The parts that immediately precede and follow a word or passage and clarify its meaning.
4 Given an ambiguous word the senses are retrieved from WordNet, each recovered sense

again is tagged with the Part-Of-the-Speech to recover the additional senses for each word
within the first sense.

5 The assignment of parts of speech to each word in the document.
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appear frequently in the environment domain. The first 20 words, in descending
order according to their frequency, were selected and combined in pairs to create
a web query of length two according to Iosif and Potamianos [11]. For example,
for “specie and biodiversity” the web querys were sent to several search engines
(Google, Yahoo, Bing, HotBot, and MetaCrawler) according to the study of Aguilar
[12]. Also the corpus is Part-Of-Speech tagged and stemming by using the Stanford
parser. After the pre-processing phase, the semantically similarity terms for each
ambiguous word are retrieved using Mutual Information (MI) [10, 9] (see Equation
1). In this case the window size was defined as 2β +1, β = 5, according to Islam and
Inkpen [9]. MI compares the probability of observing X and Y together ( f (X ,Y ))
with the probabilities of observing X and Y independently ( f (X), f (Y )).

IM(X ,Y ) = log2
f (X ,Y )

f (X) f (Y )
(1)

3.2 Graph Construction

Some semantic similarity measures have been implemented to quantify the degree
of similarity between two words using information drawn from WordNet hierar-
chy (see Ted Pedersen et. al. [8]). Particularly the Lin and Vector measures were
taken into account because they have a good performance on WordNet hierarchy
and results in the conducted research. Once contexts are recovered, the senses for
each word in the context are retrieved from WordNet and weighted by a semantic
similarity score using the WordNet::Similarity6 score between the senses of word
w and the senses for each word in the context. These measures return a real value
indicating the degree of semantic similarity between a pair of concepts.

Formally let Cw = {c1,c2, · · · ,cn} the set of words in the context related to an
ambiguous word w. Let senses(w) be the set of senses of w and let senses(cn) be
the set of senses for a word in the context, a list ranked is returned in order de-
scending of semantic similarity between w and cn, the items that maximize this
score are filtered according to the statistical mean. These items constitute the named
first order vectors. For each ambiguous word, two graph are built (see Figure 1).
In this representation, G = (V,E,W ) where V are the vertices (concepts), E are the
edges (semantic relations) and W (a strong link between two concepts or vertices).
So, each recovered sense again is tagged with the Part-Of-the-Speech to recover
the additional senses for each word within the first sense. These semantic rela-
tions for senses constitute the connections in the graph. Once the semantic graph
is built, its structure and links are analyzed applying the algorithms described in the
section 3.3.

6 This is a Perl module that implements a variety of semantic similarity and relatedness
measures based on information found in the lexical database WordNet.
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3.3 Graph-Based Measures

Vertex-based centrality is defined in order to measure the importance of a vertex
in the graph; a vertex with high centrality score is usually considered more highly
influential than other vertex in the graph. In the experiments, four algorithms have
been implemented to determine which node is the most important examining the
graph structure: in-degree, Key Problem Player, Jaccard, and Personalized PageR-
ank, which are described bellow.

Indegree [1], the simplest and most popular measure is degree centrality. In a undi-
rected graph the degree of the vertex is the number of its attached links; it is a simple
but effective measure of nodal importance. A node is important in a graph as many
links converge to it. In the implementation, V is the set of vertices on the graph and
v a vertex, see Equation 2.

score(v) =
indegree(v)
|V | −1

(2)

Key Problem Player [1], consists in find a set of nodes that is maximally connected
to all other nodes. Here, a vertex (denoted by v and u, V is the set of vertices) is
considered important if it relatively close to all other vertices, see Equation 3.

kpp(v) =

∑
uεV :u �=v

1
d(u,v)

|V | −1
(3)

Jaccard coefficient computes the probability that two vertex i and j will have a
common neighbor k. According to Granovetter [7], the link strength between two
vertex depends on the overlap of their neighborhoods. If the overlap of neighbor-
hoods between the vertex i and vertex j is large, it is considered that i and j have a
strong tie. Otherwise, they are considered to have a weak link, see Equation 4.

Jaccard(i, j) =
| Ni∩Nj |
| Ni∪Nj | (4)

where, Ni and Nj indicate the neighborhoods of the vertex i and j respectively.

PageRank is a link analysis algorithm traditionally applied on directed graphs, this
algorithm can be also applied to undirected graphs, in which case the outdegree of
a vertex is equal to the in-degree of the vertex. For this, an adaptation to the PageR-
ank algorithm has been proposed, Personalized PageRank (PPRank) algorithm [14].
After running the algorithm, a score is associated with each vertex as shows the
Equation 5.

PR(vi) = (1−α)+α ∗ ∑
v jεIn(vi)

wji

∑vkεOut(v j ) wnk
PR(v j) (5)
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According to the literature, the α is a factor which is usually set as 0.85 that is the
value used in the evaluation of the implemented WSD prototype.

Finally the context and semantic similarity are combined (see step 3 in Figure 1)
using the Equation 6 to get a ranked list in order descending according to their
relevance so, the node with the highest value is selected as the right sense for the
ambiguous word in question. Several experiments were carried out with different
values for δ so, the better result was δ = 0.6, thus we give more importance to
semantic similarity because surprisingly the best results were obtained using the
background documents.

Score(vi) =
(1− δ )Result(context)+ δResult(corpus)

2
(6)

4 Experiments and Results

The purpose of this evaluation is show the relevancy of the hypothesis on the combi-
nation of contextual semantic relationships and semantic similarity of a domain con-
tributes to WSD in an unsupervised manner, usually only the context or expanded
context has been used to WSD. Therefore in this approach the context and seman-
tic similarity information were integrated and used afterwards to assign the right
sense to an ambiguous word. So, To evaluate the performance of the WSD approach
and to be able to compare it with others algorithms, the experiments were carried
on English test data of SemEval 2010 [15]. Precision (percentage of words that are
tagged correctly, out of the words addressed by the system) and Recall (percentage
of words that are tagged correctly, out of all words in the test set) were used as eval-
uation measure. The dataset is a file with 1398 ambiguous words, 366 verbs, and
1032 nouns. The WSD approach was performed by using WordNet 3.0 as lexical
database. Table 1 and 2 shows the results using the context and semantic similarity
alone. The table 3 shows the gain of the combination of the both techniques (context
and semantic similarity) table 4 the results obtained in the WSD competition, the re-
sults shown that the proposed approach is low, equal to the Yoan’s system and far
from Anum’s system when is evaluated using the PPRank algorithm this is because
unlike the other ranking algorithms, PPRank takes into account edge weights when
computing the score associated with the vertex. The other algorithms only make use
of the content or links information, that could explain the worse performance. The
results obtained by our approach were worse with those reported in the literature
but the preliminary results of these algorithm are promising if we retrieve the se-
mantically most similar words for an ambiguous word, this could help improve the
process of disambiguation.
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Table 1 Performance using context alone

Algorithm Precision (%) Recall (%) Nouns (%) Verbs (%)

KPP 15.1 14.73 15.21 13.38
Indegree 15.61 15.23 15.98 13.11
Jaccard 17.37 16.95 18.02 13.93
PPRank 17.15 16.73 18.02 13.11

Table 2 Performance using semantic similarity information alone

Algorithm Precision (%) Recall (%) Nouns (%) Verbs (%)

KPP 15.61 15.23 18.99 4.64
Indegree 15.68 15.3 18.89 5.19
Jaccard 16.58 16.16 19.57 6.55
PPRank 17.15 16.73 18.89 7.92

Table 3 Gain in the combination the both techniques (context and semantic similarity)

Algorithm Precision (%) Recall (%) Nouns (%) Verbs (%)

KPP 33.94 33.11 33.52 36.33
Indegree 33.87 33.04 31.68 36.88
Jaccard 34.38 33.54 32.94 35.24
PPRank 35.11 34.26 31.78 36.88

Table 4 Overall results for the domain WSD of SemEval 2010

Algorithm Precision (%) Recall (%) Nouns (%) Verbs (%)

Anup Kulkarni 51.2 49.5 51.6 43.4
Andrew Tran 50.6 49.3 51.6 42.6
Andrew Tran 50.4 49.1 51.5 42.5
Aitor Soroa 48.1 48.1 48.7 46.2
...

...
...

...
...

Radu Ion 35.1 35.0 34.4 36.8
Yoan Gutierrez 31.2 30.3 30.4 30.1
Random baseline 23.2 23.2 25.3 17.2

5 Conclusions and Future Work

This paper describes an approach aimed to tackle the WSD problem on specific
domain. The adaptation and integration of the tested techniques have been imple-
mented in a first prototype. With this prototype, a semantic graph is obtained by
using second order vectors of senses recovered from WordNet; which corresponds
to a specific ambiguous word. Thus, two semantic graph are obtained and evaluated
given the context and words related to an ambiguous word. The approach have been
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only tested on a standard benchmark dataset released by SemEval 2010 in all-words
domain specific WSD task. Tests on other datasets are desirable in the future, for
example medicine and tourism. As further work, another measure for semantic sim-
ilarity will be integrated, for example distributional similarity measure [13], which
allows to get semantic terms with more accuracy.
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The Problem of Learning Non-taxonomic 
Relationships of Ontologies from Text 

Ivo Serra, Rosario Girardi, and Paulo Novais* 

Abstract. Manual construction of ontologies by domain experts and knowledge 
engineers is a costly task. Thus, automatic and/or semi-automatic approaches to 
their development are needed. Ontology Learning aims at identifying its constitu-
ent elements, such as non-taxonomic relationships, from textual information 
sources. This article presents a discussion of the problem of Learning Non-
Taxonomic Relationships of Ontologies and defines its generic process. Three 
techniques representing the state of the art of Learning Non-Taxonomic Relation-
ships of Ontologies are described and the solutions they provide are discussed 
along with their advantages and limitations. 

Keywords: Ontology, Ontology learning, Non-taxonomic relationships, Natural 
Language Processing. 

1   Introduction 

Manual construction of ontologies by domain experts and knowledge engineers is 
a costly task, thus automatic and/or semi-automatic approaches to their develop-
ment are needed. Ontology Learning (OL) [2] [3] aims at identifying the constitu-
ent elements of an ontology, such as non-taxonomic relationships from textual  
information sources. Some techniques have been proposed for Learning Non-
Taxonomic Relationships of Ontologies (LNTRO). All of them use Natural  
Language Processing (NLP) techniques [1] [4] to annotate the corpus with the in-
formation needed for the subsequent processing. Information Extraction (IE) tech-
niques [7] are used to extract from the annotated corpus possible relationships and 
Machine Learning (ML) [9] or Statistic Techniques (ST) to make a refinement of 
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the relationships outputted from the previous phases. This article discusses the 
problem of LNTRO, identifying its phases and what kind of techniques can be 
used to perform the activities of each phase. Three techniques of the state of the 
art on LNTRO are also described and the advantages and limitations of the solu-
tions they adopt for each phase of LNTRO are discussed. 

The paper is organized as follows. Section 2 introduces the lexical realizations 
of non-taxonomic relationships. Section 3 defines the problem of LNTRO, its 
phases and what techniques can be used to approach each one. Section 4 describes 
three representative techniques of the state of the art on LNTRO and which solu-
tions they adopt for each of its phases described in section 3. Finally, section 5 
presents the conclusions discussing general and open research topics on LNTRO. 

2   Non-taxonomic Relationships 

Non-taxonomic relationships can be classified as domain independent or domain 
dependent. Domain independent relationships are of two subtypes ownership or 
aggregation. Aggregation is the "whole-part" relationship. For example, in the sen-
tence "The car's wheel is out of order." there is a non-taxonomic relationship of 
aggregation between "car" and "wheel". The linguistic realization of the relation-
ship of aggregation occurs in two forms: the possessive form of English (apo-
strophe) and the verb "to have" in any conjugation. However, the converse is not 
true, that is, the occurrence of such linguistic accomplishments does not imply a 
relationship of aggregation as will be explained in the next case. Ownership rela-
tionships are held as in the example: "Father and mother will wait for the court's 
decision." in which there is a relationship of ownership between "court" and "deci-
sion". The linguistic realization of this kind of relationship occurs in two forms: 
the possessive form of English (apostrophe) and the verb "to have" in any conju-
gation. However, the converse is not true, that is, the occurrence of such linguistic 
accomplishments does not imply a relationship of possession. Domain dependent 
relationships are expressed by particular terms of an area of interest. For example, 
the sentence "The court will judge the custody in three days." holds the relation-
ship "judge" between "court" and "custody" which is characteristic of the legal 
field. 

3   The Problem of LNTRO 

LNTRO is an approach to automate or semi-automate the extraction of these rela-
tionships from textual information sources. An example of this kind of relation-
ship is "represents" between "lawyer" and "client" in the legal domain. 

LNTRO can generally be accomplished through the tasks of "Corpus construc-
tion", "Extraction of candidate relationships" (which in turn consists of the sub-
tasks of "Corpus annotation" and "Extraction of relationships") and "Refinement". 
The task of "Corpus construction" consists of selecting documents on the domain 
we expect to extract relationships from. This is usually a costly task and the  
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outcome of any LNTRO technique depends on its quality. The "Extraction of candi-
date relationships" task aims at identifying a set of possible relationships. It has the 
corpus built in the previous phase as input and candidate relationships as its product. 
It is composed of two sub-activities: "Corpus annotation" and "Extraction of rela-
tionships". The "Corpus annotation" task consists of applying tags to the text with 
NLP techniques that are necessary for the next steps in LNTRO. The "Extraction of 
relationships" task consists of searching in the annotated corpus for evidences sug-
gesting the existence of relationships. For example, Maedech [8] considers the exis-
tence of two instances of ontology concepts in a sentence as evidence that they are 
non-taxonomically related. For Villaverde et al. [13] a relationship is identified by 
the presence of two concepts of an ontology in the same sentence with a verb be-
tween them. This sub-task can also receive the concepts of the ontology as input. In 
this case the search space for relationships is reduced and there is a potential for 
achieving greater precision in the extraction of relationships. 

Relationships from the previous task should not be recommended to the spe-
cialist, since there is usually a substantial amount of them that do not correspond 
to good suggestions. For this reason Machine Learning (ML) or Statistic Tech-
niques (ST) can be used in the "Refinement" phase. The ontology taxonomy can 
also be given as input. In this case the LNTRO technique is able to suggest to the 
specialist the best possible level in the hierarchy where to add the relationship. 
This functionality is explained in section 4.2.  

4   Techniques for LNTRO 

In the following sections, three state of the art techniques for LNTRO are pre-
sented. The solutions adopted to approach the generic phases of LNTRO are hig-
hlighted and their positive aspects and limitations are discussed. 

4.1   LNTRO Based on the Extraction of Association Rules 

This technique described in [13] has two phases "Identification of occurrences of 
relationships" and "Mining associations". The "Identification of occurrences of re-
lationships" receives a corpus and a set of concepts of an ontology and outputs a 
set of tuples in the form <c1, v, c2>, where c1 and c2 are the ontology concepts and 
v is a verb. Initially using Wordnet [6] each ontology concept is extended with its 
synonyms to increase the recall of the search. Then the POS-tagging is performed 
in order to identify the verbs. For sentences that satisfy the following two condi-
tions a tuple (c1, v, c2) is generated: (a) sentences that have exactly two concepts 
and a verb between them and (b) the two concepts are at a maximum distance of D 
terms. "D" is a parameter whose value is defined experimentally by the specialist 
and corresponds to the maximum number of terms that must exist between two 
concepts for them to be considered related. For example if D = 3 then for the sen-
tence " The court judged the custody in three days." a tuple <court, judge, custo-
dy> is generated since there are two terms between the concepts. However, for the 
sentence " The court of North Dakota will judge the custody in three days." no 
tuple is generated. 
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Once a set of candidate relationships (set of tuples outputted from the previous 
phase) is obtained, "Mining associations" can be performed that aim at refining the 
results of the previous phase before they are suggested to the specialist. For this 
purpose an algorithm to extract association rules [12] is used. The product of this 
phase are non-taxonomic relationships represented by association rules in the form 
<c1 ∧ c2>→<v>, which have values of support and confidence greater than the 
minimum defined experimentally by the specialist. 

For example, in the sentence "Our data suggests that lipoxygenase metabolites 
activate ROI formation which then induce IL-2 expression via NF-kappa B activa-
tion", Lipoxygenase (Li) and Reactive Oxygen Intermediates (ROI) are concepts 
and Activate (Ac) is a verb. In the first phase the tuple <Li, ROI, Ac> is generated 
representing the fact that the two extraction conditions described previously were 
satisfied. In the second phase if the rule <Li, ROI>→<Ac> has values of support 
and confidence greater than or equal to the minimum support and confidence, it is 
recommended to the specialist. A positive aspect of this proposal is that it labels 
with verbs the relationships between two concepts found in each sentence. In addi-
tion, the search space for relations is restricted since ontology concepts are given 
as input to the technique, thus potentially leading to better results. The technique 
only extracts concepts from the text; concept instances are ignored. Furthermore, 
it doesn't use stemming, a NLP technique that could lead to better recall values. 
Moreover, one restriction is the fact that no treatment is given to the possessive 
form "'s" that is one of the linguistic realizations of non-taxonomic relationships 
which can be present in the corpus with reasonable frequency. In addition, the au-
thors refer to the verbs as single words when in fact, in most of the cases, they ap-
pear in the form of verbal phrases. In Genia [10], the corpus used to illustrate and 
evaluate the technique, coincidentally most of the verbal phrases are composed of 
a single term, which is a uncommon fact. Therefore, to be applied to corpora 
without this characteristic, the technique should be updated either to work with 
verb phrases or with the information of which verb, among those of the verb 
phrase, should be used as the label of the relationship. For the evaluation of the 
technique, the recall and precision measures are used, fact that we consider too re-
strictive for a noisy area like AO. Table 1 shows which solutions have been 
adopted for each one of the generic phases for LNTRO as defined in section 3.  

Table 1 Solutions for LNTRO based on the Extraction of Association Rules.  

Phase Adopted solution 

Corpus construction 
A corpus already available in the medical field (Genia) was used 
in its experiment. 

Corpus annotation POS-tagging 

Extraction of relationships 
Uses the algorithm already described to extract candidate rela-
tionships in the form of tuples (<c1, v, c2, >) 

Refinement 
Uses a technique known as the "Extraction of Association Rules" 
to suggested non-taxonomic relationships in the form of rules 
(<c1 ∧ c2>→ <v>) 
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4.2   LNTRO Based on the Extraction of Generalized Association 
Rules 

Maedech and Staab [8] propose a process similar to that of Villaverde et al. [13], 
with the difference that it uses an algorithm of generalized association rules [8] to 
suggest the possible most appropriate hierarchical level for the relationship and 
works with texts in German. The technique has two phases "Text processing" and 
"Mining associations". In the first phase, the objective is to extract pairs of con-
cepts from the text that correspond to candidate relationships. For this purpose, 
the title and the sentence heuristics are used. The first one says that a pair of re-
lated concepts should be created for every concept in the text with every concept 
in the title. This heuristic is based on the intuition that the concepts that appear in 
the text body are related to the concepts that appear in the title. The second one 
sets up a tuple for each pair of concepts that are present in the same sentence. In 
the second phase relationships in the form of pairs of concepts from the previous 
phase are submitted to an algorithm for Mining Generalized Association Rules 
[8]. The goal is to extract non-taxonomic relationships in the form of association 
rules and suggest the best possible level in the hierarchy where to add the rela-
tionships. After applying the Extraction of Generalized Association Rules, the 
rule area → hotel is discarded because area -> accommodation is an ancestral 
rule (its concepts are in the same or higher levels in the ontology taxonomy) and 
has values for support or confidence greater or equal than the descendent  
rule. The same happens to the rules room -> television and room → furnishing 
(Table 2). The solutions adopted for each one of the generic phases for LNTRO 
are shown in Table 3. 

A positive aspect of this proposal is the use of the algorithm for the Extraction 
of  Generalized Association Rules that suggests the best possible level in the  
ontology taxonomy where the relationship should be added. On the other hand, a 
limitation is the fact that the technique does not label the relationships but, only 
indicates what classes are related. 

Table 2 Extracted Relationships [8].  

Discovered relations Confidence Support 

(area → accommodation) 0,38 0,04 

(area → hotel) 0,1 0,03 

(room → furnishing) 0,39 0,03 

(room → television) 0,29 0,02 

(accommodation → address) 0,34 0,05 

(restaurant → accommodation) 0,33 0,02 
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Table 3 Solutions for LNTRO based on the Extraction of Generalized Association Rules. 

Phase Adopted solution 

Corpus construction 
A corpus already available in the touristic domain (Lonely Pla-
net) was used in its experiment. 

Corpus annotation Uses chunking, stemming and NER. 

Extraction of relationships 
Uses sentence and title heuristics to extract candidate relation-
ships. 

Refinement 
Uses a technique known as mining generalized association rules 
[8] to recommend relationships as rules in the form c1 → c2. 

4.3   LNTRO Based on Queries on Web Search Engines 

Sanchez and Moreno [11] propose an automatic technique for LNTRO that is able to 
learn verbs from a domain, extract related concepts and label them using the Web 
instead of a traditional corpus as a source for the construction of an ontology. De-
spite being diverse and unstructured, according to the authors, the redundancy of  
information in an environment as vast as the Web is a measure of its relevance and 
veracity. The first phase is the extraction and selection of verbs that express relation-
ships characteristic of the domain. Based on morphological and syntactic analysis, 
verbs that have a relationship with the domain keyword are extracted. Then, the  
degree of relationship between each verb and the domain is measured. To do so,  
statistical measures are made about the term distribution on the web. The  
obtained values are used to rank the list of candidate verbs. This lets one choose the 
labels of non-taxonomic relationship that are closely related to the domain. The do-
main related verbs are used to discover non-taxonomic related concepts. To do so it 
queries the web with the patterns "domain-keyword verb" or "verb domain-keyword 
" that returns a corpus related to the specified query. The goal is to search the con-
tent of documents to find concepts that proceed ("High sodium diets are associated 
with hypertension") or succeed ("Hypertension is caused by hormonal problems") 
the constructed patterns. These concepts are candidate to be non-taxonomically re-
lated to the original keyword. Table 4 shows which solutions have been adopted for 
each one of the generic phases for LNTRO as defined in section 3. 

Table 4 Solutions for LNTRO based on Queries on Web Search Engines.  

Phase Adopted solution 

Corpus construction Based on documents returned by a Web search engine. 

Corpus annotation Chunking. 

Extraction of relationships 
Extracts verb phrases and noun phrases as labels and concepts of rela-
tionships respectively. 

Refinement 
Statistical processing based on the result of queries in a web search 
engine. 
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A positive aspect in this proposal is that specialists do not have to deal with the 
construction or selection of corpora, a generally laborious task. They are automat-
ically created with the help of a web search engine. On the other hand, one limita-
tion is that learning relationships is dependent of learning concepts and vice versa 
which makes the process less flexible. 

5   Concluding Remarks 

This work approached the LNTRO problem, its phases and the knowledge areas 
which provide solutions to them. Three techniques of the state of the art on 
LNTRO were presented and the solutions each one adopted for the phases of 
LNTRO were highlighted. Advantages and limitations of each of the techniques 
were also discussed. To end our considerations on LNTRO, we now discuss some 
relevant issues and point out a line of research. 

The corpus used for LNTRO may contain classes, instances of classes or both. 
For the first case, a search is performed for classes in the text. This search can in-
clude the synonyms of the concepts and/or their stems, thus increasing the recall 
of the extracted concepts from the corpus. If the corpus has only instances of 
classes it is necessary to use Named Entity Recognition (NER). If the corpus has 
both classes and instances, all these solutions can be used together. Non-
taxonomic relationships are generally represented by a pair of concepts and op-
tionally a label. The first representation has the disadvantage of being semantically 
poorer because we know which classes are related but do not have a name giving a 
meaning to the relationship. The second is the representation that has the highest 
semantics since the relationships are constituted by a pair of concepts and a label. 
The label is generally a verb phrase found between the two concepts in a sentence. 

LNTRO techniques that use an ontology taxonomy as input can suggest the 
best level in the hierarchy where to insert the relationship. Those that receive only 
the ontology concepts have the search space for relationships reduced and have the 
potential of obtaining better results when compared to those that don’t receive this 
input. Techniques that don’t receive any of these sets as input often consider noun 
phrases as concepts. Techniques on LNTRO are usually evaluated comparing their 
results against reference ontologies [5]. However, comparing them when executed 
under similar conditions is a work that still has to be done. 
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Improving Persian Text Classification  
and Clustering Using Persian Thesaurus 

Hamid Parvin, Atousa Dahbashi, Sajad Parvin, and Behrouz Minaei-Bidgoli* 

Abstract. This paper proposes an innovative approach to improve the classification 
performance of Persian texts. The proposed method uses a thesaurus as a helpful 
knowledge to obtain more representative word-frequencies in the corpus. Two types 
of word relationships are considered in our used thesaurus. This is the first attempt 
to use a Persian thesaurus in the field of Persian information retrieval. Experimental 
results indicate the performance of text classification improves significantly in the 
case of employing Persian thesaurus rather the case of ignoring Persian thesaurus.  

Keywords: Persian Text, Persian Thesaurus, Semantic-Based Text Classification. 

1   Introduction 

In the current century Information Technology is considered as one of the most 
important scientific fields (if not the most important field) among the researchers. 
Ever-increasing growth pace of data makes its appropriate and efficient 
management significantly important and also its appropriate usage inevitable. 
Indeed proper responding to user queries is considered as a crucial challenge in 
the Information Technology [1]. Two of the most important challenging problems 
in the field of Information Technology include:  

 

• How can one handle information retrieval problem in a huge number of 
texts efficiently?  

• How can one extract useful information out of a huge mass of data efficiently? 
 

From this perspective, usage of text keywords has been considered as a very 
promising approach for researchers to handle two mentioned challenges.  

This paper proposes to use existing between-word-relationships to help us build 
an automatic thesaurus-based indexing approach in Persian language.  

Rest of the paper is organized as follows. Section 2 deals with related works. In 
section 3, the proposed method is explained. Section 4 demonstrates the results of 
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our proposed method against traditional one comparatively. Finally, the paper is 
concluded in section 5. 

2   Related Works 

In 1999, Turney showed that keyword extraction field is one of the most important 
factors accelerating and facilitating the information retrieval applications, but until 
then there is no attempt to improve the quality of extracted keywords [5]. 

Simultaneously in 1999, Frank et al. who worked in the field of artificial 
intelligence tried to improve the quality of extracted keywords by presenting machine 
processing algorithm. Their work was based on a Simple Bayes algorithm. Their 
system is named "KEA". In the KEA method, although the quality of extracted 
keywords significantly increased, linguistic issues were not taken into considerations 
during keyword extraction process [6]. The general process of keyword extraction 
was introduced by Liu et al. in 2005. They first elect a number of candidate words as 
potential keywords, then assign a weight to each potential keyword, and finally 
consider potential keywords with the highest weights as the final extracted keywords 
[7]. Franz in 2002 combined statistical analysis and linguistic analysis [8]. He 
believed that without considering information about linguistic knowledge, statistical 
analysis considers disadvantageous and non-keywords [8]. 

 

 
Fig. 1 Proposed indexing framework. 

 
Fig. 2 Pre-processing phase of proposed framework. 

Along with previous researches, to solve drawbacks of the traditional keyword 
extraction approaches (that extract disadvantageous and non-key words instead of 
the keywords), Freitas et al. modeled process of the keyword extraction into a 
classification problem in 2005 [9]. Zhang et al. used a decision tree as classifier to 

Omission of Common Frequent Words 

Omission of the Words with Redundant and 
Common Frequent Stems (trifling words) 

2-Applying Thesaurus 
Finding the synonyms and inclusions 

3-Weighting Mechanism

1-Pre-processing 
Delete redundant words (stop words) and stemming 

Finding the Stems of Words 
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recognize the keywords among all words [10]. Halt used the features based on N-
gram concept in the context of information retrieval [11]. In the first attempt, 
Deegan used thesaurus concept in 2004 to improve information retrieval efficacy 
[12]. After that Hyun tried to use a specialized thesaurus for special-formatted 
queries [13]. There are some successive works that try to improve information 
retrieval efficacy after then [14]-[16]. 

There are some related works done in the field of Persian language. While there 
are many methods in Persian language, there is a lack of employing a thesaurus in 
Persian so far. The curious reader is referred to [4] and [17]-[20] for more detail. 
The only work that employs a thesaurus is Parvin et al. work that is a very simple 
and immature one [21]. 

3   Proposed Framework 

Fig. 1 depicts the proposed framework. The first step in Fig. 1 is expanded in Fig. 2. 
As seen in Fig. 2, in preprocessing step, Persian texts are refined into useful texts to 
get rid of the trivial words that are unnecessary for keyword extraction phase.  

Indeed the pre-processing step of proposed framework consists of three phases 
(sub-steps). In first phase the common frequent words like prepositions are 
omitted. Then the stem of each word is found. Third the common frequent stems, 
like “be”, are also omitted from the text. 

 

 

 

Fig. 3 A typical text with three words that are synonyms. 

To clarify second step, please consider Fig. 3. In Fig. 3 assume that the word1, 
word2 and word3 are synonyms of each other. Using a thesaurus these three words, 
i.e. word1 and word2 and word3 are considered as the single word that is first 
observed, i.e. word1 with a frequency as many as sum of their frequencies, here 3. 
Here word1 is head word of those three words and two words, word2 and word3, 
are children of head word word1. 

So after second step a table of words is obtained from the input text that depicts 
the words next to their frequencies; for example the table of words for the text 
presented in Fig. 3 is like Table 1. In the table of words, words are partitioned into 
two types: (a) head type and (b) child type. Only words with head type are 
considered in the final step. Consider the table of words extracted from the 
previous example and presented in Table 1. It contains three words, word1, word2 
and word3. Only the word word1 is considered as head type and its frequency is 
equal to 3. Two other words are considered as child type. 

So in obtaining a table of words, weight for a synonym/antonym relationship is 
considered by a one, i.e. occurring the synonym/antonym of a word is equal to 
occurring the original word. Another relationship that is taken into consideration is 

..........................word1

..................................................................................................  
.......................................word2

........................................................................................  
..................................................................word3

...........................................................

............................. 



496 H. Parvin et al.
 

inclusion. For example a word like animal includes a wolf. So in a text that has a 
word animal as a head type word, occurring a word wolf is equal to occurring a 
word wolf and also occurring the head type word animal with weight α, where α is 
less than one and vice versa. It means if an inclusion word has been occurred as a 
head type word so far, occurring an included word is to occur the included word 
by weight one, and including word by a weight α, where α is a real number below 
one. For example consider text presented in Fig. 4. Assume that word5 is a special 
kind of word4 and word4 is a special kind of word3. As before, word1, word2 and 
word3 are synonyms/antonym of each other. 

Table 1 Table with frequencies of words of Fig. 3.  

word frequency Type
. 
. 
. 

. 

. 

. 

. 

. 

. 

word1 3 headi

word2 3 childi

word3 3 childi
. 
. 
. 

. 

. 

. 

. 

. 

. 
 

 
Fig. 4 A typical text with five words. 

Now a table is extracted from the text presented in Fig. 4 that the frequencies of 
its words are like Table 2. For simplicity we assume that α is 1/4 for this example. 

Table 2 Table with frequencies of words of Fig. 4.  

word frequency type 

. 

. 

. 

. 

. 

. 

. 

. 

. 

word1 4+1/4+1/4*1/4 headi 

word2 4+1/4+1/4*1/4 childi 

word3 4+1/4+1/4*1/4 childi 

word4 1+4*1/4+1/4 headi+1 

word5 1+1/4+4*1/4*1/4 headi+2 

. 

. 

. 

. 

. 

. 

. 

. 

. 

---------------word1----------------------------------------------------------------------word5--------

---------word2----------------------------------------word2--------------------------------------------

---------word4------------------------------------------word3--------------------------------------------------------------- 
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In Table 2, word word1 is the head for three words, word1, word2 and word3. 
Because those words, word1, word2 and word3, are occurred 4 times, their 
frequencies are considered 4 at least. Besides, due to occurring the word word4 
that is a special kind of word3, a 1/4 (α) is added to their frequencies. Due to 
occurring the word word5 that is a special kind of word word4, a 1/4*1/4 (α^2) is 
added to their frequencies. From another side, the frequency of the word word4 is 
at least 1, due to its one direct appearance. Because of four appearances of the 
word word1, 4 times 1/4 (4*α) is added by its one appearance. Besides because of 
one appearance of word word5 another 1/4 (α) is added to its frequency. This 
scenario is valid for the word word5. It means that one appearance of the word 
word5, plus 1/4 (α) due to appearance of the word word4 plus 4 appearances of the 
word word1 that has inclusion relationship with length 2, i.e. 4*1/4*1/4 (4*α^2), is 
considered as frequency of the word word5. 

4   Experimental Studies 

Employed criteria based on which an output of a classifier or a clustering 
algorithm are evaluated, are discussed in the first part of this section. The details 
of the used dataset are given in the subsequent part. Then the settings of 
experimentations are given. Finally the experimental results are presented. 

We have two different parts of experimentations. In the first part of 
experimentations we use a simple classifier to show the effectiveness of the 
proposed method. We employ confusion matrix to visually show the distribution 
of articles in different classes. Each row in the confusion matrix represents the 
instances in a predicted class, while each column of the confusion matrix 
represents the instances in an actual class. One benefit of a confusion matrix is 
that it is easy to see if the system is confusing two classes. To evaluate the 
performance of the classification, the accuracy, entropy and purity measures are 
taken as the evaluation metrics throughout all the paper.  

Table 3 Details of used dataset.  

Row Topic # of articles Average # of words Average # of words after 
refinement phase 

1 Sport 146 204 149

2 Economic 154 199 135

3 Rural 171 123 76 

4 Adventure 89 160 115

5 Foreign 130 177 124

 
All the classification experiments are done using 4-fold cross validation. The 

results obtained by 4-fold cross validation are repeated as many as 10 independent 
runs. The averaged accuracies over the 10 independent runs are reported. 
Confusion matrix of 1-nearst neighbour classifier with leave-one-out technique is 
presented as a comprehensive study of performance of classification. 
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In the second part of experimentations k-means clustering algorithm is applied 
over dataset. Here the normalized mutual information (NMI) between the output 
partition and the real labels of dataset is considered as the main evaluation metric 
of the final partition [2]. Second alternative to evaluate a partition is the accuracy 
metric, provided that the number of clusters and their true assignments are known.  

In order to test the proposed method five different categories have been 
collected from Hamshahri newspaper [3]. The detail of the dataset is presented in 
the Table 3. 

After refinement of dataset, the average number of words in each category is 
reduced as the last column of Table 3. And then after applying refinement phase, 
we produce a feature space as illustrated in Table 4.  

In Table 4, parameter n is the number of the words which are considered as 
head word type in one article at least. The entity j-th column of i-th row in Table 4 
is equal to frequency value of head word j in i-th article. The parameter m that 
shows the number of articles in dataset is 400. It means 75 articles per class. The 
averaged number of features in dataset, n, is 171.5. 

By filling values of Table 4 by using thesaurus and without using thesaurus we 
obtain two different datasets.  

The used thesaurus is produced considering the manual presented by Hori [22]. 

Table 4 Dataset after refinement. 

 

Head Wordn 

 

......... 
 

Head Word3 

 

Head Word2 

 

Head Word1 

 

     Article1 

     Article2 

     00000 
     Articlem 

 
We use 1-neareast neighbour classifier as base classifier and averaged on 10 

independent runs each of which obtained by 4-fold cross validation is reported. 
Parameter α is considered 1/4 throughout all the experimentations. The true labels 
of this dataset are employed for obtaining the accuracy metric. For reaching 
confusion matrices (Table 6 and Table 7) we use 1-neareast neighbour and leave-
one-out technique. 

Table 5 Performances of 1-NN classifier and k-means clustering with and without thesaurus. 

 Without thesaurus With thesaurus 

1-NN Accuracy 68.31% 81.45% 

1-NN Entropy Measure 58.81% 42.71% 

1-NN Purity Measure 70.49% 81.16% 

k-means Accuracy 60.03% 72.39% 

k-means NMI Measure 27% 42% 
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In clustering the real number of cluster (here 5) is feed to k-means algorithm. 
The similarity measure to reach similarity matrices is based on normalized 
Euclidean distance. 

Table 6 Confusion Matrix of Documents with thesaurus. 

Cluster Sport Economic Rural Adventure Foreign Entropy Purity 

1 2 1 2 123 4 20.86 93.18 

2 13 120 3 6 4 42.63 82.19 

3 132 14 5 2 2 35.85 85.16 

4 19 7 73 11 8 72.22 61.86 

5 5 12 6 4 112 46.16 80.58 

Total 171 154 89 146 130 42.71 81.16 

 
Table 5 shows the main results of first part of experimentations. The table shows 

in first row Accuracy measures of 1-NN classifier with and without thesaurus. It 
then shows the Entropy and Purity measures of the classifier in the two subsequent 
rows. Then it presents k-means clustering accuracy and NMI measures in the two 
subsequent rows. The confusion matrix for 1-NN classifier on features obtained by 
help of thesaurus is shown in the Table 6. The confusion matrix for 1-NN classifier 
on features obtained without help of thesaurus is shown in the Table 7. 

Table 7 Confusion Matrix of Documents without thesaurus. 

Cluster Sport Economic Rural Adventure Foreign Entropy Purity 

1 17 99 4 11 9 60.82 70.71 

2 119 24 7 2 3 47.48 76.77 

3 9 18 7 8 94 63.50 69.12 

4 3 2 7 109 15 44.70 80.15 

5 23 11 64 14 9 81.60 52.89 

Total 171 154 89 144 130 58.81 70.49 

5   Conclusion and Future Works 

In this paper, we have proposed a new method to improve the performance of 
Persian text classification. The proposed method uses a Persian thesaurus to 
reinforce the frequencies of words. With a simple classifier, it is shown that using 
thesaurus can improve the classification of Persian texts. We consider two 
relationships: synonyms and inclusion. We use a hierarchical inclusion weighting, 
and linear synonym weighting. As it is concluded the text classification and 
clustering both outperforms significantly in the case of applying a thesaurus. 

As a future work, one can turn to research on the different weighting methods. 
For another further future work it can be studied how further relationships, like 
contradiction, can affect the text classification performance. 
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Towards Incremental Knowledge Warehousing 
and Mining 

Habiba Drias, Asma Aouichat, and Aicha Boutorh  

Abstract. In this paper, we propose new ideas around the concepts of knowledge 
warehousing and mining. More precisely, we focus on the mining part and devel-
op original approaches for incremental clustering based on k-means for knowledge 
bases. Instead of addressing the prohibitive amounts of knowledge, the latter is 
gradually exploited by packets in order to reduce the problem complexity. We in-
troduce original algorithms named ICPK/k-means for Incremental Clustering by 
Packets of Knowledge, ICPKG/k-means for Incremental Algorithm by Packets of 
Knowledge and Grouping of clusters for determining the number of desired clus-
ters, LICPK/k-means for Learning Incremental Clustering by Packets of Know-
ledge and LIGPKG/k-means for Learning Incremental Clustering by Packets of 
Knowledge and Grouping of clusters for handling the clustering of large amount 
of knowledge. Experimental results prove the effectiveness of our algorithms.  

Keywords: knowledge warehouse, knowledge mining, packets of knowledge, k-
means, incremental knowledge clustering, learning incremental knowledge clustering. 

1   Introduction 

Warehousing and mining are two technologies that are exploited in the systems of 
decision support[4,5]. Currently, they are relatively well mastered for the data, in a 
sense that data warehousing and mining are midgame activities. They help  
creating knowledge from a tremendous available volume of data. Knowledge is 
considered nowadays as one of the most valuable assets of a company. In this  
paper we introduce a new paradigm called knowledge warehousing and mining 
that we consider as the end game of a whole process starting from data warehous-
ing and mining and ending at knowledge warehousing and mining. We will 
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present more precisely the part of the process that deals with knowledge mining 
and show how to apply data mining tasks on knowledge. Let us point out that this 
concept is different from the one we found in the literature [7,8]. The issue is to 
mine knowledge instead of data and the result of the desired task is therefore a 
meta-knowledge. 

Mining tasks such as classification, prediction and clustering have been for a 
long time applied to a great number of domains. In this work, we will focus espe-
cially on clustering knowledge objects. Like for data mining, the major difficulty in 
the development of techniques for knowledge mining resides in the large amounts 
of knowledge, which are created everyday for various purposes. However there ex-
ists also a more complicated issue for such question and it consists in modeling 
knowledge similarity for the purpose of classifying, clustering or even extracting 
associations or any mining treatment. The task considered in this paper is clustering 
which is an important concern of knowledge mining. Due to the very large size of 
the considered knowledge bases, it is infeasible to perform this task without under-
taking the process in an incremental way [3]. In a mount of this work, we propose 
four different incremental clustering algorithms based on k-means.  

2   Knowledge Rules Clustering 

The paradigm in which we are interested belongs to the domain of knowledge  
acquisition, which has been already known while essential, as difficult and costly. 
Undertaking mining tasks on a knowledge base is even harder. In this section we 
will attempt to perform Clustering operations on knowledge base rules. 

2.1   The Paradigm of Knowledge Mining 

In the literature [7, 8], the concept of knowledge mining is defined as the mechan-
ism of extracting new knowledge from a set of data when integrating domain 
knowledge in the process of data mining, and in a summarized way as follows: 
Data + Prior Knowledge + Goal → New Knowledge. 

This definition is inconsistent with our idea and the aim of the present work is 
the study of a new paradigm, which consists in mining a set of knowledge. Our  
vision about knowledge mining is the extraction of knowledge from knowledge 
and hence as a result from this process, we acquire meta-knowledge. It is then  
described as: Knowledge + Prior Knowledge + Goal → Meta-Knowledge 

In this case, knowledge mining features literally the exploitation of knowledge, 
the goal being wealth acquisition and in our case wealth is meta-knowledge. Con-
sequently, we define knowledge mining as: "a set of techniques used to generate a 
meta-knowledge base from a huge amount of knowledge in order to facilitate han-
dling the latter in a rapid way". 

2.2   Knowledge Representation 

As knowledge representation is a wide field, we cannot browse all the possible re-
presentations and study knowledge mining for each of them. We have primarily 
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considered a knowledge base in order to extend this study to large scale reasoning 
since rules can be easily used to design reasoning systems. Another subsequent 
extension is the development of super agent technology. Many other enhance-
ments such as studying mining knowledge represented by hierarchies and associa-
tions may be launched from the ideas developed in this work.   

2.3   Knowledge Rules Clustering 

In this section, we will present the necessary tools for developing techniques for 
rules clustering according to their similarity. An example of a simple rule is the 
following derivation rule: 

If (k is a constant) and (f(x) = k*x) then (f’(x) = k). 

In this rule, the clauses (k is a constant) and (f(x) = k*x) belong to the premise part 
while the clause (f’(x)= k)  to the consequence one. As shown in the example, the 
pair (variable = value) form a clause. Other relational operators such as > and  
< can be used besides equality. 

2.3.1   Distance Measure for Knowledge Rules 

In general, the distance separating two objects is a way of quantifying their  
similarity according to some semantic. Two knowledge entities are similar or 
close if they record the minimum difference computed as the smallest distance. To 
evaluate the similarity between knowledge rules, we propose the following  
distance measure: 

If Ri, Rj represent two production rules where Ri is different from Rj then: , ∪ ∪1 | |  

Where a is a weight assigned to the clauses and set by experiments with the condi-
tion that a>1, the weight of the variables being set to 1. Ci and Cj are respectively 
the set of the clauses of Ri and Rj. The union of these two sets gives a set contain-
ing all the clauses of both rules and the intersection is the set of clauses that are 
common to both rules. Vi and Vj include respectively the set of variables of rules 
Ri and Rj. The union and the intersection between Vi and Vj are defined the same 
way as for the clauses. Finally the quantities |Ri| and |Rj| represent respectively 
the number of clauses in Ri and Rj. Let’s look at the following rules: 
 

R1 : if x=1 and y=2 then z=3 
R2 : if y=2 and x=2 and f=3 then h=0 
then: 
(C1 U C2) = {(x, 1), (y, 2), (z, 3), (x, 2), (f, 3), (h, 0)}, |C1 U C2| = 6, (C1 ∩ 

C2) = {(y, 2)}, |C1 ∩C2| = 1,  
(V 1 U V 2) = {x, y, z, f, h}, |V 1 U V 2| = 5, (V 1 ∩ V 2) = {x, y}, |V 1 ∩ V 2| = 

2, | R1 | = 3, | R2 | = 4 
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If we choose (a = 2) and apply the distance formula, then: ,0.62. 

2.3.2   Centroid Computation 

Finding the exact centroid of a cluster containing knowledge rules is not obvious, 
nevertheless, an approximate calculation is proposed. The centroid of a cluster is 
defined as a set of clauses built from the cluster rules and that verify the following 
conditions: 
 

- The size of the centroid is equal to the average size of all the cluster 
rules. 

- If different clauses have the same frequency, those containing the most 
frequent variable in the rules set are selected. 

- The distance between the centroid and each rule is approximately equiva-
lent. 

- Moving knowledge from one cluster to another one disturbs the position 
of the centroid, which hence has to be updated. 

 
Let illustrate this concept with the following rule added to R1 and R2: 

R3 : If i z=3 and y=2 and x=3 and f=0 then h=1 

The size of each rule is successively: |R1|= 3, |R2|= 4, |R3|= 5. The size of the 
centroid is computed as: 
 | | | |  | | | |   3 4 53 4 

 
The four most frequent clauses in the centroid G are computed as shown in the 
following steps: 

- The most frequent clauses are y=2, z=3, the other clauses have the same 
frequency. 

- The choice of the other two clauses depends on the variables frequency. 
The most frequent variables are x and y. The variable y has only one val-
ue in the rules, in addition it was already taken into account. The variable 
x takes two different values x=1 or x=2, in this case we choose the most 
frequent one. If they have the same frequency, as is the case of the exam-
ple, one of these clauses will be selected randomly (x=1), then the set of 
clauses so far is y = 2,  z = 3,  x = 1. 

- For the last clause, and given that the variables f and h have the same fre-
quency, and clauses containing these variables have the same frequency, 
the fourth clause will be drawn randomly,  let it be f= 0. 

- At the end we get G = (y = 2, z = 3, x = 1, f = 0). 
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3   Hybrid Clustering 

In order to optimize the efficiency of clustering, we have designed a hybrid  
k-means algorithm to better set the cluster centroid before trigging the classical  
k-means technique. The algorithm combines the BSO meta-heuristic [1,2] first to 
determine the centroids of the cluster in an optimal way and in a second stage the 
k-means technique to update the clusters.  

Bee Swarm Optimization or BSO is inspired from bee behavior and especially 
from the collective organization of the bee swarm in getting food. The approach is 
outlined as follows: 
 
BSO general algorithm 
begin 

refSol← the solution found by initBee, 
while not condition of stop do 
 begin Insert refSol in tabooLlist, 

determine searchRegion from refSol, 
assign a solution from searchRegion to each bee, 
for each Bee k do 
 begin Perform a local search, 

Store the result in the table Dance, 
 end 
Select the new reference solution RefSol from the Dance, 

end 
end 
 
The algorithm starts by creating a bee, which represent a reference solution by 
means of a heuristic or at random. Then from this solution, a set of search zones 
are computed using a diversification mechanism in order to browse in a scattered 
manner the search space. Afterwards, the determined regions are allotted for bees 
in order to make a profound exploration of the area for getting the best solution. 
The solutions are stored in a table named Dance, which is visible to all bees. The 
best solution computed so far is taken as a reference solution in order to iterate the 
whole process an important number of times in order to improve the quality of the 
determined solutions. 

3.1   Hybrid BSO/k-Means 

BSO is used with k-means to optimize the centroids computation and hence to 
augment the efficacy of the results. Its modeling for this purpose is as follows: 
 

- A solution which is represented by a bee is a vector of k rules considered as 
centroids among the n rules to cluster. 

- The fitness function consists in maximizing the distance between the  
centroids. It is then defined as: 

 Fitness (s) = Max_Distance (Gi, Gj) / / For all centroids i, j in [1 .. k] 
- The search-area contains the regions points where the bee search starts.  It is 

calculated by a diversification process that generates scattered positions from the 
search space. The algorithm BSO/k-means is summarized as follows: 
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Algorithm BSO/k-means 
input : A huge set of n rules and k the number of clusters 
output : k clusters of rules 
 
begin 
 let S-ref be the solution found by BeeInit;  

/* drawn at random */ 
 s* = S-ref, 
 while non stop condition do  
 /* maximum number of iterations maxiterBSO not reached */ 
    begin  Insert S-ref in the taboo list 

Determine Search Area from Sref 
Assign a solution of Search Area for each bee 

           for each bee i =1 to m  do  
/* m is the number of bees set by experiments */ 

             begin search within the assigned region; 
                   save the result in table Dance; 
              end 

S_ref = best solution from table Dance 
         if fitness(s*) < fitness(S-ref) then s*=S-ref; 
   i=i+1; 
    end  
 consider the best solution found (s*); 
 k-means () 
  /* associate each base rule to the appropriate cluster */ 
end; 

4   Incremental Knowledge Mining 

Most of the existing mining algorithms cannot be applied to extremely large set. 
One approach to cope with this issue is to consider the set of knowledge by pack-
ets of manageable size. Therefore, the computational complexity will intuitively 
diminish and more effectiveness will be gained. To realize incremental clustering 
with packets of knowledge, we propose two different approaches: serial and paral-
lel incremental clustering while distinguishing two possible techniques for each 
approach. 

4.1   Number of Clusters 

The idea of fixing the parameter k requires that the number of clusters indicated in 
the input of the algorithm will be the same as for the output, which corresponds to 
the traditional principle of the k-means algorithm. In such situation, the perfor-
mance of the clustering algorithm can be affected by the choice of the parameter k. 
As a second alternative, the creation of new clusters is possible during the han-
dling of gradual knowledge. We propose then a second technique that starts with a 
minimum number of clusters and will allow the insertion of the rules in the clus-
ters according to a threshold T called distance threshold. If the distance between 
the rule and the cluster centroid is less than T, the rule will be inserted in the ap-
propriate existing cluster, otherwise, it will be inserted in a new cluster to be 
created. T is an empirical parameter and belongs to the interval [0,1] denoting all 
possible values for the proposed distance measure. For instance, if distance  
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(Ri,Rj) = 0 then Ri and Rj represent the same rule and if distance (Ri,Rj) = 1 then 
Ri is the furthest from Rj. The serial and parallel approaches are described in the 
next subsections. 

4.2   Serial Incremental Clustering Approach 

The serial proposed approach consists in handling the incremental mining in a  
sequential way that is, clustering the first packet then integrating the rules of the 
current packet in the result of clustering of the previous packets. To perform such 
task, we propose two techniques. The first one called ICPK/k-means for Incre-
mental Clustering by Packets of Knowledge based on k-means consists of a  
classical k-means with a fixed number of clusters. The second one called 
LICPK/k-means is for Learning Incremental Clustering by Packets of Knowledge 
based on K-means with a number of clusters to learn. The difference between both 
techniques resides in the way of inserting rules into clusters. In the first one, k is 
fixed by the input whereas in the second one, k is learnt. After having inserted all 
the rules of one packet, we perform a k-means in order to update the clusters that 
is, recalculate the centroids and relocate rules in the clusters. The number of  
execution of k-means is then equal to the number of packets. The insertion of each 
packet rules in the clusters takes advantage of the knowledge learned during the 
insertion of the previous packets.  

4.2.1   ICPK/k-Means 

As mentioned previously, the technique ICPK/k-means has a different insertion 
function from the one used in the second technique. The insertion function in this 
case consists in introducing a rule into the cluster having the nearest centroid from 
the rule according to the distance measure. 

4.2.2   LICPK/k-Means 

The insertion of new rules for this second technique depends on the threshold val-
ue T and is performed according to the following constraints : 
 

- if distance-min (Ri, G) <= T then insert Ri in the cluster of the centroid G. 
- iIf distance-min (Ri, G) > T then create a new cluster with Ri as its  

centroid.  
 
distance-min is a function that calculates the minimum distance that separates Ri 
from G.  

4.3   Parallel Incremental Clustering Approach 

The parallel approach consists in handling the incremental mining in a parallel 
way that is, clustering each packet independently from the others then combine the 
results of each packet in the same structure by regrouping the clusters.  To per-
form such task, we propose two techniques, the first one called ICPKG/K-means 
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for Incremental Clustering by Packets of Knowledge and Grouping of clusters 
based on K-means consists in grouping the nearest cluster according to the dis-
tance with a fixed number of clusters and a second one called LICPKG/K-means 
for Learning Incremental Clustering by Packets of Knowledge and Grouping of 
clusters based on K-means also consists in grouping clusters but with a number of 
clusters to determine. The difference between both techniques resides in the way 
of regrouping clusters. Concerning the rules that must be relocated in the clusters, 
we propose two methods: 
 

- Assign the rules using k-means after regrouping clusters pair by pair of  
packets  

- distribute the rules among clusters using k-means once the combination of 
clusters for all packets is done. 

4.3.1   ICPKG/K-Means 

To join two clusters Cl1 and Cl2 it is necessary to calculate the distance between 
each centroid of the initial packet with each centroid of the new packet. Clusters 
that express a minimum distance between their centroids will be grouped to gener-
ate a new cluster containing the rules of both clusters. An update of the centroid of 
the result cluster will be necessary to unify the two centroids. 

4.3.2   LICPKG/K-Means 

The merging of clusters for this second technique of parallel approach depends on 
the threshold value T, we start by calculating the distance between each centroid 
of the first packet and the one of the second packet and considering the two clus-
ters of minimum distance according to the following condition: if distance-min <= 
T then combine both clusters into one cluster and recalculate the centroid  else do 
not perform grouping. 

5   Experimental Results 

The algorithms are applied on 1000 rules drawn at random and the results are 
compared in terms of execution time and performance. A general criterion for eva-
luating the results of clustering consists in comparing the calculated partition with 
The "pertinent" partition. A traditional measure to evaluate the conformity  
between two partitions of n elements is the value called "Rand"[6]. If C = {C1,C2, 
…,Cu} is the calculated structure of clustering and P = {P1, P2, … , Pv} is a  
predefined partition then each pair of items can be assigned to the same cluster or 
two different clusters. Let assume the following hypotheses: 
 

- a is the number of pairs in the same cluster C and in the same cluster P. 
- b is the number of pairs whose elements belong to two different clusters of C 

and two different clusters of P. 
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Then the conformity between C and P can be estimated using the formula: , 1 /2 

A good partition should have a value of "Rand" close to 1. We use this index to 
calculate the precision in our experiments.  

5.1   Clustering by k-Means 

To tune the parameter of a distance formula, several tests were performed, a = 2 is 
the value that generates the best results for Rand and the best value of k is equal  
to 5. The main observed drawback of the k-means is the negative impact of the 
initial partition (which is often drawn at random) on the final result. 

5.2   ICPK/K-Means versus ICPKG/K-Means 

The series of experimentations shown in fig.1 aims at comparing the behavior of 
ICPK/k-means with that of the IAPKG/k-means, in the case of fixed number of 
clusters. The second essential criterion, after k, in our incremental clustering ap-
proach is the size of packet. The results are presented by setting k=5. 

 

 

Fig. 1 Rand and Complexity for IAPK/k-means and IAPKG/k-means. 

The best packet size for both techniques that yields a reasonable complexity 
and a good efficacy is around "100 rules" for 1000 rules. 

5.3   LICPK/K-Means versus LICPKG/k-Means 

Fig. 2 illustrates sequentially the values of Rand and number of clusters achieved 
by the methods described above for different threshold values. The packet size 
was fixed using the previous results to 100 rules. 

Based on the achieved results, it appears that the learning strategy is the most 
efficient and that in general the results of the experimentations are encouraging for 
rules clustering. In addition, the conducted experiments have shown that the  
designed approaches yield a good performance score, by comparing generated 
partitions with correct ones, in an optimal time of complexity. 
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Fig. 2 Rand and Number of clusters for LICPK/k-means and LICPKG/k-means. 

6   Conclusions 

In this paper, we have proposed several incremental clustering algorithms based 
on k-means for mining a huge knowledge base. In our design of incremental clus-
tering, we have identified two techniques with respect to the number of clusters to 
be generated. In a first implementation, the number of clusters corresponds to the 
parameter k of the k-means algorithm, which can be set by the user or by experi-
mentations. Therefore we have developed the algorithms ICPK/k-means and 
ICPKG/k-means. In a second implementation, the number of clusters is learnt by 
using a minimum distance threshold and in this context we have developed the al-
gorithms LICPK/k-means and LICPKG/k-means. 

Extensive experiments have been performed and the achieved results are very 
promising. Besides they showed that the incremental clustering approaches we 
have designed are robust and capable to handle large scale knowledge. 
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Analysis of Sequential Events for the 
Recognition of Human Behavior Patterns  
in Home Automation Systems 

Adolfo Lozano-Tello and Vicente Botón-Fernández  

Abstract. Learning users’ frequent patterns is very useful to develop real human-
centered environments. By analyzing the occurrences of events over time in a 
home automation system, it’s possible to find periodic patterns based on action-
time relationships. However, the human behavior could be better defined if it’s re-
lated to chained actions, creating action-action relationships. This work presents 
IntelliDomo’s learning layer, a data mining approach based on ontologies and 
production rules that aims to achieve those objectives. This module is able to  
acquire users’ habits and automatically generate production rules for behavior  
patterns to anticipate the user’s periodic actions. The learning layer includes new 
features looking for the adaptability and personification of the environment. 

1   Introduction 

In recent years, the design of smart environments is one of the research areas which 
are rapidly gaining importance in fields such as health care, energy savings, etc 
where the interaction among the users and the environment is a fundamental factor. 
An important feature that these environments need to possess is the ability to adapt 
themselves to the residents’ whims and have the versatility to make decisions in a 
variety of situations. In this sense, finding behavior patterns in a sequence of events 
in order to predict future actions can lead us to the natural interaction we are look-
ing for. Therefore, the system will be able to recognize human behavior and antic-
ipate to the needs and preferences of the inhabitants. Obviously, discovering these 
habits requires a previous task of learning. In a smart environment, learning means 
that the environment has to gain knowledge about the preferences and common  
behavior of the user in an unobtrusive and transparent way. 
                                                           
Adolfo Lozano-Tello ⋅ Vicente Botón-Fernández  
Telefónica Chair of Extremadura University, and Quercus Software Engineering Group.  
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Using ontologies [1] to classify the types of devices and their functionality can 
be an appropriate way to understand users’ behavior. Ontologies and SWRL  
(Semantic Web Rule Language) rules provide a precise definition of a smart home 
taxonomy and are reusable, so other users can get them to classify their own  
domotic components and to build rules that will allow inferring new information.  

The present paper describes a new behavior analysis of IntelliDomo’s learning 
layer, a data mining approach for the management of ontology-based AmI systems 
and the learning of human behavior, including the recognition of action-action re-
lationships. The rest of the paper is as follows: Section 2 identifies publications 
using data mining in intelligent systems. Section 3 sums up the main features of 
IntelliDomo. Section 4 shows the fundamentals and the new features of the  
learning layer; and Section 5 describes a scenario used to test the module. Finally, 
Section 6 is dedicated to conclusions and future works. 

2   Data Mining Applied to Smart Environments 

Nowadays, the development of data mining techniques to analyze data captured 
from a set of sensors and actuators in a smart home is gaining importance due to 
the necessity of satisfying users’ whims and anticipating to their habits. There ex-
ist a significant number of research projects about AmI systems controlling and 
automating users’ tasks with different degree of success, and most of these works 
are focused upon different aspects from each other, owing to the complexity of 
these systems. However, the amount of literature about intelligent systems which 
make use of ontologies and production rules is not really extensive. 

CASAS [2] introduces an adaptive smart home system that uses some interest-
ing techniques to discover frequent and periodic patterns in user’s daily activities. 
Moreover, this system describes an important approach about how to incorporate 
temporal reasoning to our algorithms, as shown in [3]. 

The MavHome project [4] develops a home automation model in order to de-
duce a profile from the inhabitant of the intelligent environment. Then, the system 
can use it to automate devices and adapt then over time to satisfy the inhabitant 
needs. In [5] this project presents a method of automatically constructing universal 
models by taking the output of a sequential data mining algorithm and sequential 
prediction algorithm, inspired on Active LeZi algorithm [6]. 

Aztiria et al. [7] propose a process to discover sequences of user actions in a 
system based on speech recognition. In this approach, patterns are used not only to 
automate actions or devices, but also to understand users’ behavior and act in ac-
cordance with it. The speech recognition system allows user to interact with the 
patterns in order to use his/her acceptance to automate actions. 

These works show that there is no a holistic approach yet. In that sense, com-
bining different skills seems a promising strategy. This way, our learning layer 
uses some of the above techniques, and the concepts established on a previous 
work [1], but introducing new parameters to create a system where the user can 
guide the environment to behave in a customized manner.  
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3   IntelliDomo’s System 

IntelliDomo (http://www.intellidomo.es) is an intelligent system able to control 
the devices of a home automation system automatically and in real time using 
SWRL rules.  Its main feature is the ability of reasoning and responding in view of 
the changes in smart environments.   

 

Fig. 1 This figure shows the components of the IntelliDomo architecture and their  
relations. 

Each event captured from sensors and actuators is recorded. To manage all this 
knowledge, IntelliDomo is built upon an ontology called OntoDomo, whose  
concepts have been modeled to be in sync with the physic devices that constitute a 
smart environment, so that it can be stored its outstanding values and properties. 
Furthermore, the ontology works together with a set of established SWRL rules. 
The users can modify these rules and create new ones through DomoRules tool. 

There also exists a domotic database (DomoDB) where IntelliDomo updates 
the state values of the devices in real time. The QDSConnect and DBConnection 
modules are used together to transfer changes instantly from physical (devices) to 
logical (database) levels and vice versa, maintaining the data integrity.  

Finally, the learning module incorporates algorithms to acquire the users’ habits 
and automatically produce rules that satisfy their needs. The parameters governing 
the execution of these algorithms can be customizable by the users themselves if 
they consider it necessary. This way, the system can adapt to changes in the  
discovered patterns based on the user implicit and explicit feedback. 

4   Behavior Learning Layer 

The learning of patterns is not merely an optional aspect of the system which may 
bring some advantages to an intelligent environment, rather we consider that an 
essential contribution to the idea that an environment can be intelligent. It supports 
environments which adapt itself to its users in an unobtrusive way and one where 
the users are released from the burden of programming any device. Therefore, the 
ability to learn patterns of behavior is of paramount importance for the successful 
implementation of intelligent environments. 
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Data collected in a smart environment consist of readings by all different types 
of sensors and inhabitant manual manipulation of devices. Each event from the da-
ta set is considered an action; and each one is defined by three fields: date and 
time of the event, data source and state of the source. 

The learning layer includes the following tasks over the data set: identifying 
frequent patterns on time, finding common sequences of chained actions, and au-
tomating both of them with the generation of SWRL rules. In [8], it was intro-
duced an algorithm that learns rules, based on time of day, describing user actions 
in a smart home in order to ultimately automate those actions. However, it needs 
some issues and improvements, such as the analysis of the relationships between 
consecutive actions, that will be explained later. The present module pretends to 
establish the bases for the development of a global learning approach, using tech-
niques inspired in Apriori’s Algorithm from Rekesh Agrawal [8].  

The way to carry out this learning involves checking the actions performed by 
the inhabitant and finding out not only frequent and periodic patterns, but also 
common sequences of consecutive actions. Next, we describe the main learning 
phases in order to generate rules from both isolated and sequential behavior  
patterns. 

4.1   First Phase: Identifying Frequent Patterns 

The main objective of this phase is to learn and identify human behavior patterns, 
based on time of day, from the input data. A pattern is described as a frequent, 
well-defined and isolated event. These features will be explained below. 

Let’s assume frequency as the number of times a certain action is repeated in 
the data set. In order to compute it, an action range must be defined to establish 
the time interval to be considered, since user’s daily actions would not usually 
happen at exactly the same time.  

An action frequency is believed to be relevant when it reaches a certain thre-
shold referred as minimum support. A periodic pattern is considered frequent and 
well-defined when it exceeds the minimum support.  

The periodicity represents the regularity of occurrence of actions. IntelliDomo 
considers several types of periodicity: daily, weekly, monthly... because there are 
different behaviors depending on these types of temporality.  

Due to human beings’ erratic nature, different kinds of actions could merge on 
time and make the detection of a frequent pattern difficult. For this reason, the al-
gorithm establishes a new threshold value to determine whether a set of actions 
can be identified as a single unit or not. This parameter is referred as noise percen-
tage. A frequent, periodic and well-defined pattern is considered isolated when it 
doesn’t exceed the noise percentage. 

4.2   Second Phase: Finding Common Sequences of Actions 

The second phase aims to discover frequent sequences of consecutive actions. 
However, the timestamp of these actions is not so important now. The point is to 
know that whenever an action “A” takes place, a sequence of actions “B”, “C”, 
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and so on will happen right after. As far as the discovery of actions sequences is 
concerned, it’s no use to exclusively analyze temporal reasoning, because in that 
case the frequency which determines if an action could be considered as a frequent 
habit comes from close repetitions over time. In this sense, studying action-action 
relationships requires the evaluation of other features in order to find out activities 
from the dataset properly. In other words, if an action isn’t clearly happening at a 
specific time but in a scattered way, it doesn’t mean that the system has to ignore 
the action as it happens in our previous work. In this case, the algorithm looks for 
events which recur with some periodicity without taken into account if they al-
ways take place at around the same time.  

From now on, let’s assume that a frequency is believed to be relevant when a 
sequence of two or more actions is repeated in the data set, which is also referred 
as an activity. A window of size w (initialized to 1) is passed over the data, and 
every sequence of length that is equal to the window size is processed.  

1. First step: window size equal to 1 

In this step, the point is to clean the input dataset, leaving the most common ac-
tions. An action will be considered usual if its number of repetitions exceeds the 
minimum support with some periodicity, but now there’s no need to look upon a 
particular time interval. This way, the algorithm won’t take as truth some action 
sequences that appear as the result of a circumstantial situation. 

2. Second step: window size >= 2 

This step is the main process of the learning algorithm of events sequences. In 
short, it’s a loop that gradually increases in accordance with the window size, until 
reaching the maximum length of the particular chain of actions. 

First of all, the algorithm takes the set of frequent actions from the previous 
step. Then, for each one of them, analyzes its relationship with the rest, increasing 
little by little the window size and sequentially linking it with as many actions as 
possible. The periodicity of the chained actions must be the same. In order to 
check if two or more actions have a time relationship, the system counts the num-
ber of times where the first action is followed by the second one, then goes the 
third one… and so on. If they take place together in a significant number of times 
and the time interval between them is approximately the same, then they can be 
considered as a frequent sequence of actions. In this step, the minimum support 
determines whether the number of occurrences is relevant or not, while the action 
range establishes if the time interval among the actions is usually the same. 

When the algorithm stop processing an event to verify if it’s part of a sequence, 
it takes the next event within the input dataset and repeats the whole process again 
until it has analyzed all the frequent actions. 

4.3   Third Phase: Validating the Learning Process  

Users can fill in the configuration settings of the phases described above, and de-
cide which events from the data collected are going to be evaluated by the module. 
To solve this question, two additional parameters are needed: the initial and final 
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dates that determine which entries from the database must be taken into account. 
The data mining process is carried out offline at regular time intervals confirmed 
by the resident. There also exists the option to let the system run the algorithms 
when it feels like it. 

As the learning process stops, the system generates automatically a SWRL rule 
for each pattern and the user can decide which of them are going to be activated; 
e.g., if the user is not happy with a certain rule, he/she can turn it down. The trans-
formation of these patterns into rules was described in [1]. In addition, the  
accepted rules join together with the existent ones in a minimal priority scale. 

5   Case Study of the Learning Layer 

In this section, a typical scenario that covers the concepts mentioned above has 
been described in order to better understand the system operation. We have tested 
the system in an office at the Department of Quercus Software Engineering Group 
to obtain a real dataset. The users of this environment are four employees. 

The devices installed into this office are: two light controls, a dimmable light 
switch, two motion sensors, an occupancy sensor, a temperature sensor and three 
Ac power plugs. Each of the AC power plug devices takes control of one of the 
following appliances: a heater (heating system), a stereo and a Wi-Fi router that 
provides Internet access in the entire office. Otherwise, one of the light controls is 
a reading lamp which is used every day to illuminate a desk.   

In this context, the hours of opening goes from 9:00 a.m. to 3:00 p.m. However, 
on Fridays, it’s closed at 2:00 p.m. as an exception. The employees usually have a 
coffee break at about 11:00 a.m. The users tend to be in strict conformity with the 
timetable but, at the time of tidying up, they leave the office individually at differ-
ent times, except on Fridays, when they go out together for a meal. 

All the actions done by the users over different home automation devices at the 
office, including data collected from sensors, are registered into the log database. 
It has been established a period of time of three months between 01/12/2010 and 
28/02/2011, in which all the information that is part of the dataset has been regis-
tered. Altogether, 621 events have taken place with the format shown in Figure 2. 

 

Fig. 2 Example of the format used for the trial scenario events.  

Once the log database is prepared, it’s time to set up the algorithm. In this case, 
the users have established the following learning settings: minimum support re-
quired of 60%, 5 minutes action range, noise of 30%, and both, daily and weekly 
periodicity. After running this data mining approach over the previous data set, a 
few behavior rules are suggested (see Table 1) and the users can validate them.  
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Table 1 This table shows the behavior rules proposed at the trial scenario.  

Source State Periodicity Event 

Light1 – Heating1 On – On Daily 09:00:16 – (2 min) 

Light1 Off Daily 11:00:01 

Light1 On Daily 11:25:22 

Light1 – Heating1 Off – Off Friday 13:56:14 – (5 seg) 

 
Taking into account the previous description about the environment, the  

behavior patterns seem to be consistent with the data collected, and represent a 
clear example about the periodic actions previously remarked: the users get to 
work every day at 9:00 a.m., they turn on the reading lamp and 2 minutes later 
they switch on the heater. This sequence of actions, with a length of 2, could be 
identified as “arrival to the office”. After that, they usually have a coffee break at 
around 11:00 a.m., turning off the reading lamp before leaving and turning it on 
once again when they return to the room (11:25 a.m.). Finally, they go home at an 
uncertain time, so it’s not possible to find a behavior rule in this case. However, 
on Fridays they leave the office together and they are used to do it just before 2:00 
p.m., turning off the reading lamp and then (5 seconds later) the heater. So, the 
system has reached the expected results for the settings selected in this scenario.  

In our ongoing work, we plan to test the module in other scenarios to better un-
derstand the strengths and weaknesses of the system, because now we’re focused 
on the data collection process.      

6   Conclusions and Future Works 

The Ambient Intelligence is one of the areas which are rapidly gaining importance 
in the application of learning models. This work is focused on the development of 
a global learning approach and that’s why we have built new mechanisms and pa-
rameters that can be set up by the inhabitants. In that sense, the recognition of se-
quential behavior patterns helps to improve the learning of frequent user’s habits. 
Thanks to the context analysis, it’s possible to identify those frequent and chained 
actions that usually take place in the same order. This way, combining contextual 
information and temporal reasoning seems a promising technique to understand 
human behavior and let the system evolve to a better user-adapted model. So, the 
IntelliDomo’s learning layer has been updated looking for the adaptability and 
personification in an easy-to-use environment. 

As future works we will try to reach a higher level of analysis, including the 
comprehension of user’s motivations by the system, and also adapt this approach 
for particular scenarios (energy saving, health care,…), because if the environment 
knows how we behave, it can automate our habits while improving its operation. 
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the University of Extremadura, FEDER, TIN 2008-02985 and Junta de Extremadura. 
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Reflective Relational Learning for Ontology
Alignment

Andrzej Szwabe, Pawel Misiorek, and Przemyslaw Walkowiak

Abstract. We propose an application of a statistical relational learning method as
a means for automatic detection of semantic correspondences between concepts of
OWL ontologies. The presented method is based on an algebraic data representation
which, in contrast to well-known graphical models, imposes no arbitrary assumption
with regard to the data model structure. We use a probabilistic relevance model as
the basis for the estimation of the most plausible matches. We experimentally evalu-
ate the proposed method employing datasets developed for the Ontology Alignment
Evaluation Initiative (OAEI) Anatomy track, for the task of identifying matches be-
tween concepts of Adult Mouse Anatomy ontology and NCI Thesaurus ontology on
the basis of expert matches partially provided to the system.

1 Introduction

In the case of ‘mainstream’ Statistical Relational Learning (SRL) methods that are
based on graphical models [2, 6], the probabilistic modeling merely enhances the re-
sults of structure learning founded purely on the set of first-order logic propositions
explicitly provided to the system [3]. In contrast to such methods, an SRL method
that is based on algebraic data representations may impose no arbitrary assumptions
with regard to the model’s structure, i.e., no arbitrary distinction between the phases
of structure learning and parameter learning is necessary. Moreover, a 3rd-order ten-
sor is known as a data object type that allows for very convenient representation of
heterogeneous relational data, including the data provided as RDF triples [5, 8].

The Tensor-based Reflective Relational Learning System (TRRLS) presented
in this paper is based on one of the first tensor-based approaches to Statistical
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Relational Learning - referred to as Tensor-based Reflective Relational Learning
Framework (TRRLF). One of the key components of TRRLF is a model of proba-
bilities corresponding to all logical propositions that a TRRL system deals with – a
model which (in contrast to graphical models) does not require making any condi-
tional independence assumptions at the structure learning phase.

2 Related Work

Tensor-based modeling is a new approach to Statistical Relational Learning; it may
be regarded as an alternative to more common solutions based on graphical mod-
els. According to [10], this trend has been initiated by research on collective matrix
factorization applied to relational data [9]. In [11], the authors employed the tensor
factorization approach to the framework. The model is based on Bayesian cluster-
ing and is not designed to deal with data provided as RDF triples. Two most recent
works which involve using tensors to represent relational data given as RDF triples
are [5] and [8]. In [5], the authors used the PARAFAC decomposition. The approach
presented in [8] contributes an efficient algorithm to compute the factorization of a
3rd-order tensor, but it is limited to the dyadic relational data model. Neither ap-
proach targets the probabilistic interpretation of input data and processing results.

3 Algebraic Model of Relational Data

We have chosen the 3rd-order-tensor as the simplest algebraic structure that is suit-
able to represent relational data, including the data provided as RDF triples [8].
The proposed model enables probabilistic interpretation of both input data and pro-
cessing results. In contrast to the existing tensor-based approaches to SRL [5, 8],
we model propositional data in a way that enables full flexibility of specifying the
roles that any pair of entities plays with regard to any relation. Instead of using the
dyadic relational model [8], we represent the ‘active’ (as the relation’s subject) and
the ‘passive’ (as the relation’s object) ‘views’ of a given entity as potentially fully
independent entities.

3.1 Tensor-Based Representation of Relational Data

In the paper, we use the concept of tensor which is defined as a multidimen-
sional array. The k-th order tensor is an element of the tensor product of k vector
spaces. These vector spaces have their coordinate systems, which may have different
lengths. In particular, in this paper we focus on 3rd-order tensors. It is noteworthy
(in order to avoid confusion) that the distinction should be drawn between the use of
the word ‘tensor’ in papers on semantic integration [8], and its use in mathematics.

We introduce system T representing subject-predicate-object dependencies as a
3rd-order tensor. System T models the set of relations (predicates) R= {rk} between
subjects from set S = {si} and the objects from set O = {o j}. Let us assume that
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|R| = m and that |S|= |O| = n. The latter assumption is motivated by the fact that
we allow each entity, that we would like to represent in the tensor, to play the role of
a subject or an object. Let us define the tensor as Ti, j,k = [ti, j,k]n×n×m, where value
ti, j,k describes our initial knowledge about relation k from subject i to object j. Let
us assume that ti, j,k ≥ 0 for every i, j,k.

Each element (i.e. subject, object, or predicate) from set E = S∪O∪R is rep-
resented by a unique slice (2nd-order tensor) of the 3rd-order tensor. In order to
incorporate a new relation to the tensor, one needs to add an additional slice cor-
responding to the relation and ensure that all the subjects and objects, which are
involved in this particular relation, are already represented by slices in both the ob-
ject and subject tensor modes.

Additionally, let us define set F as a set of all known facts (i.e., RDF triples
(i, j,k)) which are used to build the input tensor. The number |F | = f determines
the number of positive cells in the input tensor.

3.2 Vector-Space for Subjects, Predicates, Objects and Facts

For each element described in T , i.e., for relations, objects, and subjects, as well as
for all known facts stored in the input tensor, we provide an additional representation
in the d-dimensional vector space called the context vector. Context vectors are
stored in matrix X = [xi, j](2n+m+ f )×d . This matrix is used in the training procedure,
which is aimed at determining the correspondences between elements from set E =
S∪O∪R, based on the information about connections between them stored in the
tensor. We assume that the first n rows of matrix X describe elements from set S,
the rows indexed from n+ 1 to 2n describe elements from set O, and the next rows
indexed from 2n+ 1 to m+ 2n describe elements from set R. Let us denote the top
n rows of X by n× d matrix XS (of vectors xS

i for i = 1..n), the next n rows (rows
indexed from n+ 1 to 2n) by n× d matrix XO (of vectors xO

j for j = 1..n), and
the next m rows by m× d matrix XR (of vectors xR

k for k = 1..m). Additionally, we
denote the top 2n+m rows of X by (2n+m)× d matrix XE representing context
vectors of all the entities from set E = S∪O∪R. The bottom f rows of matrix X
contain context vectors representing facts from the set F and form f ×d matrix XF .

The vector space used for modeling context vectors enables their comparable
common representation, which may then be used for the purpose of reflective learn-
ing on the basis of the connections between entities modeled as a 3-rd order tensor.
Such a representation makes it possible to model all the real-world objects described
in the system as compatible objects [13]. The TRRL framework allows to configure
the length of context vectors by setting parameter d.

3.3 Proposition Probability Space

The tensor reconstruction from the set of context vectors is based on probabilistic
relevance modeling used in the area of quantum information retrieval [13].
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The probability space (Ω ,F ,P) provides a functional interpretation of any pos-
sible state of system T . This space is a conditional probability space representing
the system state, under the condition that a given relation between a given subject
and a given object is observed. The sample space Ω = {Ai, j,k} of the probability
space is a set of events such as Ai, j,k – an event corresponding to the presence of
relation k (rk ∈ R) from subject i (si ∈ S) to object j (o j ∈ O) is observed. F is
defined as a set of all the possible subsets of Ω . Finally, the probability measure
P : F → [0,1] is defined according to a distribution which can be presented as the
following 3rd order tensor BP = [bP

i, j,k]n×n×m, where bP
i, j,k = P(Ai, j,k) for i = 1..n,

j = 1..n, k = 1..m.
A TRRL system builds the input tensor from RDF triples, in such a way that all

the known facts (i.e., propositions) are represented by the non-negative tensor cells.
Each tensor cell (i, j,k), which corresponds to some RDF triple from set F (i.e., for
which we know from input data that relation k for subject i and object j holds), is
equal to the same positive value, whereas all the values in the remaining cells are set
to be equal 0. Then the tensor is normalized in order to obtain the distribution bP

i, j,k

(i.e., in order to ensure that ∑n
i=1 ∑n

j=1 ∑m
k=1 bP

i, j,k = 1).

Probabilities of events: AS
i - the event that some relation from subject i to some

object is observed, AO
j - the event that some relation from some subject to object

j is observed, and AR
k - the event that relation k from some subject to some object

is observed, are calculated based on distribution described by BP, by summarizing
the entries in the corresponding slices of this tensor. In particular, we have P(AS

i ) =

∑n
j=1 ∑m

k=1 bP
i, j,k for i = 1..n, P(AO

j ) = ∑n
i=1 ∑m

k=1 bP
i, j,k for j = 1..n, and P(AR

k ) =

∑n
i=1 ∑n

j=1 bP
i, j,k for k = 1..m. These probabilities are used in the procedure of tensor

reconstruction after the training.
Following the principle of indifference, for the purposes of learning and matches

calculation procedure we use conditional events Ai, j,k|AS
i , Ai, j,k|AO

j , and Ai, j,k|AR
k .

We assume that events Ai, j,k|AS
i , Ai, j,k|AO

j , and Ai, j,k|AR
k are independent. More pre-

cisely, we build the tensor C = [ci, j,k]n×n×m, where

ci, j,k = P
((

Ai, j,k|AS
i

)∩ (
Ai, j,k|AO

j

)∩ (
Ai, j,k|AR

k

))
(1)

= P
(
Ai, j,k|AS

i

)
P
(
Ai, j,k|AO

j

)
P
(
Ai, j,k|AR

k

)
=

P(Ai, j,k)

P(AS
i )

P(Ai, j,k)

P(AO
j )

P(Ai, j,k)

P(AR
k )

.

TRRLF does not involve a typical tensor factorization - a cell is not factorized
into a set of additive components, but is reconstructed, using the formula derived
from quantum probability calculations, which interweaves the influence of the three
factors:

T rec(i, j,k) = cos2(xS
i ,x

O
j )cos2(xS

i ,x
R
k )cos2(xO

j ,x
R
k ). (2)
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3.4 Context Vector Update Procedure

Both tensor BP and matrix X are used in the relational learning procedure. Matrix X
consists of context vectors which are updated during learning, whereas the tensor is
applied as a source of data used in the learning process.

We propose the Tensor-based Reflective Indexing procedure, which allows each
vector to be ‘learned’ by other context vectors according to the ‘connections’ be-
tween entities represented in tensor BP. Similarly to the method presented in [12],
the proposed procedure is based on consecutive reflections conducted in a way typ-
ical for the Reflective Random Indexing (RRI) approach [12]. The tensor BP is used
to construct matrix A = [ai, j](2n+m)× f which describes correlations between enti-
ties and facts represented as tensor BP. In particular, matrix A is calculated in the
following way:

ai, j =

{
(ri)

−1/2 if element i is the subject, object or predicate of fact j,
0 otherwise,

(3)

for 1≤ i≤ 2n+m, and 1≤ j≤ f , where ri is the number of facts in F , which concern
element i. At the first step of the procedure, for each row of matrix XF we select s
coordinates (uniformly at random from the set of d dimensions) and set them to be
equal to 1. Then each row of XF is normalized using the formula xF

i,· = xF
i,·/‖xF

i,·‖2,
for 1 ≤ i ≤ f . Each reflection step is based on the following context vector update
procedure:

1. XE := AXF ,

2. ∀i=1..2n+m∀ j=1..d xE
i, j :=

√
xE

i, j,

3. xE
i,· :=

xE
i,·

||xE
i,·||2

, for 1≤ i≤ 2n+m,

4. XF := AT XE ,

5. ∀i=1.. f∀ j=1..d xF
i, j :=

√
xF

i, j,

6. xF
i,· :=

xF
i,·

||xF
i,·||2

, for 1≤ i≤ f .

After each reflection step, for each known fact (i, j,k) from set F we, calculate its
probability value using the reconstruction formula (Eq. (2)). The learning proce-
dure stops when all the reconstructed values T rec(i, j,k) are at least as big as the
corresponding value ci, j,k (calculated according to Eq. (1)).

4 TRRL-Based Ontology Alignment

To the best of our knowledge, TRRLS is the first tensor-based system that has been
applied for any OAEI task [14]. Following the rules of OAEI, TRRLS uses two
ontologies as an input (a source and a target) – both in the OWL format [15]. Input
OWLs are represented as a set of matrices, where each matrix corresponds to one of
the relations.
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The tensor for the OAEI Anatomy track scenario is constructed in the follow-
ing way. Each ontology relation is modeled as a slice consisting of two submatrices
describing facts for the source ontology and the target ontology, respectively. The
next hasTerm and TermOf slices represent terms that ‘describe’ the entities. The use
of the termsOf slice is optional – this relation is the inverse of the hasTerm rela-
tion. The weakIdentity slice is a diagonal matrix combining the role of an object and
the role of a subject for the same entity. The final correspondences between enti-
ties are determined using the slice matchesTo, which is built using the information
about partial matches that is available to the OAEI competitors for the purposes of
Subtask #4 of the OAEI Anatomy track [4].

TRRLS matches generation procedure starts after the execution of the context
vector update procedure, described in Subsect. 3.4. In order to calculate the tensor
values a reconstruction formula (2) is used, where xS

i corresponds to entities from
compared ontologies in the subject mode, xO

j corresponds to entities from com-
pared ontologies in the object mode, and xR

k corresponds to matchesTo relation. The
submatrix obtained this way is used to establish the final matches. The matches se-
lection procedure is based on selecting maximum values over the rows and columns
and then applying the thresholding operation.

5 Experimental Evaluation

The experiments presented in this section have been performed using the OAEI
2010 dataset from the Anatomy track [4]. The experiments followed the scenario of
identifying matches between the concepts of Adult Mouse Anatomy (MA) and NCI
Thesaurus ontology.

We have followed the scenario of OAEI Anatomy Subtask #4, which involves
using the data set of the so-called partial matches in the matchmaking process [14],
what is equivalent to the ostensive retrieval approach [13]. We have compared our
results with those provided by the systems competing in OAEI 2010 Anatomy Sub-
task #4 [4]: the Agreement Maker (AgrMaker), the Automated Semantic Mapping
of Ontologies with Validation system (ASMOV), and the Combinatorial Optimiza-
tion for Data Integration system (CODI).

For the purposes of tests presented in this paper the TRRL system has built a
tensor describing 2737 entities from MA ontology, 3298 entities for NCI ontology,
2193 terms, and the total number of 53427 facts. We evaluate the performance of
the system for d = 1600. We use s = 2 for the random initialization of matrix XF .
Moreover, we set the threshold value for the matches generation procedure in such
a way that the system is allowed to provide additional 300 matches more than the
available 987 partial matches. In order to obtain the results which are comparable
with those obtained by the competitors of OAEI 2010 Anatomy Subtask #4, we
strictly follow the methodology described in [4]. We have repeated each experiment
10 times in order to evaluate the impact of the method’s randomness on the matching
quality [1]. Table 2 presents the Precision, Recall, and F-measure results in terms of
the minimum value, the maximum value, the average value and the standard devia-
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Table 1 Results of OAEI 2010 Anatomy Subtask #4.

Competitor Precision Recall F-measure

AgreementMaker 0.929 0.851 0.888
ASMOV 0.837 0.808 0.822
CODI 0.968 0.746 0.843

Table 2 The experimentation results.

Precision Recall F-measure

average 0.908 0.770 0.833
standard deviation 0.002 0.002 0.002
minimum 0.904 0.768 0.831
maximum 0.911 0.773 0.836

tion. Although, in contrast to measures based on ROC analysis [12], the Precision,
Recall, and F-measure do not provide a probabilistic interpretation of measured re-
sults, we have decided to use these measures as they allow for the comparability
with the results of the OAEI contest leaders.

Table 1 summarizes the results of Subtask #4 of OAEI 2010 Anatomy track.
AgrMaker and ASMOV provide relatively good Recall scores, but these systems
use external knowledge sources (they use deeper linguistic analysis based on Word-
Net or UMLS) in order to increase their performance. CODI is based on lexical
similarity measures combined with the Markov logic approach. The system has rel-
atively good Precision results but suffers from relatively weak Recall [4]. In contrast,
our method is neither supported by an external knowledge base nor focuses on the
lexical similarity of matched nodes’ names. Despite those assumptions, the TRRL
system allows to achieve matching quality comparable the leading methods.

6 Conclusions

TRRLS is an application of the reflective relational learning framework that may
be regarded as a general-purpose (i.e., domain-unspecific) ontology matching tool.
We have demonstrated that despite the fact that the tool does not utilize external
knowledge sources, it may be successfully used for the ontology alignment task.
We believe that the future system enhancements (e.g., concerning the introduction
of domain knowledge) will lead to even better performance of TRRLS.

Being an SRL solution, the TRRL framework is likely to be successfully applica-
ble to schema matching and directory matching systems, as well as to systems from
other application areas, especially in scenarios, in which case the probability, rather
than the provability of automated inferences, is of key importance [7].
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On the Evolutionary Search for Data Reduction
Method

Hanna Lacka and Maciej Grzenda

1 Introduction

One of the key applications of statistical analysis and data mining is the development
of the classification and prediction models. In both cases, significant improvements
can be attained by limiting the number of model inputs. This can be done at two
levels, namely by eliminating unnecessary attributes [3] and reducing the dimen-
sionality of the data [12].Variety of methods have been proposed in both fields.

As far as dimensionality reduction (DR) techniques are concerned, Principal
Component Analysis (PCA) [9, 10, 12], Multidimensional Scaling (MDS) [10, 12],
Fisher Linear Discriminant (FLD)[10], and Kernel PCA (KPCA) [12] have been
used for many years. Other techniques, originally invented not as DR methods,
such as Self-Organising Maps (SOMs) [5, 12] or Multilayer Perceptrons [5], can
be used to perform DR, too. In a recent version of Matlab Toolbox for Dimension-
ality Reduction[11], more than 30 different dimensionality reduction techniques are
made available. Not surprisingly, this makes the selection of an appropriate tech-
nique problematic. Apart from selecting a method reducing a dimension, a partly
subjective decision on the reduced dimension has to be made. However, in our re-
cent study it has been shown that a priori selection of a reduced dimension may
not yield the optimal quality of the prediction models created with the reduced data
[4]. More precisely, the impact of reduced features e.g. principal components on the
predicted feature or a class of an object is largely unknown.
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Hence, potential benefits of data reduction methods are largely hindered by the
fact that the selection of an appropriate feature selection or dimensionality reduc-
tion technique is not an easy task. At the same time, evolutionary methods have been
developed to tackle difficult global optimisation problems. Thus, they might be con-
sidered as methods used to both select dimensionality reduction settings and elimi-
nate unnecessary attributes. Different approaches can be taken to represent features
and feature transformation space within genotype [14]. Assuming, the ultimate ob-
jective of data reduction is the improvement of model quality developed with the
reduced data, the quality of the model should be the key component of a fitness
function. Resulting from such an approach is a hybrid method with a feedback-loop
between e.g. a classifier being trained and tuned, and a candidate feature extraction
[14]. In our study, a comparison of a group of popular dimensionality reduction tech-
niques and an evolutionary algorithm is made. The role of the algorithm is to elim-
inate unnecessary attributes and training patterns negatively affecting the training
process. To implement classification and prediction models, multilayer perceptrons
are used.

The remainder of the work is organised as follows:

• An overview of the proposed evolutionary method is described in Sect. 2,
• The results of the simulations made with the method are summarised in Sect. 3,
• Finally, conclusions and the main directions of future work are outlined in the

summary.

2 Evolutionary Selection of Data Set Transformation

2.1 Formal Definition

This section describes the evolutionary selection of data set transformation (ESDT).
The purpose of the method is to select a transformation which reduces data set
dimensionality, while preserving as much of the information content as possible.
Unlike in most works, a proposal is made to reduce the dimensionality of the data
in view of the prediction or classification problem the data set is used for. Hence,
the data transformation is not performed as a part of data preprocessing. In other
words, ESDT is not refraining from the impact of input attributes on the output
features. Using a separate ”black-box” algorithm for evaluation of a candidate data
transformation, it does not rely only on properties of data. ESDT is intended as
a wrapper method [13]. The data reduction of a data set D ⊂ R

N is defined by a
function used to code an element x ∈D [12]:

ψ : RN −→ R
R, x−→ x̃ = ψ(x) (1)

When the role of ESDT is only to eliminate unnecessary attributes,

x̃ = [xi1 , . . . ,xiR ],1≤ xi1 < xi2 < .. .xiR ≤ N (2)
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Moreover the key criterion is the optimisation of the quality of classification or
prediction models M i.e. the search for Ψm such that

E(M(Ψm(D))) = miniE(M(Ψi(D))),Ψi : Rk×N −→R
ki×Ri (3)

2.2 Main Scheme of the Method

The ESDT method is based on the standard Genetic Algorithm (GA)[7], adapted for
the problem. Moreover, some inspiration for the method was taken from a GA-based
Instance Selection algorithm [8], that improved generalization skills of a neural net-
work simulated for complex problems with highly correlated data. GA-based IS
performs feature and pattern selection, evaluating the candidate solutions with the
usage of a nearest neighbour [1] classifier. In comparison to GA-based IS, ESDT
method proposes a more complex genotype version and uses a more universal eval-
uation tool. The evolutionary mechanisms applied include tournament or roulette
reproduction. A uniform probability mutation operator is used to change the selec-
tion of individual attributes and patterns. A singlepoint crossover operator is applied
to swap genotype parts between two parent individuals. Each candidate solution, i.e.
the reduced data set, is evaluated using a predefined multilayer perceptron neural
network (MLP). The algorithm stops when a certain number of generations or an
expected precision of the solution is reached. Finally, the ESDT parameters are as
follows:

• recounting: number of MLP training sessions ( f itN), number of method re-
counts (algN),

• evolution: maximum number of generations (genN), population size (popN),
solution precision(evoE), fraction of elite individuals in population (elitFr), frac-
tion of the offspring deriving from mutation (mutFr), mutation probability for
single genotype unit (mProb), crossover probability for a pair of parents (cProb),

• MLP: maximum number of epochs (epochsN), precision (nnE), number of hid-
den layers, the number of neurons in the hidden layer (L1N).

2.3 Genotype

Two alternative versions of the genotype of an individual were proposed for the
method. The basic version is represented by the concatenation of two binary vectors:
an N-element one, coding a selection (1) or omission (0) of the consecutive attribute
of the pattern, and an M-element one, coding selection (1) or omission (0) of the
consecutive pattern. The advanced version of the genotype consists of two parts:

1. A part representing a transformation method to apply, consisting of:

a. a subpart representing an alternative selection of a feature extraction method,
where 0 - omission of feature extraction, 1 - PCA, 2 - MDS, 3 - FLD,

b. a subpart representing an alternative (0,1) omission of certain attributes.
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2. A part representing the parameters of the chosen methods, consisting of:

a. a subpart representing the number (L) of left components for the data trans-
formation method or 0 - omission of feature extraction (L := N),

b. a subpart being a binary vector of length N, representing a list of consecutive
attributes to select (1) or omit (0), where at least one attribute is selected and
a maximum possible position of a selected attribute is L. In the case of L < N
this part of the genotype defines the selection of reduced features. Hence, the
reduced dimension is no greater than L i.e. R≤ L.

2.4 The Fitness Function

The minimalised fitness function is calculated as defined in Alg. 1.

Input: D - a matrix of input patterns, F - vector of output features, Ψ - a function
defined by the genotype, performing data set transformation, φ - a function
defined by the genotype, performing data set transformation without pattern
omission, recounts - number of MLP training sessions, params - user-defined
MLP parameters

Data: L - number of attributes left after data set transformation, inputSize - input size
for MLP, net - MLP, T ,V ,S - matrices representing a training, validation and
testing set for MLP, T ′,V ′,S′ - submatrices of T ,V ,S representing reduced data
sets, testErrors - an array of testing errors for each recount, i - an iterator

Result: median(testErrors) - median classification or prediction testing error of MLPs.
begin

T,V,S = DivideToTrainValidationTestSets(D,F) ;
T ′,L = Ψ (T ); V ′ = φ (V ); S′ = φ (S);
inputSize = L ;
net = CreateMLP(inputSize, params) ;
for i = 1 . . .recounts do

net = TrainMLP(net,T ′,V ′) ;
testErrorsi = TestMLP(net,S′) ;

end
return median(testErrors) ;

end

Algorithm 1: ESDT. Calculation of the fitness function

3 Experimental Results

3.1 Introduction

In order to check the effectiveness of ESDT method a group of experiments was
performed aiming to compare the benefits of ESDT approach and non-evolutionary
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data set transformation methods. Each experiment tests a different transformation
method for 16 data sets from UCI Machine Learning Repository [2]. The following
criteria for data sets selection were used:

• Task type. Equal number of data sets representing classification tasks and of those
representing regression tasks.

• A ratio defined as the number of attributes to the number of data records of a
given data set. At least one representative data set from each of the G1, G2,
G3 groups, defined as data sets with the ratio from, respectively, [0.001,0.01),
[0.01,0.1] and [0.1,1] intervals.

The prognostic tasks chosen include: Wine Quality (Red) (G1), Concrete Compres-
sive Strength (G1), Auto MPG (G2), Forest Fires (G2), Housing (G2), Computer
Hardware (G2), Automobile (G3) and Breast Cancer Wisconsin (Prognostic) (G3).
The chosen classification problems include: Wine Quality (White) (G1), Car Eval-
uation (G1), Blood Transfusion Service (G1), Image Segmentation (G1), Iris (G1),
Glass (G2), Breast Tissue (G2) and Connectionist Bench (G3).

The experiments of four categories were performed, i.e. the data reduction per-
formed with ESDT and its basic genotype (experiment 1), with ESDT and its ad-
vanced genotype (experiment 2), with GA-based IS (experiment 3) and with stan-
dard DR techniques (experiments 4-6). Once the final data transformation method
was determined, the network training, pruning and assessment process was per-
formed. The pruning process was based on the Optimal Brain Surgeon (OBS)
method [6]. The error rates reported for individual experiments are the classifi-
cation or prediction error values resulting from the evaluation of the final pruned
MLP networks. The following evolution and MLP training parameters were set for
experiments: genN=50, popN=50, evoE=1E − 2, elitFr=4E − 2, mutFr=2E − 1,
mProb=1E−2, epochsN=5E+1, nnE=1E−2. Moreover, in the case of PCA, FLD
and MDS methods, the reduced dimension was determined individually for every
data set. It was set to the number of features explaining 95% of data variance i.e.
using the proportion of explained variation (PEV) criterion [9] applied in PCA.

3.2 Detailed Results

Extensive calculations were made to objectively assess the impact of different data
reduction techniques on the accuracy of the models created with the reduced data.

The details of experiments 1 and 2 are reported in Tables 1 and 2, respectively. In
spite of enabling both the selection of raw input attributes and transformed reduced
features, the results reported in Table 2 are not superior to the basic form of the
algorithm. The simplicity of the basic genotype results in significantly better results.
The results of experiment 3 added to the Table 1 for similar evolutionary methods
comparison, indicate the ESDT method using MLP classifier returns better results
than GA-based IS.
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Table 1 Experiments 1 and 3. Detailed results of data set transformation with ESDT method
having first version of genotype and GA-based IS error rates results.

No. Problem DD algN L1N f itN cProb
ESDT v.1
testing
errors

ESDT v.1
training
errors

GA-based
IS testing
errors

GA-based
IS training
errors

Avg.
gen.
no.

Exec.
time

1 Wine (Red) 60-20-20 1 5 10 1.0 2.943E-01 3.221E-01 - - 51 2
2 Concrete CS 60-20-20 10 11 10 1.0 6.800E-03 5.000E-03 - - 2 1
3 Auto MPG c-v:10 1 3 10 1.0 7.600E-03 6.100E-03 - - 2 0
4 Forest Fires c-v:10 5 3 10 1.0 4.800E-03 6.000E-03 - - 2 0.25
5 Housing c-v:10 3 13 10 1.0 8.268E-03 5.625E-03 - - 2 0.25
6 Computer Hardware c-v:10 10 3 10 1.0 2.800E-03 2.700E-03 - - 2 0.25
7 Automobile c-v:10 1 5 10 1.0 1.364E-02 8.567E-04 - - 2 0
8 BCW (Progn.) c-v:10 5 3 10 1.0 3.940E-02 2.210E-02 - - 51 9.5
9 Wine (White) 60-20-20 1 5 10 1.0 62.880% 61.930% 48.880% 48.980% 51 37.75
10 Car Evaluation 60-20-20 1 13 10 1.0 10.430% 10.330% 29.100% 16.380% 51 29.25
11 Blood Transf. SC c-v:10 1 5 10 1.0 25.472% 22.652% 26.920% 25.960% 51 1.25
12 Image Segment. 60-20-20 1 9 10 1.0 6.240% 5.060% 7.955% 7.590% 51 33
13 Iris c-v:10 5 5 10 1.0 3.330% 2.840% 0.000% 2.564% 17.4 3.5
14 Glass c-v:10 5 3 10 1.0 16.230% 15.840% 63.333% 48.228% 51 12
15 Breast Tissue c-v:10 1 3 10 1.0 47.730% 31.580% 66.667% 34.783% 51 3.75

16
Connectionist
Bench

c-v:10 1 35 3 1.0 17.020% 0.000% 37.500% 0.000% 51 30

Problem - a data set tested, DD - percentage data division (% of learning sets -% of validation sets -% of testing sets) or
k-fold cross-validation (c-v:k), Avg. gen. no. - average no. of generations to stop evolution, Exec. time - execution time
in hours, rounded to the nearest quarter of an hour.

In experiments 4 and 5, in all the cases, the number of training sessions algN was
set to 50 and the same reduced dimension Ri was applied for each i-th data set. The
results of using MDS proved to be quite similar to the results attained when PCA
was applied. In fact, it can be shown that PCA and metric MDS minimise the same
criterion [12]. Finally, FLD technique was applied for the classification problems.
It is worth noting that the FLD method is the only one using the target class data to
calculate the transformation simplifying the separation of classes.

3.3 Summary of the Results

The summary of the results attained with all the data transformation methods is re-
ported in Table 3. The comparison points out relatively good performance of the
basic version of the evolutionary algorithm. Its advanced version returned unsat-
isfactory results, also in comparison with non-evolutionary methods. Interestingly,
this may suggest that the simplifications of the search space for an evolutionary al-
gorithm caused by the basic genotype, result in substantial improvement of results,
in spite of the elimination of both PCA and FLD-based transformation. The ad-
vanced form of the genotype makes the crossover operator more problematic as two
parent individuals may exhibit two substantially different genotypes, using subsets
of the features arising from different data transformations.

Finally, what should be emphasised is the potential of the hybrid approach com-
bining neural networks with dimensionality reduction techniques and evolutionary
approach. Moreover, the impact of the hybrid combination can be easily observed,
as similar MLP network architectures were used in all the algorithm runs.
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Table 2 Experiment 2. Detailed results of data set transformation with ESDT method having
second version of genotype.

No. Problem DD algN L1N f itN cProb Testing errors Training errors
Avg.
gen. no.

Exec.
time

1 Wine Red 60-20-20 1 5 10 5E-3 4.393E-02 1.426E-02 51 9
2 Concrete CS 60-20-20 3 11 10 5E-3 8.141E-03 3.447E-03 2 1
3 Auto MPG c-v:10 1 3 10 5E-3 2.083E-02 5.250E-03 2 5
4 Forest Fires c-v:10 1 3 10 5E-3 4.030E-02 6.700E-03 2 2.5
5 Housing c-v:10 1 5 3 5E-3 3.429E-02 3.771E-03 2 1.5
6 Computer Hardware c-v:10 1 3 3 5E-3 1.127E-02 3.142E-03 2 0.75
7 Automobile c-v:10 1 5 10 5E-3 1.039E-01 2.085E-03 2 3.25
8 BCW Progn. c-v:10 2 c-v 3 5 5E-3 7.644E-02 3.193E-02 51 11.75
9 Wine (White) 60-20-20 1 5 3 5E-3 56.692% 46.066% 51 43.5
10 Car Evaluation 60-20-20 1 13 3 5E-3 35.362% 5.207% 51 43
11 Blood Transf. SC c-v:10 1 5 1 5E-3 31.778% 22.717% 51 31.75
12 Image Segment. 60-20-20 1 9 3 5E-3 84.293% 6.550% 51 0.5
13 Iris c-v:10 1 5 1 5E-3 17.143% 2.126% 2 0.75
14 Glass c-v:10 1 3 1 5E-3 19.048% 12.865% 2.5 2.75
15 Breast Tissue c-v:10 1 3 10 5E-3 71.818% 33.338% 51 76

16
Connectionist
Bench

c-v:10 1 c-v 35 1 5E-3 40.000% 32.934% 51 18.25

Table 3 Summary of results. Testing error rates.

No. Problem ESDT v.1 GA-based IS ESDT v.2 PCA FLD MDS

1 Wine (Red) 2.943E-01 - 4.393E-02 2.610E-02 - 2.550E-02
2 Concrete CS 6.800E-03 - 8.141E-03 1.498E-02 - 1.210E-02
3 Auto MPG 7.600E-03 - 2.083E-02 1.210E-02 - 1.190E-02
4 Forest Fires 4.800E-03 - 4.030E-02 6.700E-03 - 3.900E-03
5 Housing 8.268E-03 - 3.429E-02 3.070E-02 - 3.130E-02
6 Computer Hardware 2.800E-03 - 1.127E-02 3.000E-03 3.000E-03
7 Automobile 1.364E-02 - 1.039E-01 6.800E-03 - 7.500E-03
8 BCW Progn. 3.940E-02 - 7.644E-02 3.680E-02 - 3.700E-02
9 Wine (White) 62.880% 48.880% 56.692% 54.170% 50.630% 53.660%
10 Car Evaluation 10.430% 29.100% 35.362% 6.380% 5.510% 6.090%
11 Blood Transf. SC 25.472% 26.920% 31.778% 27.570% 28.300% 27.358%
12 Image Segment. 6.240% 7.955% 84.293% 21.220% 24.341% 20.144%
13 Iris 3.333% 0.000% 17.143% 3.330% 3.333% 3.333%
14 Glass 16.230% 63.333% 19.048% 16.070% 57.143% 16.234%
15 Breast Tissue 47.730% 66.667% 71.818% 70.000% 81.820% 70.000%
16 Connectionist Bench 17.020% 37.500% 40.000% 14.643% 38.095% 14.286%

4 Summary

Dimensionality reduction is often used to reveal underlying dependencies in the
data, and by eliminating redundant or noise components, simplify the development
of classification and prediction models. In our work, a selection of the most pop-
ular methods was compared with the benefits arising from the use of evolution-
ary approach to eliminate attributes and patterns that do not positively impact the
model quality. Experiments performed with well-known UCI data sets, show that
the evolutionary approach can often produce results superior or comparable to more
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sophisticated techniques such as discriminant analysis or principal component anal-
ysis. What is interesting, an advanced form of a genotype enabling the evolution-
ary search for the best dimensionality reduction method and the list of resulting
components in a reduced space did not result in better results. In other words, the
complexity of the search space might have hindered the potential of the advanced
evolutionary method. Future plans include the creation of a multi-stage algorithm
based on the initial evolutionary selection of preserved attributes and patterns and
the evolutionary search for the optimal dimensionality reduction in the second stage.
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Handwritten Character Recognition
with Artificial Neural Networks

Stephane Kouamo and Claude Tangha

Abstract. Apart from differents techniques studied in an increasing order of diffi-
culty, this work presents a new approach based on the use of a multilayer perceptron
with the optimal hidden neurons. Idea is to compute the training stage by using two
classes of prototypes, to represent data already known ; hidden layers are then ini-
tialized by that two classes of prototypes. One of the advantages of this technique is
the use of the second hiden layer which allows the network to filter better the case
of nearby data. The results come from the Yann Le Cun database [9], and show that
the approach based on the use of a multilayer perceptron with two hidden layers is
very promising, though improvable.

Keywords: neural network, back propagation, handwritten character recognition.

1 Introduction

Automatic handwritten character recognition has been for several years the object
of intense research, justified by the importance of its several potential applications
(mail treatment, check, document compression,... ) [12]. Automation of mail sorting
is a concrete example. In view of the high quantity of mail to be handled every day, a
zip code recognition system would permit to reduce advantageously the scale of this
unpleasant and boring task. Automatic handwritten character recognition consist to
convert an image which are understandable by human, in an interpretable code by
computer. Two disciplines can be then loosened : the on-line recognition and the
outstanding recognition [12]. In this paper we are only interested in the case of the
outstanding recognition of printed characters in a multi-context writer. Automatic
handwritten character recognition is done in three stages, namely :

Stephane Kouamo
University of Yaounde I, Department of Computer Science
e-mail: skouamo@gmail.com

Claude Tangha
University of Yaounde I, Polytechnic National High School
e-mail: ctangha@gmail.com

S. Omatu et al. (Eds.): Distributed Computing and Artificial Intelligence, AISC 151, pp. 535–543.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012

skouamo@gmail.com
ctangha@gmail.com


536 S. Kouamo and C. Tangha

• segmentation,
• pretreatment consisting of grouping together the nearby pixels blocks of the

image,
• classification on itself.

Several techniques are used to realize handwritten character recognition. The ap-
proaches using Artificial Neural Network (ANN) and particularly the multilayer
perceptron are shown very effective [2].

This paper presents with tests to support, an experimental study of some tech-
niques in an increasing order of difficulty, used to realize character recognition. We
present then, a method based on the multilayer perceptron with two hidden layers,
used to represent the prototypes of every data class already classified, that some-
times produces better results.

The rest of the document is organized in four sections. The first section presents
the differents studied methods of data recognition (we shall limit ourselves to non-
parametrics and neuronal classifiers). The second section presents the proposed
method based on multilayer perceptron with two hidden layers. The third section
is reserved for the implementation of studied methods. The fourth section, presents
various results obtained from all studied methods. We finish with a conclusion.

2 Studied Methods

There are several handwritten characters recognition techniques. This paper just
talks about a few based on non-parametrics and neuronal classifiers. Therefore, we
have : the K-nearest neighbours (KNN), the Dynamic Clouds and recognition by
Artificial Neural Networks (ANN).

2.1 The K-Nearest Neighbours (KNN)

The KNN is a supervised learning method used for data classification in artificial
intelligence, simply having the objective to predict the class of a new pattern based
on the examples already known [5]. The shape classification is compared with other
forms having been filled, and we assign the most represented class among the k clos-
est to it. The concept of proximity used here is quantified by a similarity measure.
The similarity measure used most frequently is the Euclidean distance. For the al-
gorithm begining, the use of examples shape whose class is known are required. The
new shape will be compared to those who are already classified.

Algorithm Parameters

The various algorithm parameters adjustable by the user are : the number of exam-
ples whose class is known (used at the beginning of algorithm), the value of k and
the similarity measure.
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Algorithm

1. Choose the initial examples whose the class is known.
2. Choose a vector to be classified.
3. Measure the similarity between the vector to be classified and the vectors

already classified.
4. Determine the k vectors for which the similarities are high.
5. Determine the class most represented among these k vectors and assign the

vector to be classified.

Remark 1

• The computation increases with the number of vectors already classified.
• The classification results depend on the patterns presentation order.
• The choice of k constitutes an arrangement : a little value permits to define com-

plicated borders between classes, but gives a good feeling for noise. A high value
of k defines a smooth border and presents an insensitivity to the noise, but allows
to treat the case of classes possessing a reduced number.

2.2 The Dynamic Clouds

Here, the main difference with KNN is that each vector to be classified is not com-
pared to all already classified examples, but to only one representative vector of
every class [5] :

• every class is represented by a vector called representative or prototype.
• this prototype is obtained by the combination of the affected vectors to its class

by the algorithm (here it seems to be taken like the mean of those vectors).
• every vector to be classified is compared to all prototypes by applying a similarity

measure (euclidian distance). the vector is associated to a class of the prototype
which it is most close.

• the prototype is updated at every application of a new vector to a class it is rep-
resented by the equation below :

mn+1 =
n.mn + xn+1

n+ 1
, (1)

with mn+1 the update prototype, mn is the old prototype, xn + 1 the vector to be
classified and n the number of vectors already classified.

• the initial representant can be chosen in a random way between vectors of one
class.
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Algorithm

1. Choose the initial representative of every class (or calculate it from the
vectors of this class).

2. Select a vector to be classified.
3. Measure the similarity between the vector to be classified and the repre-

sentatives of the various classes.
4. Determine the representative corresponding to the maximal similarity.
5. Modify this representative to take into account the new vector allocated to

the class.

Remark 2

• The computation increase with the data class number, and not with that of vectors
already classified.

• The classification results depend on the initial representatives choice.

2.3 Recognition by Artificial Neural Network

An Artificial Neural Network (ANN) is a computation model in which the concep-
tion was inspired by the functioning of the real neuron (human beings or not), it
can be considered as a set of interconnected units which communicates together
and with the outside by means of connections called synapses [8]. Several tech-
niques based on neural network have shown efficiency in the data classification
domain [10]. In this work, we will insist on the case of LVQ (Learning Vector
Quantization).

LVQ is very near of the dynamics cloud method [7], but rather than to use vectors
mean affected to a class to represent it, prototypes vectors are adapted by a training
rule at every new classification. As with every supervised training algorithm, mem-
bership training pattern information is used during the training stage. Prototypes are
coded into neuron weight vector ; in classic versions we search for example a mini-
mal distance like maximal similarity criteria. In neural versions we search maximal
scalar product between vector to classify and neuron weight vector. We can show
that these two criteria are the same [12].

The principle consists of two steps :

1. A training stage : in which neural network is trained to adapt itself on data to be
treated by connection weight.

2. A recognition stage : that consists of the use of the trained neural network to
classify examples not in the training stage.

For an input vector to be classified, it is compared to all prototype of classes already
known according to training ratio. The class of the winner neuron weight vector is
assigned to the input vector.
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Remark 3

• For an input vector to be classified, if the winner neuron weight vector is a
prototype of the right class, it is modified by equation (2); it is brings closer
the input vector. If the winner neuron weight vector is not a prototype of the right
class, it is removed from the input vector.

• The training stage allows the network to adapt on the data to be treated in favour
of connections weight, this contributes to improve recognition quality.

By using advantages and disadvantages of different studied methods before, we pro-
posed a new direction based on multilayer perceptron with two hidden layers rep-
resenting the two classes of prototypes, which in case tests done with Yann Le Cun
database [9] gives interesting results.

3 Proposed Method : Recognition with Two Prototypes

In this section, we explain a new recognition method based on the multilayer per-
ceptron with optimal hidden neurons. This method is very close to LVQ, but uses
a four layer perceptron to train the neural network with : an input layer, a f irst
hidden layer, a second hidden layer and an out put layer. Input and output layers
have the same size N and the hidden layers have the same size K (with K > N).
The principle is the same like the LVQ, and is based on two steps : a training and a
recognition stage.

The four layers of our network are strongly connected among themselves. The
input layer is connected to the first hidden layer, the first and second hidden layers
are connected together and the second hidden layer is connected to the output layer,
by connections weight. We constitute two samples of prototypes of every classes of
data already known. The input vector to be classified is applied on the input layer
of our neural network. Connections weight of the first hidden layer are initialized
by the first sample of prototypes, and the second hidden layer is initialized by the
second sample of prototypes.

Input vector is compared to all prototypes of the first hidden layer, and it is as-
signed to the class of the winner neuron weight. After this, the winner neuron is also
compared to all data of the second hidden layer, and it is assigned to the class of the
winner neuron weight too. If the winner neuron is not the prototype of right class,
commited errors are back propagated.

Remark 4

• Back propagation of errors permits to treat cases of complex classes,
• The use of two hidden layers secure the capacity of network to handle case of

neighbour data classes without improving recognition time.
• Only the first prototype is modified when the right class is recognized.
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4 Implementation of Studied Methods

4.1 Preparation and Sample Choice

Data used in this work are handwritten digits from 0 to 9, from Yann LeCun database
[9]. This database contains 60000 fixed images with size 28× 28. We used two
samples methods :

• 50% of the data for the training stage and 50% for the recognition stage and ;
• 90% of the data for the training stage and 10% for the recognition stage.

4.2 Learning Vector Quantization (LVQ)

The structure of our network consists of three layers : an input layer, one hidden
layer and an output layer. Once the network structure defined, we can apply training
recognition algorithm as :

1. Choose initial representative(prototype) for every data class.
2. Initialize every hidden neuron weight with a prototype of each class.
3. Apply an input vector.
4. Apply the similarity measure as :

h j =

√
N

∑
i=1

(xi−wi j)2 1≤ j ≤ N, (2)

5. Select the winner neuron.
6. Modify the winner neuron weight vector by training rule :

ΔWi j = α(Xi−Wi j), (3)

7. Return to (3) till finishing input vector.

Where Wi j represent prototype neuron weight, Xi input vector neuron weight, and α
training ratio.

4.3 Proposed Method

Network structure can be represented as : an input layer, a hidden layer with two
layers (first hidden layer and second hidden layer) and an output layer. Fig. 1 below
shows us the multilayer perceptron neural network structure, where xi represents
input data of our network, wi j connection weight between input and hidden layer, h j
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Fig. 1 Multilayer perceptron structure

hidden neurons and oi output neurons. After the neural network structure is defined,
we can apply recognition algorithm like this :

1. Choose initial prototype for every data class.
2. Initialize every first hidden neuron weight with the representative of each

first class of data.
3. Initialize every second hidden neuron weight with the representative of

each second class of data.
4. Apply an input vector.
5. Apply the similarity measure on the fisrt hidden layer.
6. Select the winner neuron.
7. Apply the similarity measure on the second hidden layer.
8. Select the winner neuron as in (6).
9. Modify the winner weight by :

wi j = δ (xi−wi j)n j, (4)

10. Return to (4) till finishing input vector.

5 Results

After the training stage, we have to use a recognition stage which made succes-
sively with a 50% and a 10% data sample coming from Yann LeCun database [9], as
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explained above at section 4.1. Recognition performances will be evaluated by : ac-
ceptance or recognition rate, rejection rate, error rate, training time, and recognition
time. Before applying one recognition method on a sampling data, treatment con-
sisting of grouping together the blocks of nearly image pixels are made. Obtained
results by implementation of the studied methods are given by table 1 below.

Table 1 Studied methods results

Sample : 50% - 50% Sample : 90% - 10%
KNN Dynamic

Clouds
LVQ New

Method
Parallel
method

KNN Dynamic
Clouds

LVQ New
Method

Parallel
method

Training
time

27m 50m 29m 58m 1h32 50m

Recognition
time

27m 28 s 21 s 10 s 6 s 29m 29 s 21 s 10 s 6 s

reconignition
rate(in %)

91 89.5 92.1 93 93 95 91.9 96 97 97

Rejection
rate(in %)

1 1 1 1 1 1 1 1 1 1

error
rate(in %)

7 9.5 6.9 6 6 4 7.1 3 2 2

Table 1 shows that :

(1) Dynamic Clouds give better recognition time than KNN. But in return, a decline
average of 1.5% is recorded in recognition rate and a rise of 1.5% in that of the error
rate. This is due to the fact that in the dynamic clouds, the system takes into account
only the representatives of every class and not all the database.
(2) By using a 90%− 10% sampling with regard to that of a 50%− 50%, an im-
portant profit of 4% on average can be reached in the quality of recognized images.
This can be explain by the much more important number of data to manipulate dur-
ing the training stage with a 90%− 10% sampling. In return, an increase of almost
double is recorded in learning time.
(3) The neuronal classifiers offers better recognition rates than the other classic clas-
sifiers. A real profit of 2% can be reached with the neuronal classifiers. This is due
to the process of learning which offer neural networks, that allows the network to
adapt itself to data to be treated before applying the similarity measure.
(4) The Proposed method based on multilayer perceptron offers better performances
in terms of recognition time and recognition rate than the other studied techniques.
This can be explain by the fact that proposed method use two prototypes classe’s to
train network.
(5) The use of parallelism contribute a reduction in the traning and the recognition
times as shown in Table 1 above (column 6). A benefit of almost the half can be
achieve by computing algorithm in parallel.
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6 Conclusion

In this paper, we studied experimentaly some recognition techniques in an increas-
ing order of difficulty based on non-parametrics classifier and neuronal classifier.
Obtained results shows that computation time rises with classified data number for
all the studied methods. The Increase of computation time allows however a clear
improvement of the system recognition quality, a 4% mean profit can be reached on
the rate recognition. The neuronal classifiers offer better performances in term of
recognition rate and recognition time, than other classification techniques studied.
Implementation tests done on the proposed method, based on use of multilayer per-
ceptron with two hidden layers and parallelism, improve a little more recognition
results than other methods, and is very promising.

One of the possible ways of improvement, is the use of more prototypes classes
than only two, to represent every data class already known. This will allow to treat
better the case of the neighbour (or complex) data classes, and will be suited to
handling better the case of the online signatures recognition.
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Design of a CMAC-Based PID Controller Using
Operating Data

Shin Wakitani, Yoshihiro Ohnishi, and Toru Yamamoto

Abstract. In industrial processes, PID control strategy is still applied in a lot of
plants. However, real process systems are nonlinear, thus it is difficult to obtain
the desired control performance using fixed PID parameters. Cerebellar model ar-
ticulation controller (CMAC) is attractive as an artificial neural network in design-
ing control systems for nonlinear systems. The learning cost is drastically reduced
when compared with other multi-layered neural networks. On the other hand, the-
ories which directly calculate control parameters without system parameters rep-
resented by Virtual Reference Feedback Tuning (VRFT) or Fictitious Reference
Iterative Tuning (FRIT) have received much attention in the last few years. These
methods can calculate control parameters using closed-loop data and are expected to
reduce time and economic costs. In this paper, an offline-learning scheme of CMAC
is newly proposed. According to the proposed scheme, CMAC is able to learn PID
parameters by using a set of closed-loop data. The effectiveness of the proposed
method is evaluated by a numerical example.

1 Introduction

In most real processes, PID control [1, 2] has been used because the controller struc-
ture is simple. However, the desired control performance is not maintained by using
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Fig. 1 Conceptual figure of calculating PID gains by CMACs

fixed PID parameters, due to the nonlinearities of systems. Controllers using CMAC
(see [3, 4] and references there in), which is a type of neural network [5] and effec-
tive schemes for these nonlinear systems, have been proposed. However, the prac-
tical realization of this method is impeded because CMAC requires online-learning
to acquire optimum control parameters.

VRFT [6] and FRIT [7, 8] have meanwhile attracted much attention in the last
few years. According to these methods, control parameters are tuned using one-shot
operating data, therefore it is expected that the computational cost can be reduced.
Moreover, it is consider that these schemes are useful from a practical application
viewpoint because random signals for system identification are not necessary when
using these methods.

In this paper, a CMAC offline-learning scheme based on FRIT is newly proposed.
According to the proposed method, CMAC learns offline by using a set of operating
data; as a result, it is expected that the problem of practical realization will be solved.
The effectiveness of the proposed method is evaluated by a numerical example.

2 CMAC-PID Controller Design

2.1 Design of Velocity Type of PID Controller

The velocity type of PID control law is given by (1)

u(t) = u(t− 1)+KP(t)Δe(t)+KI(t)e(t)+KD(t)Δ 2e(t) (1)

where u(t) is the control input and e(t) is the control error which is defined by (2)

e(t) := r(t)− y(t). (2)

In (2), r(t) and y(t) are the reference signal and the system output respectively.
Moreover, Δ is the differencing operator which is given by Δ := 1− z−1, where
z−1 is the back word operator which denotes z−1e(t) := e(t − 1). In the CMAC-
PID controller, PID gains KP(t),KI(t) and KD(t) are online computed by discrete
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Fig. 2 Learning structure of CMAC.

CMACs. The conceptual figure of calculating PID gains by CMACs is shown in
Fig.1.

2.2 CMAC

CMAC is a mathematical model which simulates the information processing mech-
anism in a human cerebellum. The learning structure of CMAC is explained in more
detail using Fig.2. When the vector (3,6) is inputted, it is replaced with label sets.
Next, the CMAC refer to values 8,9 and 3 from weight tables, and outputs 20 as the
sum total of these values. If the desired CMAC output is 14, the number obtained by
dividing the difference of an output signal (equal to 20) and a teacher signal (equal
to 14) by the number of the weight tables, is added to the loads (equal to 8,9 and 3).

In the above explanation, a learning process with two-dimensional input space is
described in order to explain the method easily; however, the input space actually
consists of three-dimensions which comprise r(t),e(t) and Δe(t) in the proposed
method. If the total size of the labels are set to sizer,sizee and sizeΔe then the size
of input space of CMAC becomes sizer × sizee × sizeΔe , and it is discretized to N
sheets of tables.

2.3 FRIT

FRIT is a method of calculating control parameters by using one-shot experimental
input/output data and a fictitious reference signal. The block diagram of the FRIT
is shown in Fig.3. In this figure, u0(t) is the control input and y0(t) is the system
output in the operating data and C(z−1) is the polynomial equation of a controller.
Moreover, r̃(t) is the fictitious reference signal which is given by (3)
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Fig. 3 Block diagram of the FRIT.

r̃(t) =C−1(z−1)u0(t)+ y0(t). (3)

In FRIT, the criterion is first defined as (4) and calculates the optimum control pa-
rameters to minimize the criterion

J =
N

∑
τ=1

{y0(τ)− yr(τ)}2 . (4)

Here, yr(t) is the output of Gm(z−1), which is the desired response model given by
a user and it is denoted as (5).

Gm(z
−1) :=

z−1(1+ g1)

1+ g1z−1 (5)

Where
g1 =−exp(−Ts/σ). (6)

In (6), Ts and σ are the sampling interval and rise time which are specified by an
operator.

2.4 CMAC-FRIT

In this paper, a new offline-learning method of CMAC using FRIT is proposed.
For CMAC to learn offline, the closed loop data is taken by using the stabilized
controller in advance. The block diagram of the proposed method is as shown in
Fig.4. In Fig.4, r0(t) and e0(t) are the expressed reference signal and control error
in the closed data respectively. When r0(t), e0(t) and Δe0(t) are input to CMACs,
they calculate PID gains by load summations according to (7)

KP(t) =
N

∑
h=1

WP,h, KI(t) =
N

∑
h=1

WI,h, KD(t) =
N

∑
h=1

WD,h. (7)
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Fig. 4 Block diagram of the proposed method.

Where W is the load of the h-th weight tables and N is the number of the weight
tables. The fictitious reference signal r̃(t) is calculated by (3) and CMACs learn by
using the steepest descent method as (8) to minimize the criterion (9).

Knew
P (t) = Kold

P (t)−ηP
∂J(t + 1)

∂Kold
P (t)

Knew
I (t) = Kold

I (t)−ηI
∂J(t + 1)

∂Kold
I (t)

Knew
D (t) = Kold

D (t)−ηD
∂J(t + 1)

∂Kold
D (t)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(8)

Jc(t + 1) :=
1
2
{y0(t)− yr(t)}2 (9)

In (8) ηP, ηI and ηD are learning rates. After that, the weight tables are updated
according to (10)

W new
P,h =

1
N

Knew
P (t)

W new
I,h =

1
N

Knew
I (t)

W new
D,h =

1
N

Knew
D (t)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (10)

(h = 1, . . . ,K)

3 Numerical Example

To evaluate the effectiveness of the proposed method, Hammerstein model, which
is given by (11), was applied:
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Fig. 5 Static property of the Hammerstein model.
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Fig. 6 Control result which is used as the operating data.

y(t) = 0.6y(t− 1)− 0.1y(t− 2)+ 1.2x(t− 1)− 0.1x(t− 2)+ ξ (t)
x(t) = 1.5u(t)− 1.5u2(t)+ 0.5u3(t)

}
. (11)

Where ξ (t) is white Gaussian noise with zero mean and variance 1.0× 10−4. The
static property of the model is as shown in Fig.5. Moreover, the reference signal
values for each instant of time are set as shon in (12):

r(t) =

⎧⎨⎩
1.0 (0≤ t < 100)
2.0 (100≤ t < 200)
3.0 (200≤ t < 300)

. (12)

The fixed PID controller was first employed in order to get the initial operating
data, whose PID parameters were determined so that the control system could be
stabilized. Where PID gains are set as shown in (13):

KP = 0.1, KI = 0.01, KD = 0.1. (13)

The control result is as shown in Fig.6. Fig.6 shows that the control result was
bad; this is because the controller attached importance to stability, thus the tracking
property was poor.

Next, the CMAC-PID controller is constructed and it learns offline using
the proposed method. In this simulation, the size of the weight table is set as
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Fig. 7 Trajectory of ISE index of offline-learning.
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Fig. 8 Control result using the proposed method.

sizew = sizee = sizeΔe = 9, the number of the weight tables N is set as 3, and all
of learning rates are set as 0.05. In addition, the desired system model is designed
as (14)

Gm(z
−1) = 1− 0.7165z−1. (14)

In this paper, the progress of offline-learning is evaluated by the ISE(Integral of
Squared Error) index given by (15), and learning is completed when the ISE index
converges on a steady value.

Index =
M

∑
i=1

{y0(i)− yr(i)}2 (15)

where M is the number of the operating data. The trajectory of the ISE index is
as shown in Fig.7. From Fig.7, the index value converges mostly at around 200
iterations. The control result and trajectory of PID gains are shown in Fig.8 and
Fig.9. The figures show that the system output tracks the desired model output yr

and PID gains are suitably adjusted at each balance point.
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Fig. 9 Trajectory of PID gains corresponding to Fig.8.

4 Conclusions

In this paper a new offline-learning method of CMAC based on FRIT is proposed.
According to this method, CMAC is able to learn the loads from weight tables by
using a set of closed loop data. As a result, CMAC dose not require online-learning,
thus the time and cost to learn is drastically reduced. Moreover, the effectiveness of
the proposed method is evaluated by a numerical example. In the simulation, PID
gains are adaptively tuned by the learned CMAC and the desired system output can
be obtained. In the future work, to validate the practicality of the proposed method,
it will be applied to a real system.
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Autonomous Control of Octopus-Like 
Manipulator Using Reinforcement Learning 

So Kuroe and Kazuyuki Ito  

Abstract. In this paper, we apply reinforcement learning to an octopus-like manipula-
tor. We employ grasping and calling tasks. We show that by designing the manipulator 
to utilize properties of the real world, the state-action space can be abstracted, and the 
real-time learning and lack of generalization ability problems can be solved. 

Keyword: Generalization, Abstraction of state-action, Grasping. 

1   Introduction 

Recently, autonomous robots that operate in unknown complex environments, like 
rescue robots, agricultural robots, and so on, have attracted considerable attention. 
Robots with many degrees of freedom to achieve various tasks have been devel-
oped. However, with an increase in the degrees of freedom, autonomous control 
becomes significantly difficult. 

In particular, for robots that have learning ability, there are two significant 
problems: real-time learning and a lack of generalization ability. In general, the 
required learning time increases exponentially with an increase in the degrees of 
freedom, which makes it impossible for real robots to complete the learning 
process within a reasonable time limit (the real-time learning problem). Moreover, 
even if the learning process is completed, the reduced generality of the obtained 
policy makes it difficult to apply to other situations (the lack of generalization 
ability problem). In a real complex environment, the same situations never occur 
again. Thus, a lack of generality is a very serious problem. 

In conventional studies, various approaches to improve the learning efficiency or 
generalization ability have been proposed. For example, combining reinforcement 
learning with a neural network [1], fuzzy control [2], genetic algorithm [3], etc. How-
ever, a real environment is too complex for real robots to learn through actual trials. 
Thus, almost all conventional studies utilize simulations for the learning process. 
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On the other hand, real creatures can learn various tasks through a small  
number of real trials in spite of the fact that they have many degrees of freedom. 
Among these, it is known that an octopus has a high level of learning ability, and 
can learn how to grasp various objects. It is even capable of unscrewing the cap on 
a bottle. The brain of an octopus is very small. Moreover, its body has huge  
degrees of freedom. What enables the octopus to learn is still an open question. 

In our previous works, we formulated a hypothesis that the body, rather than 
the brain, solves these two problems. We proposed to design a body for abstract-
ing the necessary small state-action space from a huge state-action space by utiliz-
ing properties of the real world, like dynamics, mechanical constraints, and so on. 
This hypothesis was tested by employing snake-like mobile robots [4]. However, 
more complicated tasks like grasping were not discussed. 

In this paper, we consider grasping and calling tasks by an octopus-like mani-
pulator. We show that by designing the manipulator to utilize properties of the real 
world, the state-action space can be abstracted, and the real-time learning and lack 
of generalization ability problems can be solved. 

2   Task 

Fig. 1 shows an outline of the task. The aim of this task is to bring various objects from 
the start position to the goal position. We consider 4 objects, as shown in Fig. 1. First, 
the manipulator learns the task using only one object (object 1). Then, the obtained 
policy is applied to carry other objects, and its generalization ability is examined. 

 

             

Fig. 1 Task.                                                 Fig. 2 Proposed framework. 

3   Abstraction Using Properties of Environment and Body 

Fig. 2 shows our proposed framework [4]. The learning module for reinforcement 
learning is surrounded by the generalization module. The generalization module is 
realized by the interaction of the body and environment. By the function of the 
generalization module, a small state-action space is abstracted from the huge state-
action space of the body and environment. Thus, the learning module can learn us-
ing the small state-action space. The action of the learning module is embodied by 
the generalization module, and complex behavior of the body with many degrees 
of freedom is realized. 

By abstracting the small state-action space, the learning time is extremely re-
duced, and the problem of real-time learning is solved. As trivial differences in the 
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environment are compensated by the generalization module, a similar but different 
situation can be viewed as the same situation by the learning module. Therefore, 
the obtained policy is applicable to similar situations, even if the learning  
algorithm of the learning module has no generalization ability. Thus, the problem 
of the lack of generalization ability is solved. 

The most important point here is that the generalization is not realized by  
improving the learning algorithm but is realized by properties of the real world. 

4   Octopus-Like Manipulator 

We next focus on the physical properties of muscles. In general, muscles have 
elasticity and generate pulling forces. When we relax, the elasticity is very low, 
and the muscles can be moved passively. When we grasp something, the elasticity 
and passivity allow the shape of our hand to adapt to the grasped object without 
precisely controlling the angles of our joints. 

In this paper, we assume that the elasticity and passivity can abstract a state-
action space, which improves the learning efficiency and generalizes the obtained 
policy. Fig. 3 and Fig. 4 show our developed octopus-like manipulator. A piece of 
rubber is embedded between every pair of links. These rubber pieces generate a 
pulling force to return the manipulator to a straight shape. One long wire is in-
stalled on the manipulator through the free pulleys. When the length of the wire is 
long enough, the manipulator moves passively. By rolling up the wire, a pulling 
force is generated between the links analogous to muscles. Pieces of a frictional 
material are embedded on the sides of the links instead of suckers. The manipula-
tor has three motors. One is used for rolling up the wire, and the other is used to 
rotate the base of the manipulator. 

Using this mechanism, the learning machine only has to control the length of the 
wire and the rotational angle of the base of the manipulator. It does not have to know 
the precise shapes of the grasped objects. The control of each joint angle to adapt to the 
shape of the grasped object is realized by the passivity and physical constraints. 
 

 
 
 
 
 
 

Fig. 3 Developed manipulator.                             Fig. 4 Wire constraint. 

5   Experiment 

We employ typical Q-learning [5]. The Q-learning states are the wire length  
(3 divisions) and angle of rotation (3 divisions). The actions are to roll up the wire 
or loosen it. 
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Fig. 5 a) shows the learned behavior, while Fig. 5 b) and c) show the behavior 
realized by applying the acquired policy to other unknown objects without  
additional learning. For all of the objects shown in Fig. 1, the acquired policy is 
applicable. These results show that the real-time learning and lack of generaliza-
tion ability problems have been solved. 

 

     

Fig. 5 Realized behavior. 

6   Conclusion 

In this paper, we addressed the real-time learning and lack of generalization ability 
problems in applying reinforcement learning to an octopus-like manipulator. We 
focused on properties of the real world and proposed a framework to solve these 
problems by utilizing the properties for abstracting a state-action space. We devel-
oped an octopus-like manipulator and demonstrated that the proposed framework 
could be realized by a simple mechanism, which solved these problems mechani-
cally without improving the learning algorithm. 

Our future work is to improve our proposed framework to make it applicable 
for practical uses like rescue operations, agriculture, nursing care, etc. 
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Relationship between Quality of Control and 
Quality of Service in Mobile Robot Navigation 

José-Luis Poza-Luján, Juan-Luis Posadas-Yagüe, and José-Enrique Simó-Ten  

Abstract. This article presents the experimental work developed to test the viabil-
ity and to measure the efficiency of an intelligent control distributed architecture. 
To do this, a simulated navigation scenario of Braitenberg vehicles has been  
developed. To test the efficiency, the architecture uses the performance as QoS  
parameter. The measuring of the quality of the navigation is done through the 
ITAE QoC parameter. Tested scenarios are: an environment without QoS and 
QoC managing, an environment with a relevant message filtering and an environ-
ment with a predictive filtering by the type of control. The results obtained show 
that some of the processing performed in the control nodes can be moved to the 
middleware to optimize the robot navigation. 

1   Introduction 

In mobile robot navigation architectures, different components work at different 
control nodes that are connected through the communications channels. To meas-
ure the efficiency of the communications, and the quality of component’s services, 
system uses the concept of Quality of Service (QoS) [1] through the QoS parame-
ters [2]. The communications management oriented to optimize the QoS parame-
ters is known as QoS policies [3]. Among standards to manage distributed  
communications systems, the DDS standard [4] implements a large type of QoS 
policies. DDS is based on publish-subscribe paradigm, extended with some  
elements that connect the application synchronously (readers and writers) and 
asynchronous (listeners). A good explanation of the operation can be found at [5]. 
Therefore, DDS is well suited for implementing distributed intelligent control  
architectures [6]. 
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To measure the control efficiency, currently is used the concept of Quality of 
Control (QoC) [7]. The QoC measures the quality of the control action through 
equations, generally using the difference between the input signal and the refer-
ence signal. Sometimes the QoC parameters are used as feedback of control ac-
tion; thus, the QoC measures the control efficiency and it makes easier the control 
processing. 

The control efficiency does not depend exclusively on the algorithms used; the 
communications efficiency also affects the control action. [8]. To prove the rela-
tionship between QoS and QoC, an architecture called FSACtrl [9] and [10] has 
been developed. FSACtrl allows measuring QoC and QoS parameters in control 
nodes. Architecture is based on DDS standard, and it uses the DDS QoS policies 
to manage the communications. 

Paper describes tests performed in a simulated mobile robot environment. It 
shows results obtained by using QoS and QoC to measure the efficiency of control 
node depending on the communications configuration. 

The paper is organized as follows: the following section describes the environ-
ment used to perform tests of the architecture: simulation environment and simu-
lated robots. Then, third and four sections describe the QoC and QoS parameters 
that have been considered in the described environment. The fifth section  
describes tests performed and results. Finally, the paper ends with conclusions of 
experiments done and the future work to be developed. 

2   Experimental Environment 

To test the architecture, the control of first five Braitenberg vehicles [11] has been 
simulated. The first three vehicles are characterized by the lack of advanced control 
functions; so that, these vehicles are suitable for evaluating the performance of the 
communications because messages are processed principally in the middleware. 

The interest of Braitenberg vehicles is in the simplicity of control, based on the 
simple functions that connect sensors and actuators. In addition, the possibility to 
have different types of sensors that react to different sources provides a lot of mes-
sages that are used to test the effect of communications configuration in the  
control efficiency. 

 

 

Fig. 1 Experimental environment used to test the FSACtrl architecture.  
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Fig. 2 FSACtrl architecture implementation of the Braitenberg 3.c vehicle. 

To test the architecture, a simulation platform has been developed. The plat-
form has a mobile robot simulator and an application to design and implement the 
control algorithms. Figure 1 shows the topology of the distributed system used to 
test the architecture. 

The simulator allows user to create a 2D environment and insert any number of 
robots. For each robot, the simulator has twelve different types of sensors. All ro-
bots are circular and have two motors. This configuration allows robots to move in 
any direction in the simulated environment. 

The robot simulation environment is composed of a space with different signal 
sources and rectangular and circular obstacles. The simulator sends via TCP cli-
ents the data from the sensors of each robot, and it receives, via a TCP server, 
speeds assigned to each robot motor. 

Control nodes are composed of an FSACtrl elements editor that launches the 
control processes. The editor allows insert, modify and configure QoS policies and 
QoS parameters to each FSACtrl architecture element. The system implements the 
control node over personal computers on a TCP/IP based network. The accuracy 
of the measurements in the control nodes is nanoseconds; the computation time of 
the control nodes has been simulated in order to obtain comparable results. 
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3   Quality of Control in Robot Navigation 

Braitenberg vehicle that uses simple control algorithms and works with a large 
amount of data is the vehicle 3.c. FSACtrl architecture elements are shown in fig-
ure 2. The vehicle calculates the direction that should be taken based on informa-
tion obtained from the four types of sensors available, using equation 1. 

i

N

i
icompositor InputKOutput ·

1
∑

=

=
                                           

(1) 

The output of each of the composers is calculated from the contribution of each 
input of the N sensors of the vehicle, weighted by a specific K factor for each sen-
sor. The quality of control in the 3.c Braitenberg vehicle is measured by means of 
the angle that the vehicle deviates from the planned angle in the theoretical analy-
sis of the vehicle mission (figure 3). The equations to obtain the quality of control 
parameter can be very different, because of the quality parameter is directly asso-
ciated to the characteristics of the robot on which it is applied [12]. In the case of 
vehicle 3.c the quality of control is directly calculated with the parameter ITAE 
(equation 2) 
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In the equation 2, φy(t) is the value of the desired angle for a time t, while φr(t) is 
the real angle obtained in the same instant of time. ITAE parameter considers the 
navigation error with the same weight during all the navigation time, so that it is 
very suitable to make global comparisons. The smaller ITAE value, the better 
quality of navigation of the vehicle is. This is because of the angle obtained from 
the course is closer than expected angle. 
 
 

 

Fig. 3 Path error in the Braitenberg 3.c vehicle used to calculate the ITAE parameter. 
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4   Quality of Service in Robot Navigation 

Middleware manages the QoS. In the case of FSACtrl architecture, QoS is man-
aged by the QoS policies of the DDS standard. In the tests performed the QoS pa-
rameters that have been measured are the control component load and the rate of 
useful messages. The control component load (ρ) is calculated as the rate between 
the service demand and the service rate of the component. Due to the architecture 
elements are made by messages queues [13], global load is obtained through the 
pondered rate of each element load (equation 3). The K factor is used to balance 
the most important control components.  

( ) NK
N

i
iiglobal ∑

=

⋅=
1

ρρ
                                            

(3) 

To calculate the load ρ of each component is used the equation 4, where λ is the 
demand for the services requested from the vehicle control and μ is the rate of ser-
vice provided by the control component. Both of these parameters are expressed in 
messages per second so that the load is a dimensionless parameter. Closer load to 
zero better is the control component load. 

μλρ =                                                               
(4) 

The useful messages rate (UM) is obtained by means the equation 5. The concept 
of utility of a message can be quite large. In the experimental environment a  
useful message is considered when the message produces a change in vehicle 
navigation. The variation of navigation is produced when the control action calcu-
lated for a measurement is different from the control action calculated for the  
previous measurement. Closer to one are, better the parameter is. The control  
action in Braitenberg vehicles is performed on the speed of the motors. 

totalioutputioutput NNUM )1()( −≠=
                                    

(5) 

From the two previous equations, the performance (η) of the control can be ob-
tained (equation 6). Performance is defined as the satisfactory results obtained in 
relation to the cost in resources used. The control performance is obtained through 
the parameters from the equations 4 and 5. Through the performance equation, can 
be verified the effectiveness of the control messages related to the resources con-
sumed from the control service. 

( )globalUM ρη −⋅= 1
                                                 

(6) 
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5   Experimental Tests and Results 

Three scenarios on the architecture with the Braitenberg vehicle 3.c have been 
tested: 

1. Control action without filtered messages optimization and without messages  
selection optimization (not QoS and not QoC management). 

2. Control action with filtered messages optimization and without messages  
selection optimization (QoS managed but not QoC management). 

3. Control action with filtered messages optimization and with messages  
selection optimization (QoS and QoC managed). 

Message filtering consists of transmit through the middleware only those  
messages whose content is different, compared with the preceding message. The 
message filtering is one of the characteristics specified in DDS standard recom-
mendations for a middleware. The control optimization is performed by inserting 
control components that predict the change in control action. The prediction is 
made comparing the messages from different sensors involved in the calculation 
of control action. The environment is a system without obstacle with the four 
types of sources associated with the four types of sensors of the vehicle 3.c of 
Braitenberg (figure 2). The vehicle is configured to be attracted by light and or-
ganic matter sources, and to be rejected by heat and oxygen sources. The vehicle 
follows a path that depends on the location of the sources in the environment  
(figure 4). 

Tests have been performed starting the vehicle in the same position and the 
sources placed in the same location and changing the middleware according to 
each scenario described. 

Table 1 shows experimental values for each of the scenarios described at the 
beginning of the paragraph. Columns show the average values of the control load, 
the usefulness of messages rate, the performance of the control element and the 
value of ITAE. Each row contains the data for each of the scenarios described 
above. 

 

 

Fig. 4 Example of 3.c Braitenberg vehicle navigation in a multi-source environment. 
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Table 1 Experimental results based on different scenarios (average values). 

Scenarios ρ UM η ITAE 

1. Without QoS and QoC management 0,184 0,212 0,173 0,252 

2. With QoS management and without QoC management 0,121 0,323 0,284 0,261 

3. With QoS and QoC management 0,119 0,683 0,602 0,284 

 
Due to the response time of control service is the same in all scenarios tested 

the variation of the control load depends on the message arrival frequency. Be-
cause of the scenarios 2 and 3 include a message filtering phase the control load 
decreases significantly respect the scenario 1. 

UM rate changes progressively among the three different scenarios. In the sce-
nario 2, UM value rises respect the scenario 1 because the middleware has filtered 
some messages that do not generate a control action. However, the most signifi-
cant improvement of useful message index is produced in the scenario 3. In the 
scenario 3, the control receives only messages that haven’t been filtered in the 
middleware and in the control prediction. For this reason the message utility rate 
increases considerably compared with the previous two scenarios. 

Figure 5 shows the comparison between the service performance index (η) and 
the control index (ITAE). The service performance describes the common contri-
butions of the two parameters analysed and it is a good measure of the quality of 
service that the control component provides. The figure shows how performance is 
directly related to the optimizations used in each scenario. ITAE parameter is used 
to check the efficiency of the control service optimizations of the vehicle naviga-
tion. In this case, ITAE parameter increases very slightly in relation with the  
optimized scenario, so that improvements implemented on every scenario do not 
affect the quality of the robot navigation mission. 
 

 

Fig. 5 Comparison chart between the η values (QoS) and the ITAE values (QoC). 

6   Conclusions and Future Work 

Results of the experimental work carried out are satisfactory. Results show that 
the FSACtrl architecture is viable as a middleware with support to simple control 
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actions. It is also proves as manager of the communications layer allows to  
optimize the control layer that affects overall system optimization.  

As future work, several studies related with the relation between QoS and QoC 
can be performed. One of the most interesting questions, to develop, is the dynamic 
adjustment, through QoS policies, of the robot navigation. The concept of the dy-
namic variation can be extended to the QoC with the QoC policies. The objective is 
determine the convenience to adjust the communications and control characteristics, 
as the sampling frequency, according to certain environmental and design constraints 
such as energy consumption or the time to complete the mission of the vehicle. 
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Fusing Facial Features for Face Recognition 

Jamal Ahmad Dargham, Ali Chekima, and Ervin Gubin Moung  

Abstract. Face recognition is an important biometric method because of its  
potential applications in many fields, such as access control, surveillance, and  
human-computer interaction. In this paper, a face recognition system that fuses the 
outputs of three face recognition systems based on Gabor jets is presented. The 
first system uses the magnitude of the, the second uses the phase, and the third 
uses the magnitude with phase of the jets. The jets are generated from facial  
landmarks selected using three selection methods. It was found out that fusing the 
facial features gives better recognition rate than either facial feature used  
individually regardless of the landmark selection method.  

Keywords: gabor filter, face recognition, bunch graph, image processing, wavelet. 

1   Introduction 

Face recognition approaches can be divided into three groups [2]; global, local, 
and hybrid approaches. The bunch graph method is a local approach that works by 
first locating a landmark on a face, then convolving a sub-image around each 
landmark with a group of Gabor filters. This produces a jet from each landmark. 
These jets will be used for face recognition by computing and comparing similari-
ty scores between jets of two different images. Wiskott et al. introduced a face 
recognition method called the Elastic Bunch Graph Method [3] and compared the 
EBGM with several face recognition methods on the FERET and Bochum image 
databases in different face poses. Their system achieved 98% recognition rate for 
frontal images. Bolme [4] also used Elastic Bunch Graph Method but he only used 
one training image per person and the jets were computed from manually selected 
training images landmarks. These jets were used to find new jet from new image 
using a displacement estimation method to locate the node on the new image. 
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These new jets are then added to the existing jets database. By using the  
automatically obtained jets for recognition task an 89.8% recognition rate was  
reported on the FERET database. Sigari and Fathy [5] proposed a new method for 
optimizing the EBGM algorithm. Genetic algorithm was used to select the best 
wavelength of the Gabor wavelet. They had tested the proposed method on the 
frontal FERET face database and achieved 91% recognition rate. In this paper, a 
face recognition system that fuse facial features extracted using Gabor wavelet is 
presented. In section 2 the theory of Gabor wavelet method will be presented 
while in section 3 the application of bunch graph method to extract facial  
feature is presented. Section 4 describes the proposed system, section 5 is the  
experiments discussion and section 6 is the conclusion. 

2   Gabor Wavelet Transform 

2D Gabor wavelets shown in (1) were used to extract features from landmarks by 
convolving the wavelet on the landmarks of the faces.  

       , exp exp 2         (1) 

where  ,   while  specifies the wave-
length,  specifies the orientation of the wavelet,  specifies the phase of the sinu-
soid,  specifies the radius of the Gaussian, and  specifies the aspect ratio of the 
Gaussian. The parameter value of the parameter used in this paper are the same as 
those used by Wiskott in [3], which give 40 Gabor wavelets with different fre-
quencies and orientations. Convolving the same landmark with many Gabor wave-
let configurations produces a collection of Gabor coefficients called jets. Each 
Gabor coefficient has a real and imaginary component. The magnitude and phase 
of the image’s content at a particular wavelet’s frequencies can be computed from 
the complex number. Let  be a complex number Gabor coefficient, the magni-
tude. Jmagnitude and the phase angle  of   are given as in (2) and (3) respectively. 

                                                                (2)

                                                      (3)

3   Bunch Graph Method 

A face image is represented as a bunch graph. Bunch graph is a collection of jets 
for an image. Fig. 1(a) shows the landmarks that were selected as point of interest 
to be convolved with a group of Gabor wavelets. An example of a convolution of 
a Gabor wavelet at the chin of a person is shown in Fig. 1(b). Face images are zero 
padded for the convolutions where the wavelet exceeds the image dimensions, 
which normally occur near the edge of the image. 
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                                      (a)                                                                   (b) 

Fig. 1 (a) An image with seven landmarks selected (b) convolution of a Gabor kernel at  
the chin. 

3.1   Jet Extraction and Bunch Graph Creation 

The convolution process produces a matrix having the same dimension as the  
Gabor wavelet dimension. According to [7], when the mask size of the wavelet 
comes closer to image size, the recognition performance increases. In this paper, 
the mask size was set 51 x 51 dimensions. Assuming that matrix  contains  
the complex Gabor wavelet coefficients for one landmark. Each matrix A is  
concatenated into a single vector. A collection of the concatenated version of  
matrix  for one landmark is called a jet. Thus, assuming matrix  represent the 
Jet then,  = { J1, J2, ..., J40} contains the entire Gabor coefficient for one 
landmark. A bunch graph for an image is a collection of jets. Let matrix  
represent a bunch graph, then Matrix  = { N1, N2, ..., N7} will be used for  
similarity score calculation between images. 

4   Proposed System 

Fig. 2 shows the block diagram of Gabor based face recognition system. Seven 
landmarks as shown in Fig.1 (a) selected from face images are convolved with 
group of Gabor wavelets. Jets from each landmark were then collected together to 
create a bunch graph as face representation and will be use for matching task. 
Three systems will be tested.  
 

i. System A uses the jets magnitude information in matching task 
ii. System B uses the jets phase information in matching task 

iii. System C uses jets magnitude weighted by similarity of the phase  
between two different jets 

 

 

Fig. 2 Bunch graph face recognition system 
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4.1   Landmark Selection 

The landmark selection for training images was done manually. For testing image, 
three method of landmark selection were conducted. (i) The first method is by 
manually selecting landmark on the testing image. (ii) The second method is by 
using the mean coordinate from all training image landmark coordinates, _ 1 , , , … ,  (4) 

(iii) The third method is by using the mode coordinate from all training  
image landmark coordinate, _ , , , , …, ,  where M = total of training image, N = total landmark. 

4.2   Similarity Score 

For bunch graph similarity measurement, three similarity measurements are  
considered [4]; , ∑∑ ∑  (5) 

, ∑∑ ∑  (6) 

, ∑ cos∑ ∑  (7) 

Where G is number of wavelet coefficients in a jet, Ji is the magnitude of the jet 
and i is the phase angle. B and B’ are the jets for two different images. Equation 
(5) computes jet  similarity score using jet magnitude (System A), (6) computes jet 
similarity score using jet phase (system B), while (7) use magnitude weighted by 
similarity of the phase angle to compute jet similarity score (System C). To com-
pute the similarity score between two bunch graphs, (8) was used and N is total 
number of landmarks. 

 , 1 ,                   (8) 

4.3   Matching 

For the matching task, if the score ,  produced by (8), between the 
bunch graphs of a test image y and an image x in the training database is larger 



Fusing Facial Features for Face Recognition 569
 

than a given threshold , then images  and  are assumed to be of the same  
person. The scores produced by equation (7) were normalized so that 0, 1, and the threshold  value can be tune between 0 and 1. To 
measure the performance of the system, several performance metrics are used. 
These are: 
 

i. For Recall 
 Correct Classification. If a test image yi is correctly matched to an image 

xi of the same person in the training database. 
 False Acceptance. If test image yi is incorrectly matched with image xj, 

where i and j are not the same person  
 False Rejection. If image yi is of a person i in the training database but re-

jected by the system. 
ii. For Reject 
 Correct Classification. If yi, from the unknown test database is rejected 

by the program 
 False Acceptance. If image yi is accepted by the program. 

iii. Equal Error Rate (EER). Recall correct classification is equal to reject 
correct classification. 

4.4   Data Fusion 

 

Fig. 3 Block diagram of the fusion system 

Fig. 3 shows the block diagram of the fusion of system A, B, and C, mentioned in 
Sect. 4. The fusion decision stage is a module which is based on an OR operator 
shown in the Table 1. 

Table 1 Fusion Decision Rules 

System A  System B Fusion System  
output  

0  0  0  
1  0  1  
0  1  1  
1  1  1  



570 J.A. Dargham, A. Chekima, and E.G. Moung
 

4.5   Face Database 

A total of 500 images with frontal face of a person were selected from the FERET 
database. They represent 200 different individuals. 100 individuals are used for 
training & testing, and the other 100 different individuals are used for testing only. 
All the 500 selected FERET images were cropped to get only the desired face part 
of a person (from forehead to the chin). All images are adjusted so that both eyes 
coordinates of an individual are aligned in the same horizontal line and the dimen-
sion for each image is set to 60 x 60 pixels. Three images per individual will be 
used for training. Two testing databases were created. The first database, Known 
Test Database, has 100 images of the 100 persons in the training database. This 
database will be used to test the recall capability of the face recognition system. 
The second database, Unknown Test Database, has also 100 images of 100  
different persons. This database will be used to test the rejection capability of the 
system. 

5   Results and Discussion 

As stated earlier, the range of the similarity score can be between 0 and 1. The 
threshold also can be tuned so that the performance of the system can either have 
high correct recall with high false acceptance rate for application such as boarder 
monitoring or high correct rejection rate for unknown persons for application such 
as access control. For this work, the threshold tuning parameter was set so that the 
system has equal correct recall rate and correct rejection rate. Three landmark se-
lection criteria were tested and three systems were considered.  

 

 

Fig. 4 Recognition rate using magnitude, phase, and magnitude with phase 

 

Fig. 5 Recognition rate for data fusion. The ‘+’ sign means two or more systems were 
OR’ed. 
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Fig. 4 shows the performance of the system individually. The manual selection 
outperforms mean and mode selection. Comparing the two automatic selection 
(mean and mode), the mean outperforms the mode selection criteria for all three 
system. System A outperforms other systems generally. Fig. 5 shows that system 
fusion give better performance than single system. The selection method does not 
significantly affect the performance of the system. It gives better result when  
system A data were used in the fusion. The performance of our system is also 
compared with several methods that are based on bunch graph methods and use 
the same database as shown in Table 2. Our system performs better than both  
systems reported in [4] and [5] but lower than [3]. This may be due to the fact that 
[3] uses a precise jets extraction instead of just manually selecting a node on a 
face, thus creating a very detailed face graph with high precision as well designing 
the system specifically for in-class recognition task. 

Table 2 Comparison of several EBGM-based face recognition methods on FERET 
database. 

Methods  Recognition Rate  

Elastic Bunch Graph Method [3] 
 

98% 

EBGM  (automatic facial feature selection) [4] 89.8% 

Gabor wavelength selection based on Genetic 
Algorithm [5] 
 

91% 

Our proposed method 
Mean facial feature coordinate selection 
Mode facial feature coordinate selection 

 
94% (recall), 95% (reject) 
95% (recall), 95% (reject) 

6   Conclusion 

In this paper, a system that fuses the outputs of three systems is presented. These 
systems are based on the bunch graph method but one use magnitude of the jets, 
one use the phase, and last one used the magnitude with phase. Three methods for 
selecting the landmarks where the jets are generated are used.  It was found that 
selection method criteria did not significantly affect the performance of the system 
fusion. In addition, the manual selection gives the highest recognition rate fol-
lowed by the mean and mode methods. However, the output of the fusion system 
gives higher recognition rate than all system individually. 
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Hybrid Component-Based Face Recognition System 

Jamal Ahmad Dargham, Ali Chekima, and Munira Hamdan  

Abstract. Face recognition system is a fast growing research field because of its 
potential as an eminent tool for security surveillance, human-computer interaction, 
identification declaration and other applications. Face recognition techniques can 
be categorized into 3 categories namely holistic approach, feature-based approach, 
and hybrid approach. In this paper, a hybrid component-based system is proposed. 
Linear discriminant analysis (LDA) is used to extract the feature from each com-
ponent. The outputs from the individual components are then combined to give the 
final recognition output. Two methods are used to obtain the components, namely 
the facial landmarks and the sub-images. It was found out that the fusion of the 
components does improve the recognition rate compared to individual results of 
each component. From the sub-image method, it can be seen that as the size of the 
components get smaller, the recognition rate tends increase but not always. 

Keywords: component-based, face recognition, Linear discriminant analysis,  
image processing, grid. 

1  Introduction 

Face recognition system is a fast growing research field because of its potential as 
an eminent tool for security surveillance, human-computer interaction, identifica-
tion declaration and other applications. Face recognition techniques can be catego-
rized into 3 categories namely holistic approach, feature-based approach, and  
hybrid approach.  Principal component analysis (PCA) [1, 2] and linear discrimi-
nant analysis (LDA) [3, 4] are the common tools for global based techniques while 
elastic bunch graph matching [5] and local feature analysis (LFA) [6] are the 
common tool for as feature- based techniques. Some of these techniques has been 
modified or combined to develop hybrid face recognition technique [7, 8]. Hybrid 
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face recognition has gained significant interests in recent years due to its similarity 
to human’s capability to recognize a person [9]. Therefore, this technique is 
deemed as an ideal system and some recent publications based on this technique 
have achieved higher performance compared to the holistic and feature-based ap-
proaches [10, 11, 12, 13].  A particular topic that sparks an interest for this paper 
is the component-based method. In [14], an interesting concept of component-
based approach and LDA method was developed and showed a promising result. 
In this paper, a component-based system is proposed.  Two methods are used to 
obtain the components. The first method manually select facial landmarks such as 
eyes and nose as the components while in the second method, the face image is 
divided into equal-sized windows. Linear Discriminant Analysis (LDA) is applied 
to each component and the result is then fused to give the final recognition result. 
The paper is organized as follows: The next section, section 2, a brief description 
of LDA is given followed by a description of the proposed system in section 3. In 
section 4, a description of the database used for the experiments is given. In sec-
tion 5, the results and discussions are presented and finally section 6 concludes the 
paper. 

2  Linear Discriminant Analysis 

Linear discriminant analysis (LDA) is a popular technique for dimensionality re-
duction and simple classifiers in the reduced feature vector. Let P1, P2,…, Pc be 
the face classes in the database and let each face class Pi, i = 1,2,…,c has n facial 
images xj, j=1,2,…,n. The mean image μi of each class Pi is computed as: 
 

(1) 

 
Where n is the total number of training images for each class. 

Then the mean image μ of all the classes in the database is calculated as: 
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Where Ni is the number of images of the same person. The eigenvectors are calcu-
lated as: 

 w  λ w k = 1, 2, …, m (5)

Where w = eigenvector and  λ = eigenvalue. 
Note that there are at most c - 1 nonzero generalized eigenvalues, and so an  

upper bound on m is c - 1, where c is the number of classes and m is the number of 
Fisherface eigenvalue. In face recognition problem, the within-class scatter matrix 
SW is always singular. Fisherface method can overcome this problem by using 
PCA to reduce the dimension of the feature space to M – c where M is total  
training images, and then applying the standard LDA defined by (5) to reduce the 
dimension to c - 1. 

3  Proposed Method 

Fig. 1 shows the block diagram of the proposed system. The system has two  
phases, a training phase and a testing phase. Two types of components are used. 
The first type is facial landmarks such as nose, eyes, and mouth. The second is  
facial sub-images obtained by dividing the facial images into sub-images of equal 
sizes using fixed grid. 

 

 

Fig. 1 Block diagram of the system 

3.1  Facial Landmarks 

All the facial landmarks such as eyes, nose, and mouth are selected manually  
using a rectangular sized window from the mean face image as it represents  
general pattern of face images in the database. Fig. 2 shows an example of  
facial landmarks selection method. 

Assuming an image size of M x M along with nose component size of a x b, 
right eye component size of c x d is the left eye component size of f x g, and 
mouth component size of k x l. The components are selected based on mean face 
image.  Important points are selected so that each component contains feature that 
is required. Nose component is selected where a is the width of nostril and b is the 
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height of nose from nose tip to the brow level. c and f is determined by the width 
of each eyebrow.  The height d and g is determined by approximating half the 
height of the nose. As for the mouth component, k is selected from the corners of 
the mouth and l is determined from the line that connects the mouth corners to a 
point below the lip. 

 

 

Fig. 2 Facial landmark selection 

3.2  Facial Sub-Images 

Assuming the image size is M x M pixels and G is the number of equal sized  
sub-images the image will be divided into on each axis. The values of G, grid 
scale, considered in this work are {2, 3, 4, 5, 6, 8, 10, 12, 15, 16, 20, 24}. Since 
four sizes for images, 30 by 30, 60 by 60, 120 by 120, and 240 by 240 are used not 
all values of G are used for each image size. Only the values of G that divide the 
image into equal sized components are used for the given image size. The  
total number of components in an image is G2.  The value of G is inversely  
proportional to the size of the components. 

 

 

Fig. 3 Examples of the fixed grid when on images. 

3.3  Classification Criteria 

The following classification task will be used to determine recognition rate for this 
system. 
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For the image comparison task, Euclidean Distance measures are used, min | Ω Ω′ | 
Where    and Ω Feature Vector. 

All the Euclidean score were normalized to be in the range of 0 to 1. A thre-
shold t can be set between 0 and 1 where 0< t <1. If the Euclidean distance be-
tween test image y and image x in the training database d(x, y) is smaller than the 
threshold t then images y and x are assumed to be of the same person.  Whereas if   
d(x, y) > t, then the image does not belong to the database. To measure the per-
formance of the system, several performance metrics are used. These are: 

a) For Recall 
• Correct Classification. If a test image yi is correctly matched to an image 

xi of the same person in the training database. 
• False Acceptance. If test image yi is incorrectly matched with image xj, 

where i and j are not the same person  
• False Rejection. If image yi is of a person i in the training database but 

rejected by the system. 
b) For Reject 
• Correct Classification. If yi, from the unknown test database is rejected 

by the program. 
• False Acceptance. If image yi is accepted by the program. 
c) Equal Correct Rate (ECR). Recall correct classification is equal to reject 

correct classification. 

3.4  Data Fusion 

The recognition result from each feature vector obtained from training and testing 
database after the LDA process will be used as input for the fusion decision stage. 
The fusion decision stage is a module which is based on an OR gate operator 
shown in the Table 1. 

Table 1 OR gate fusion system 

A B Fusion System output 
0 0 0 
1 0 1 
0 1 1 
1 1 1 

4  Face Database 

A total of 500 images with frontal face of persons were selected from the FERET 
database. They represent 200 different individuals. 100 individuals are used for 
training and testing, and the other 100 different individuals are used for testing only. 
All the 500 selected FERET images were cropped to get only the desired face part of 
a person (from forehead to the chin). All images have been adjusted so that both 
eyes of an individual are aligned in the same horizontal line. The sizes of the images 
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are not predetermined since the system will load and resize these images according 
to the experiments. For this paper, image sizes of 30x30, 60x60, 120x120 and 
240x240 will be used. Each of the 100 persons in the training and testing database 
(Known Database) has four images. Three images will be used for training and one 
image will be used for testing. Fig. 2 shows an example of training and testing data-
base. The four images are of the same person. The three images on the left, Fig. 1(a), 
will be used for training while the image on the right, Fig. 1(b), will be used for test-
ing.  Two testing databases were created. The first database, known test database, 
has 100 images of the 100 persons in the training database. This database will be 
used to test the recall capability of the face recognition system. The second database, 
unknown test database, has also 100 images of 100 different persons. This database 
will be used to test the rejection capability of the system. 
 

 
                                                                          
 

    

                            (a)                                                (b) 

Fig. 4 Examples of known database where (a) are the training images and (b) is the testing 
image. 

5  Results and Discussions 

As stated earlier, two set of facial features were used. First, the facial landmarks 
such as eyes, nose and mouth were used as the features. Fig. 5(a) shows the equal 
error rate for the whole face as well as each of the facial landmarks. As can be 
seen from Fig. 5(a), the whole face gives substantially higher recognition rate than 
the individual facial landmarks. However, when the outputs of the systems using 
facial landmarks are fused together, the recognition rate improves significantly but 
still lower than the whole face as can be seen from Fig. 5(b). Thus, using the facial 
landmark for face recognition is not a viable solution but the concept of fusing the 
outputs of systems using different features is worth further investigation. 

 

   
                      (a)                                       (b) 

Fig. 5 (a) Equal correct recognition rate for whole face and facial landmarks components. 
(b) Recall and reject recognition rates for the fusion of components. 
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Second, the face sub-images were used as the features. As can be seen from 
Fig. 6, using different values of G does affect the recognition rate. The results 
suggest that the smaller the size of the facial sub-image the better the recognition 
rate tends to be.  
 
 

 

Fig. 6 Recall and reject rates for the fusion of the components for four size images. 

6  Conclusion 

In this paper, a component based system that fuses the components of the face  
image is presented. Two methods are used to obtain the components, namely the 
facial features components and the fixed grid position. This system uses LDA on 
the component images of the face. The FERET database is used for training and 
testing. It was found out that the fusion of the components does improve the rec-
ognition rate compared to individual results of each component. From the fixed 
grid method, it can be seen that as the size of the components get smaller, the  
recognition rate tends increase but not always.  
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A Mixed Pixels Estimation Method  
for Landsat-7/ETM+ Images 

Seiji Ito and Yoshinari Oguro  

Abstract. In this paper, the estimation method of the mixed pixel for satellite im-
ages has been proposed. A mixed pixel consists of several categories and the aim 
of this study is to estimate the mixture ratios of the categories.  The filter of 
neighborhood pixels had been proposed. In this paper, the optimal filter coeffi-
cients have been considered in detail.  

Keywords: Mixed pixel estimation, Landsat-7ETM+, Filter of neighborhood 
pixel. 

1  Introduction 

Satellite images recognition methods had been proposed[1],[2], but the errors of 
land cover classification have been generated around the edge of categories espe-
cially. A mixed pixel which includes the multiple categories is one of the error 
factors. All remotely sensed images include the mixed pixels, particularly the 
middle or low resolution images include the more mixed pixels. The several pa-
pers had proposed mixed pixels estimation methods[3]-[6]. The nonlinear model 
and the filter of the neighborhood pixels had been proposed at our research[7]. 
The aim of this paper has been considered about the optimal filter coefficients. 

2  The Proposed Method 

2.1  The Mixed Pixel Model 

Mixed pixels include the components of the multiple categories. There are many 
mixed pixels around the edges of categories. In this paper, two categories have 
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been estimated; "Vegetation" and "Non-vegetation". The mixed pixel of band i 
(I(i)) is given as follows: 

( ) ( ) ( ) 0aiIaiIaiI nnvv ++=
                       

(1) 

where, av and an are the mixture ratio of the "Vegetation" and "Non-vegetation" 
respectively, a0 is a constant, Iv(i) and In(i) are the representative values of the 
each category on band i respectively. The aim of this paper is replaced to the esti-
mation of av and an from Eq.(1). The mixed pixel model has to be considered 
about the several objects reflection in a pixel. Eq.(1) means that reflection in a 
pixel are simply added of the two different object reflection, but the overlap of 
several reflections is complex. The nonlinear model had been proposed as this eq-
uation: 

( ) ( ) ( ) ( ) ( ) 0aiIiIaiIaiIaiI nvvnnnvv +++=
               

(2) 

where, avn  is the nonlinear term coefficient. ( ) ( )iIiIa nvvn
 is the considered inte-

raction of the two objects reflection. Other nonlinear terms are considered; indi-
rectly reflection by atmosphere or cloud, multiple reflection between two objects 
or atmosphere. In this paper, we select only the nonlinear term in eq.(2), since it is 
difficult to describe all of above physics phenomenon by a mathematical model 
and the mixture ratios cannot be estimated by the several terms mathematically. 

In order to estimate av, an and avn, “Vegetation” has been regarded as the mix-
ture of “Forest” and “Grass”, “Non-vegetation” has been regarded as the mixture 
of “Building”,  “Soil” and “Water”. The mixture ratios of av and an have been es-
timated from Iv(i) and In(i) by the method of least squares. If the mixture ratio 
takes more than 100% or negative, then the mixture ratio has been trimmed into 
100% or 0% respectively. 

2.2  The Filter of the Neighborhood Pixels 

The mixture ratios that have been estimated using the mixed pixel model are mod-
ified using the neighborhood pixels filter. In the case of Landsat-7 ETM+[8], the 
filter size is 7 x 7 pixels[7], since object reflection has an effect until 90m[9]. 
Modification quantities ev, en of the estimated av, an by the nonlinear model are 
given by 
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where, (p,q) is the neighborhood pixel, N is the number of neighborhood pixels, 
( ) ( )qp

n
qp

v aa ,, ,  are mixture ratios of “Vegetation” and “Non-vegetation” respective-

ly. ( )qp,α  is the filter coefficients of (p,q), and the filter coefficients correspond to 
the Euclidian distance from target pixels as shows Fig.1.  The mixture ratios are 
corrected by the following equations 
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Hiroshima city has several rivers, and it is an area adjacent to sea and moun-
tains. The size of the image is 1600 x 2000 pixels. Evaluation pixels have been se-
lected around Hiroshima Nishi Airport and Sanyo Express way because these 
areas do not change much with time.  

In the estimation of the nonlinear model, Iv(i) has been calculated by the 5% steps 
from the pure pixels of Forest and Grass. The pure pixels are considered as averages 
in the 10 pixels which extracted manually from the image. In(i) has been calculated 
similarly. Iv(i) and In(i) have 21 or 231 patterns respectively. All the patterns have 
been simulated and the optimal mixture ratios at the nonlinear model have been se-
lected the minimum error of the I(i) from the estimated av and an, and the pixel data. 

In the modifying by the filter of the neighborhood pixels, we have simulated 
the four patterns filters (Fig.4) about the quantities of the filter coefficients; Gauss, 
Line, Elpsup (ellipse upper) and Elpsdown (ellipse down) types. Filter coefficients 
of the four patterns are shown in Table1. Where, a suffix number of the type name 
is sum of filter coefficients. In the case of “Line_100”, it means Line type and one 
to one relation between target pixel and neighborhood pixels. We have considered 
that the optimal filter coefficients decrease concave down type such as Elpsup 
type by Fig.2. For the purpose of comparison, we select the three types. 

Mixture ratios in the evaluation pixel have been obtained by using high resolu-
tion images (QuickBird-2 images) on Google Earth. Quantitative evaluations have 
been regarded as a correlation coefficient and gradient of regression line on a cor-
relation diagram of evaluation data and simulation results. 

Fig.5 shows the correlation diagrams of five simulations (four types filters and 
without the filter). “Elpsup_100” is the best result in the five simulations, since the 
correlation coefficients of  “Elpsup_100” are the highest and the regression lines’ 
gradients of “Elpsup_100” is the nearest to 1 from Fig.5. Therefore, we have 
shown that the filter coefficients should be spherically set with the distance from 
the target in the simulation data. 

 

 

Fig. 4 Four kinds of filter coefficients. 

Table 1 The filter coefficients of four types (%). 
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Phoneme Recognition Using Support Vector 
Machine and Different Features 
Representations 

Rimah Amami, Dorra Ben Ayed, and Noureddine Ellouze  

Abstract. Although Support Vector Machines (SVMs) have been proved to be 
very powerful classifiers, there performance still depending on the features  
representations which they used. This paper describes an application of SVM to 
multiclass phoneme recognition using 7 sub-phoneme units and different features 
representations as MFCC, PLP and RASTA-PLP. The phoneme recognition sys-
tem is tested and experimentally evaluated using speech signals of 49 speakers 
from TIMIT Corpus in order to find the adequate feature coefficient for our pho-
nemes databases. The experimental results show that, MFCC and PLP are signifi-
cantly superior and get better recognition rates than RASTA-PLP (52% vs. 29%). 

Keywords: Phoneme Recognition, SVM, Kernel Tricks, MFCC, PLP, Rasta-PLP. 

1   Introduction 

Recently Support Vector Machines (SVMs) have been the core of most Automatic 
Speech Recognition (ASR) systems due to their inherent discriminative learning 
and generalization capabilities [1]. SVMs are effective discriminant classifiers by 
maximizing the error margin. They have the advantage of being able to deal with 
samples of a very higher dimensionality. Besides, instead of only minimizing the 
empirical risk, they also try to minimize the structural risk in purpose to achieve 
good generalization [2]. Nevertheless, to use them in a problem of speech recogni-
tion, some limitations must be overcome. The successful application of SVMs to 
the ASR is inherently constrained by features which represent the phonemes in the 
database.  

                                                           
Rimah Amami ⋅ Dorra Ben Ayed ⋅ Noureddine Ellouze 
Department of Electrical Engineering, ENIT 
Ecole Nationale d’Ingénieurs de Tunis, Tunisia 
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Our goal is to investigate the adequate features representations to SVM. This 
paper describes a multiclass phoneme recognition task based on SVMs and differ-
ent features coefficients such as MFCC, PLP and RASTA-PLP. The phoneme  
database will be split into 7 units which forms our sub-phoneme databases. 

This paper is structured as follow: In section 2, the learning algorithm SVM is 
briefly introduced; the work conditions and experiments are described in section 3 
and 4. The results of the phonemes recognition are presented in section 5. 

2   Overview of SVM 

SVM was introduced by Vladimir Vapnik on 1995 [1] [3]. However the current 
standard approach (soft margin) was proposed by Vladimir Vapnik and Corinna 
Cortes in 1995[4].  

The SVM approach consists of constructing one or several hyperplanes in order 
to separate the different classes. Nevertheless, an optimal hyperplane must be 
found. A hyperplane is defined as follows [5]: 

{ }
0

0
,
max min : , ( ) 0, 1d T

i
iw w

Arg x x x w x w i m− ∈ + = = …                   (2.1) 

Vapnik and Cortes defined an optimal hyperplane as the linear decision function 
with maximal margin between the vectors of the two classes, see figure 1. The 
margin is determinated by the training examples which are called support vectors 
(SVs). Those SVs are the training examples close to the separation hyperplane and 
which have, after solving  the quadratic programming problem, a non zero lagran-
gian (Lagrange multipliers) [6]. 
 

 
 
 
 
 

 
 
 

Fig. 1 An example of a linear SVM in a 2 dimensional space 

In Figure 1, the SVs of the first class are colored red while the SVs of the 
second class are in blue. 

Whereas, in our case we proceed with a multiclass classification, therefore the 
training examples are not linearly separable in a finite dimensional space. That’s 
why, a much higher-dimensional space was proposed instead of the original finite-
dimensional space, so as to make the separation between the different classes 
possible. 

In the other side, for constructing a nonlinear SVM, Vapnik and al. [7] suggest 
to apply the kernels tricks in purpose to maximum-margin hyperplanes. In this 

Margin 

Hyperplane 
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work, the Platt’s Sequential Minimal Optimization (SMO) method [8] was used 
which allows a fast SVM training and with a fairly high number of samples [9]. 
Besides, it solves the quadratic programming problem that SVM occurs. 

3   Choice of Features Representations  

In the speech recognition filed, the feature extraction is considered as the greatest 
important denominator of all recognition systems. It converts the speech wave-
form to a set of parametric representation. In fact, those features are used for fur-
ther analysis and processing in order to improve the system outcomes. Hence, we 
have used different feature extractor such as MEL frequency cepstral coefficients 
(MFCC), Perceptual Linear Prediction (PLP) and Relative Spectral     Transform - 
Perceptual Linear Prediction (RASTA-PLP) in order to compare them and so find 
the optimal feature representation for our data.  

3.1   MFCC 

Mel-frequency cepstral coefficients (MFCC) are derived from a type of cepstral 
representation. They are frequently used as feature in speech and speaker recogni-
tion. Davis and Mermelstein [10] were the first who introduced in 8O’s the MFCC 
concept for automatic speech recognition. The main idea of this algorithm consid-
er that the  MFCC are the cepstral coefficients calculated from the mel-frequency 
warped Fourier transform representation of the log magnitude spectrum. 

The Delta and the Delta-Delta cepstral coefficients are an estimate of the time 
derivative of the MFCCs. In order to improve the performance of speech recogni-
tion system, an improved representation of speech spectrum can be obtained by 
extending the analysis to include the temporal cepstral derivative; both first (delta) 
and second (delta-delta) derivatives are applied [11][12]. Those coefficients have 
shown a determinant capability to capture the transitional characteristics of the 
speech signal that can contribute to ameliorate the recognition task. 

3.2   PLP 

Perceptual Linear Prediction (PLP) is a hybrid of DFT and LP, an acronym for li-
near predictive, techniques proposed by Hynek Hermansky [13]. In fact, PLP 
analysis is computationally efficient and yields a low-dimensional representation 
of speech signal. PLP algorithm is based on the short-term spectrum of speech. It 
modifies the short-term spectrum of the speech by several psychophysically based 
transformations. 

3.3   RASTA-PLP  

Relative Spectral Transform - Perceptual Linear Prediction (RASTA-PLP) is also 
a popular speech feature representation. PLP was originally proposed by Hynek 
Hermansky as a way of warping spectra to minimize the difference between 
speakers while preserving the important speech information [13]. RASTA is a 
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Analysis spectrum 

separate technique that applies a band-pass filter to the energy in each frequency 
subband in order to smooth over short-term noise variations and to remove any 
constant offset resulting from static spectral coloration in the speech channel [14]. 

4   Experimental Setup 

4.1   Introduction to Phonology 

In a spoken language, a phoneme is the smallest phonologically meaningful units 
of a particular language or dialect. They are a sound pronounced in one or differ-
ent ways which serves to distinguish between meanings of words. In fact,  
phonemes are perceived differently. Thus, they are subdivided into different 
groups. In this study, we split the phonemes into 7 groups shown in table 1. 

Table 1 The sub-phoneme units  

Sub-Phonemes Units 

Vowels [/aa/ /ae/ /ah/ /ao/ /aw/ /ax/ /ax-h/ /axr/ /ay/ /eh/ /er/ /ey/ /ih/ /ix/ /iy/  /ow/ 
/oy/ /uh/ /uw/ /ux/] 

Semivowels [/l/ /r/ /w/ /y/ /hh/ /hv/ /el/] 

Stops [/b/ /d/ /g/ /p/ /t/ /k/ /dx/ /q/ /bcl/ /dcl/ /gcl/ /pcl/ /tcl/ /kcl/] 

Other stops [/pau/ /epi/ /h#/  

Nasals [/m/ /n/ /ng/ /em/ /en/ /nx/] 

Affricates [/ch/ /jh/] 

Fricatives [/s/ /sh/ /z/ /zh/ /f/ /th/ /v/ /dh/] 

4.2   Phoneme Recognition Architecture 

The architecture of our recognition system consists of: (1) conversion from speech 
waveform to spectrogram (2) spectrogram to MFCC/PLP and RastaPLP spectrum 
using the adequate analysis (3) segmentation of the phoneme database to 7 sub-
phoneme  databases (4) initiate the phoneme recognition task  using the nonlinear 
SVM approach, see figure 2. 
 
 

 

             (1)       (2)        (3)        
                                                 

                                      

                                                               
Fig. 2 Phoneme Recognition Process  

Recognition rates 

  Spectrogram 7 sub-phoneme units 

Recognition task with SVM and RBF kernel 

Speech waveform 

(4) 
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This work was done using LibSVM toolbox [15]. The goal was to find the suit-
able feature representation for our data. To evaluate those techniques, we used the 
dialect region DR1 (New England) from TIMIT corpus [16].  Moreover, for the 
nonlinear SVM approach, we choose the RBF (Gaussian) Kernel trick, this choice 
was made after a previous study done on our datasets with different kernel tricks 
(Linear, Polynomial, Sigmoid). There are several ways to carry out a multiclass 
SVM classification. In the current work we use the “one-against-one” method [15] 
and the voting strategy. As the classification performance of SVMs is mainly  
affected by its model parameters particularly the Gaussian width Gamma and the 
regularization parameter C, we set, for all experiments, gamma as a value within 
1/K where K is the number of features and C as value within 10, see table 2. 

Otherwise, for the recognition we used a training datasets to get the SVMs 
model and so the support vectors. A test datasets was used for classification. 
Hence, each phoneme was labeled by the number of class to which it belongs. Fur-
thermore, the input speech signal is segmented into frames of 16 ms with optional 
overlap of 1/3~1/2 of the frame size. Actually, If the sample rate is 16 kHz and the 
frame size is 256 sample points, then the frame duration is 256/16000 = 0.016 sec 
= 16 ms.  Additional, if the overlap is 128 points, then the frame rate is 16000/ 
(256-128) = 125 frames per second. Each frame has to be multiplied with a ham-
ming window in order to keep the continuity of the first and the last points in the 
frame [17]. If the signal in a frame is denoted by s (n), n = 0…N-1, then the signal 
after Hamming windowing is s (n)*w (n), where w (n) is the Hamming window 
defined by: 
 

                              ( , ) (1 ) cos(2 / ( 1))w n a a a pn N= − − −                           (4.2) 

 
Moreover, each phoneme has a feature vector which contains 36 coefficients in-
cluding first delta (Delta) and second delta (Delta-Delta). Indeed, the choice of the 
feature extractor was made in view of the fact that, those coefficients are the most 
known and used in pattern recognition researches. 

Table 2 Summary of Experiments conditions 

Method SVM 

Gamma 0.027 

Cost 10 

Kernel trick RBF 

Frames 3 Middle Frames 

Corpus TIMIT 

Dialect  New England 

Frame rate 125 

Features number  36 
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5   Experimental Results 

One of the fondamental denominator of all recognition system is the feature repre-
sentations used since all of the information necessary to distinguish phonemes is 
preserved during the feature extraction. So, if during the feature extraction there is 
important information loss, the performance of the following recognition stage 
will be inherently deteriorated which will affect the system outcome. 

To evaluate the performance of each feature representation, the SVM classifier 
was trained on 7 sub-phoneme databases. A performance comparison is presented 
through table 3 and 4. 

As can be seen from table 3, the MFCC and PLP outperforms the Rasta-PLP 
coefficients in terms of misclassification (test error) rates and in terms of runtime 
(training and testing). Additionally, MFCC and PLP for vowels recognition  
perform similarly (52%). Meanwhile, PLP outreach slightly MFCC with a recog-
nition rates up within 2% to 9% (i.e. 54% Vs 63%) 

In fact, Rasta-PLP leads to lowest recognition rates compared with the others 
representations used. The variation of results with MFCC in Rasta-PLP domain 
range from +2 to +32% except for the Otherstops datasets where the error rate de-
crease within 5%. 

Meanwhile, the variation with PLP representation range from +12% and +30%, 
see table 2. 

Table 3 Error rates on the test sets 

 

Features 

 

Sub- Database 

ER*: Error Rates (%)        ET**: Execution Time (s) 

MFCC PLP Rasta-PLP 

ER* ET** ER* ET** ER* ET** 

Vowels 48 80,65 48 78,25 71 113,50 

Semivowels 21 8,02 23 6,75 53 12,16 

Stops 56 54,68 51 55,59 63 100,73 

Other stops 20 2,74 17 2,67 14 3,61 

Nasals 46 6,63 37 6,51 51 11,89 

Affricates 28 0,12 31 0,09 30 0,09 

Fricatives 29 8,91 26 9,36 56 13,34 

 
Furthermore, as is shown in table 3, the results with MFCC and PLP  

coefficients are very close and they leads to a significantly lower error rates in 
comparison with  Rasta-PLP  representation. Indeed, the accuracy of our phoneme 
recognition system improved when PLP and MFCC features were used. 
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Based on tables 3 and 4, the variation of error rates can be explained by the fact 
that some phonemes are difficult to be recognized. Thus, the accuracy of the  
system recognition was widely affected which leads to drop its performance  
i.e. the error rates of 11 vowels phonemes, among 20 vowels phonemes,  
exceeds 50%. 

Table 4 The fifteen most common errors (%) 

 MFCC PLP Rasta-PLP 

/aa/ 49 29,95 97 

/ux/ 93 70 90 

/aw/ 100 83 100 

/uh/ 100 100 100 

/el/ 94 96 100 

/pcl/ 96 77 100 

/em/ 100 100 100 

/en/ 100 100 100 

/pau/ 100 100 100 

/zh/ 100 100 100 

/tcl/ 88 38 71 

/th/ 84 85 100 

/ng/ 100 100 100 

/nx/ 100 100 95 

/gcl/ 81 64 88 

 
As seen in table 4, the most difficult phonemes to be recognized are /pau/, /zh/, 

/em/, /en/, /ng/, nx/, /aw/ and /uh/ for all experiments. On the other hand, pho-
nemes /h#/, /n/ produced excellent recognition rates within 90%. 

Despite, the similarity of the results based on MFCC and PLP features, the  
error rates with PLP coefficients are a little inferior. The variation range from 2% 
to 8%.  Even the runtime of both features is very close. 

6   Conclusion 

The aim of the study was to investigate if the feature representation utilized has an 
impact on the system robustness?  In this paper, a phoneme recognition based on a 
multiclass SVMs approach is presented. To evaluate our system recognition, we 
used several representations such as MFCC, PLP and Rasta-PLP. The results  
produced by our system demonstrate that the performance of MFCC and PLP 
coefficients outperforms the Rasta-PLP coefficients with less misclassification 
rates and runtime. Additionally, using MFCC and PLP features, the system  
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recognize different set of phonemes most properly and achieve a better overall 
performance. Otherwise, in all experiments, the Rasta-PLP feature provides the 
lowest recognition rates. The comparison of PLP with MFCC shows only minor 
differences which indicate the possibility of combining these features in order to 
improve the overall performance. 

However, the problem is still open as no approach is both fast and accurate 
enough to be an efficient recognition system. Besides these, the use of boosting 
methods to further improve phoneme’s recognition rates can be investigated.  
Currently, some experimental results on pattern recognition filed shows that 
Boost-SVM has much better performance than SVM on unbalanced problems. 
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Localization Systems for Older People in Rural 
Areas: A Global Vision 

L. Martín, I. Plaza, M. Rubio, and R. Igual  

Abstract. Location applications can be considered promising tools to improve 
the quality of life for the elderly. They remove architectural barriers, promote 
independence and social inclusion and increase personal autonomy. This work 
presents a review of the status of location systems thought the analysis of sever-
al research projects, patents and commercial products. The obtained conclusions 
are completed with the direct opinions of the users in rural area. Data were col-
lected through several workshops with elderly people and caregivers from Te-
ruel (Spain). The results will provide a basis for researchers, developers and 
manufactures to discover strengths, weakness and needs that should be met at 
the future in order to improve the location systems for the elderly in rural areas. 

1   Introduction 

According to the latest population projections, in 2025, women and men of 
working age will account for a smaller proportion of population in the EU [1]. In 
this context of aging, the Information Technology and Communications can be a 
great help. For instance, mobile devices could improve the quality of life (QoL) 
components for seniors [2]. Specifically, location applications can be considered 
promising tools to improve the quality of life for the elderly: They remove  
architectural barriers, promote independence and social inclusion and increase 
personal autonomy [3]. Thus this work presents a review of the status of locators 
to identify strengths, weakness and shortcomings of this technique, as well as, 
get a perspective on technology trends and a future vision. This work will help 
developers, researchers and manufacturers to obtain a global vision about oppor-
tunities that locators offer to improve the quality of life of the elderly in rural 
area.  
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2   Information Collection 

State of the Art on Location Systems 

This work presents a review of the status of location systems thought the analysis 
of several research projects, patents and commercial products: 

1. Location applications for dependent people in research projects. It is not diffi-
cult to find different research project paying attention to location applications. 
Without wishing to be exhaustive, several projects have been chosen: a) focus-
ing on locator for elderly or disabled people and b) research projects with  
access to published papers: CAALYX: Complete Ambient Assisted Living  
Experiment [4], LifeMap [5], Localization of a wheelchair [6], Localization of 
people with mental illness [7], and RFID System for the new hospital La Fe [8]. 
From a technological point of view, different tecnologies can be identified. 
Five are particularly worthy of mention: GPS, WiFi, GSM, RFID and ZigBee. 
A subsequent study of these specific technologies using specialized texts  
(articles, books…) leads to discover other new technologies that can be used in 
the location field. Specifically, the following technologies were incorporated in 
the initial list: WiMAX, Bluetooth, UWB and Ultrasound. Thus, the study leads 
to eight technologies that can be classified depending on person happens to be: 
inside or outside.  

2. Patents about location systems to dependent people. In order to obtain a global 
vision, patents should be consulted. Focusing on location, public databases en-
able to find out a high number of them. However the quantity quickly decreases 
if the criteria are limited to the topics of this study, and more specifically, to 
potential users of the application. Nine patents have been selected to be ana-
lysed in this study: Infrared personnel locator system [9], Locator device [10], 
IR/IF locator [11], Personal locator system [12], Anytime/anywhere child loca-
tor system [13], Apparatus and method for locating missing persons, animals 
and objects [14], Shoes for personal location [15], System for locting an alz-
heimer´s patient [16], and Alzheimer´s patient tracking system [17]. 

3. Commercial products. To obtain a realistic global vision of the state of loca-
tions systems, the commercial products should be also considered. In this way, 
it will be possible to know the real application of research and development 
projects. Moreover, this analysis will enable to detect strengths and weak-
nesses. Eleven devices were found and compared: GPS- GLOBAL P100 [18], 
GPS- GLOBAL P200 [18], GLOBAL VEGA [18], “KERUVE” [19], S-911 [20], 
SILOVE 4, SPHERA-Mobile [21], AEROTEL GEOSPEEKER [22], ALARES  
N-CARD [23], BEN and PEOPLE TRACKUSA [24]. 

User´s Point of View in a Rural Area 

To complete the conclusions obtained in the previous section with the direct opi-
nions of the users in a rural area a fieldwork was developed in Teruel (Spain). The 
fieldwork was developed with fifty-eight persons, aged between 39 and 90 years. 
Specifically, 23.73% of the participants were under 65 years versus 76.27% higher 
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than 65 years. In this way, it also was possible to incorporate the opinion and in-
formation from caregivers (under 65 years old). 

3   Conclusions 

The review of the state of locator systems for dependent people leads to a high 
number of technologies that could be used in this kind of applications. But only 
several technologies are mainly used in patents and commercial products. Thus, it 
is possible to conclude that real devices do not take advantage of all the technolo-
gical possibilities. GPS could be considered the best option for outdoor environ-
ment. However, systems should work inside and outside without lead to high 
costs. ZigBee and WiFi are usually used in these two environments, either inde-
pendently or in mixed technological solutions. The use of IEEE 802.16 standard 
(WiMAX) in rural villages can be considered as an incipient line of work that 
should be raised in the following years. 

According the date recollected through workshops, devices or systems designed 
to improve Safety, Security and Health are appreciated. Global systems to inte-
grate location functionalities with other features should be considered. To prevent 
rejection of technology, the number of mobile devices for the elderly should be 
minimized and their usability improved. The application of open philosophy (open 
hardware and software) could facilitate the adaptation and tailoring process.  

Despite the substantial body of projects and products, there is still the need to 
incorporate specific training actions and special support to the elderly as an impor-
tant part of the technological solutions. This is a new detected opportunity for the 
future.  
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A Maritime Piracy Scenario for the n-Core 
Polaris Real-Time Locating System 

Óscar García, Ricardo S. Alonso, Dante I. Tapia, Fabio Guevara,  
Fernando de la Prieta, and Raúl A. Bravo  

Abstract.  There is a wide range of applications where Wireless Sensor Networks 
(WSN) and Multi-Agent Systems (MAS) can be used to build context-aware sys-
tems. On the one hand, WSNs comprise an ideal technology to develop sensing 
systems, as well as Real-Time Locating Systems (RTLS) aimed at indoor envi-
ronments, where existing global navigation satellite systems, such as GPS, do not 
work correctly. On the other hand, agent technology is an essential piece in the 
analysis of data from distributed sensors and gives them the ability to work  
together and analyze complex situations. In this sense, n-Core Polaris is an indoor 
and outdoor RTLS based on ZigBee WSNs and an innovative set of locating and 
automation engines. This paper describes the main components of the n-Core  
Polaris system, as well as a proposed scenario where n-Core Polaris can be used  
to support boarding and rescue operations in maritime piracy environments.  

Keywords:  Wireless Sensor Networks, Real-Time Locating Systems,  
Multi-Agent Systems, Maritime Piracy. 

1   Introduction 

Wireless Sensor Networks (WSNs) are used for gathering the information useful 
to build context-aware environments, whether in home automation, industrial  
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applications or smart hospitals [1]. Nevertheless, the information obtained by 
Wireless Sensor Networks must be managed by intelligent and self-adaptable 
technologies to provide an adequate interaction between the users and their  
environment. In this sense, agents and Multi-Agent Systems (MAS) [2] comprise 
one of the areas that contribute expanding the possibilities of Wireless Sensor  
Networks. 

One of the most interesting applications for WSNs is Real-Time Locating  
Systems (RTLS). Although outdoor locating is well covered by systems such as 
the current GPS or the future Galileo, indoor locating needs still more develop-
ment, especially with respect to accuracy and low-cost and efficient infrastructures 
[3]. Therefore, it is necessary to develop RTLSs that allow performing efficient 
indoor locating in terms of precision and optimization of resources. In this sense, 
the use of optimized locating techniques allows obtaining more accurate locations 
using even fewer sensors and with less computational requirements [3]. 

For these reasons, Nebusens and the BISITE Research Group of the University 
of Salamanca have developed n-Core Polaris, an innovative indoor and outdoor 
Real-Time Locating System based on ZigBee WSNs and agent technology so that 
information gathered by WSN nodes is managed by intelligent agents with reason-
ing mechanisms [4] [5]. The new n-Core Polaris exploits the potential of the n-
Core platform [4], a hardware and software platform intended for developing and 
deploying easily and quickly a wide variety of WSN applications based on the 
ZigBee standard [6]. n-Core Polaris is an especially useful tool in environments 
where it is needed to locate people or assets in real-time with a fast deployment, 
such as natural or nuclear disasters. This paper proposes a maritime piracy scena-
rio where n-Core Polaris can be applied. This scenario consists of a RTLS that can 
be deployed to support maritime boarding and rescue operations. This way, the 
system will support special corps when performing rescue operations that  
involve a hostile boarding. In this regard, the system will provide them with  
real-time information, facilitating the coordination of the operation and avoiding 
casualties. 

The rest of the paper is structured as follows. The next section explains the 
problem description, as well as the research areas involved in the development of 
the n-Core Polaris RTLS. Then, the main characteristics of the innovative n-Core 
Polaris system are described. After that, a case study where the n-Core Polaris  
system is proposed to be applied to fight against maritime piracy is depicted.  
Finally, the conclusions and future lines of work are presented. 

2   Problem Description 

In recent years, the problem of maritime piracy has become worryingly  
well-known all over the world due to attacks against fishing ships and oil tankers 
in Indian Ocean’s waters near Somalia coast [7]. These attacks imply substantial 
human, social and economic costs for the fishing and merchant countries due to 
military expenses, ransoms, as well as the reduction of the international commerce 
and fishing. In this regard, the use of technology can help civilian and military 
personnel both at sea and at ground to face emergency situations, reducing  
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drastically the costs derived from an eventual rescue intervention, as well as the 
expenses in preventive measures. 

Nevertheless, technology should help users to perform surveillance and rescue 
tasks without distracting them. In addition, technology should increase the know-
ledge about the environment by users, have a steep learning curve, as well as be 
non-invasive, context-aware, efficient and inexpensive. Some of the research areas 
and technologies proposed in this work to fight against maritime piracy are  
Wireless Sensor Networks, Multi-Agent Systems and Real-Time Locating  
Systems. 

One of the most important technologies used to provide context-awareness for 
systems and applications is Wireless Sensor Networks (WSN) [1]. Context-aware 
technologies allow civil and military developments to automatically obtain infor-
mation from users and their environment in a distributed and ubiquitous way. The 
context information may consist of many different parameters such as location, the 
ambient status (e.g., temperature), vital signs (e.g., heart rhythm), etc. Sensor net-
works need to be fast and easy to install and maintain. In this regard, Wireless 
Sensor Networks are more flexible and require less infrastructural support than 
wired sensor networks, existing plenty of technologies for implementing WSNs, 
such as RFID, UWB, ZigBee, Wi-Fi or Bluetooth [1]. 

Moreover, the information obtained by WSNs can be managed by intelligent 
and self-adaptable technologies to provide an adequate interaction between the us-
ers and their environment. In this sense, the development of agents is an essential 
piece in the analysis of data from distributed sensors and gives them the ability to 
work together and analyze complex situations, thus achieving high levels of inte-
raction with humans [2]. Furthermore, agents can use reasoning mechanisms and 
methods in order to learn from past experiences and to adapt their behavior ac-
cording to the context [8]. 

Tracking the real-time position of people and assets can make the difference in 
a maritime piracy scenario. One of the most interesting applications for WSNs is 
Real-Time Locating Systems (RTLS). Real-Time Locating Systems can be cate-
gorized by the kind of its wireless sensor infrastructure and by the locating tech-
niques used to calculate the position of the tags (i.e., the locating engine). This 
way, there is a combination of several wireless technologies, such as RFID, Wi-Fi, 
UWB and ZigBee, and also a wide range of locating techniques that can be used to 
determine the position of the tags. Among the most widely used locating  
techniques we have signpost, fingerprinting, triangulation, trilateration and  
multilateration [3] [9] [10]. 

3   The n-Core Polaris Real-Time Locating System 

n-Core Polaris is an innovative indoor and outdoor Real-Time Locating System 
based on the n-Core platform that features a tested accuracy, flexibility and  
automation integration [4] [5] [11]. The new n-Core Polaris is based on the n-Core 
platform, also developed by Nebusens and BISITE, taking advantage of the set of 
features of the n-Core Sirius devices and the n-Core Application Programming  
Interface [4]. 
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The n-Core platform is based on the IEEE 802.15.4/ZigBee international  
standard, which operates in the 868/915MHz and 2.4GHz unlicensed bands. Un-
like Wi-Fi or Bluetooth, ZigBee is designed to work with low-power nodes and al-
lows up to 65,534 nodes to be connected in a star, tree or mesh topology  
network [6]. The n-Core platform consists of several modules, fully integrated 
among them, which provide all the functionalities of the platform. 

At the hardware level, the n-Core platform provides a set of radio-frequency 
devices, called n-Core Sirius A, Sirius B and Sirius D. Each n-Core Sirius device 
includes an 8-bit RISC (Atmel ATmega 1281v) microcontroller with 8KB RAM, 
4KB EEPROM and 128KB Flash memory and an IEEE 802.15.4/ZigBee 2.4GHz 
(AT86RF230) or 868/915MHz (AT86RF212) transceiver, and several communi-
cation ports (GPIO, ADC, I2C, PWM and UART through USB or DB-9 RS-232) 
to connect to distinct devices, such as computers, sensors and actuators [4]. 

At the software level, all n-Core Sirius devices are provided with a specific 
firmware that offers all its functionalities. This way, developers do not have to 
write embedded code. They can either simply configure the devices functionalities 
from a specific tool or write high-level code using the n-Core Application Pro-
gramming Interface (API) from a computer. n-Core also offers through this API 
different modules/engines to develop specific applications, including an automa-
tion engine (for controlling sensors and actuators), a locating engine (includes  
innovative algorithms to calculate the position of any n-Core device) and a data 
engine (for transmitting general-purpose data frames among devices). 

Therefore, the wireless infrastructure of n-Core Polaris is made up of a set of n-
Core Sirius devices. In the n-Core Polaris RTLS, n-Core Sirius B devices are used 
as tags, while n-Core Sirius D devices are used as readers (i.e., position refer-
ences). This way, n-Core Sirius B devices are carried by users and objects to be 
located, whereas n-Core Sirius D devices are placed throughout the environment 
to detect the tags. Finally, n-Core Sirius A devices are used to connect sensors and 
actuators through their communication ports. 

Figure 1 (left) shows the basic architecture of the n-Core Polaris RTLS. The 
kernel of the system is a computer that is connected to a ZigBee network formed 
by n-Core Sirius devices. That is, the computer is connected to an n-Core Sirius D 
device through its USB port. This device acts as coordinator of the ZigBee net-
work. The computer runs a web server module that offers the innovative locating 
techniques provided by the n-Core API. On the one hand, the computer gathers the 
detection information sent by the n-Core Sirius D devices acting as readers to the 
coordinator node. One the other hand, the computer acts as a web server offering 
the location info to a wide range of possible client interfaces. In addition, the web 
server module can access to a remote database to obtain information about the us-
ers and register historical data, such as alerts and location tracking. 

The operation of the system is as follows. Each user or object to be located in 
the system carries an n-Core Sirius B acting as tag. Each of these tags broadcasts 
periodically a data frame including, amongst other information, its unique identifi-
er in the system. The rest of the time these devices are in a sleep mode, so that the 
power consumption is reduced. This way, battery lifetime can reach even  
several months, regarding the parameters of the system (broadcast period and 
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transmission power). A set of n-Core Sirius D devices is used as readers through-
out the environment. The broadcast frames sent by each tag are received by the 
readers that are close to them. This way, readers store in their memory a table with 
an entry per each detected tag. Each entry contains the identifier of the tag, as well 
as the RSSI (Received Signal Strength Indication) and the LQI (Link Quality Indi-
cator) gathered from the broadcast frame reception. Periodically, each reader 
sends this table to the coordinator node connected to the computer. The coordina-
tor forwards each table received from each reader to the computer through the 
USB port. Using these detection information tables, the n-Core API applies a set 
of locating techniques to estimate the position of each tag in the environment. 
These locating techniques include signpost, trilateration, as well as an innovative 
locating technique that takes into account different confidence levels when esti-
mating the distances between tags and readers from the detected RSSI values (due 
to multipath effects, some detected RSSI intervals are less reliable than others). 

 

 

Fig. 1 The Web Services based architecture of the n-Core Polaris RTLS. 

Then, the web server module offers the location data to remote client interfaces 
as web services using SOAP (Simple Object Access Protocol) over HTTP  
(Hypertext Transfer Protocol). Figure 1 (right) shows a screenshot of the web  
client interface. This client interface has been designed to be simple, intuitive and 
easy-to-use. Through the different interfaces, administrator users can watch the 
position of all users and objects in the system in real-time. Furthermore, adminis-
trators can define restricted areas according to the users' permissions. This way, if 
a user enters in an area that is forbidden to him according to his permissions, the 
system will generate an alert that is shown to the administrator through the client 
interfaces. In addition, such alerts are registered into the database, so administra-
tors can check anytime if any user violated his permissions. Likewise, administra-
tors can query the database to obtain the location track of a certain user, obtaining 
statistical measurements about its mobility or the most frequent areas where it 
moves. 

Furthermore, users can use one of the general-purpose buttons provided by the 
n-Core Sirius B devices to send an alert to the system. Similarly, administrators 
can send alerts from the system to a user or a set of users, which can confirm the 
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reception using other of the buttons. The system not only provides locating fea-
tures, but also scheduling and automation functionalities. The system can be easily 
integrated with a wide range of sensors and actuators using the variety of commu-
nication ports included in the n-Core Sirius A devices. By means of the automa-
tion engine provided by the n-Core API, the n-Core Polaris system can schedule 
automation tasks, as well as monitor all sensors in the environment in real-time. 

4   Proposed Scenario 

This section describes a case study where the n-Core Polaris RTLS is proposed to 
be applied to fight against maritime piracy and illegal traffic. The system proposed 
in this case study consists of a Real-Time Locating System that can be deployed to 
support maritime boarding and rescue operations. In this scenario, the main objec-
tive is to avoid casualties, as well as avoid ransom payments and discourage fur-
ther hijackings. As n-Core Polaris can be deployed in just few minutes throughout 
the area of interest and works properly indoors achieving an indoor accuracy with 
just 1m error [4] [5] [11], these features make it suitable for military applications 
where is required to monitor the position of people and objects in real-time and 
with minimal installation and deployment times. 

 

 

Fig. 2 Schema of the n-Core Polaris RTLS in a boarding and rescue scenario. 

Figure 2 shows the basic schema of n-Coe Polaris running in a boarding and res-
cue scenario. Each member of the rescue military troops carries an n-Core Sirius B 
device so that the system can locate him in a certain area at all times, both indoors 
and outdoors. In addition, some soldiers can carry additional n-Core Sirius B  
devices to be used as tags by civilians. This way, soldiers put an additional n-Core 
Sirius B device on each civilian, activating it to be tracked by the system. Likewise, 
some soldiers carry a set of n-Core Sirius D devices to be placed as additional  
beacons in the environment and acting as distances references in the system. 
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Fig. 3 Multi-Agent System and reasoning mechanisms in the boarding and rescue scenario. 

Furthermore, there is an n-Core Sirius A device acting as coordinator node in 
the system and that can be carried by a soldier or by a boat close to the rescue 
area. This n-Core Sirius A device is connected to a GPS receiver to obtain its 
global position as the main reference. In addition, this device is connected to a  
remote control center through a military radio-frequency or satellite link. The  
remote control center runs a Multi-Agent System that includes reasoning mechan-
isms and makes use of the locating techniques provided by the n-Core API, as can 
be seen in Figure 3. The remote control center gathers the detection data sent by 
the n-Core Sirius D acting as readers to the coordinator node. 

5   Conclusions and Future Work 

Piracy and illegal traffic imply human, economic, social and political costs. In this 
sense, it is necessary to apply non-invasive, context-aware, efficient and inexpen-
sive technology to minimize these costs. Systems based on Multi-Agent Systems, 
Wireless Sensor Networks and Real-Time Locating Systems can give support to 
military and civil authorities to deal with these problems. There are different  
wireless technologies that can be used on RTLS. The ZigBee standard offers in-
teresting features over the rest of technologies, as it allows the use of large mesh 
networks of low-power devices and the integration with many other applications. 

In this regard, the n-Core Polaris RTLS could provide an important competitive 
advantage to applications where it is necessary to gather sensing data, automate 
tasks and know the location of people or objects. Amongst its multiple application 
areas are the healthcare, the industrial or the agricultural sectors, as well as those 
related to security. Its optimal indoor and outdoor functioning makes n-Core Pola-
ris flexible, powerful and versatile solutions. 

Regarding its performance, the n-Core Polaris indoor locating system has been 
awarded as the winner of the first international competition on indoor localization 
and tracking, organized by the Ambient-Assisted Living Open Association 
(AALOA) [11]. These results demonstrate that n-Core Polaris is a robust system 
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suitable to be used in indoor environments and that can locate users and assets 
with up to 1m accuracy without interfering in the daily-life of people.  

Future lines of work include obtaining ideas from specialized military and civi-
lian users to get feedback and improve the proposed case study. Then, it will be 
performed a detailed analysis and design process to develop and deploy prototypes 
to test performance and get additional feedback. 

Acknowledgments. This project has been supported by the Spanish Ministry of Science 
and Innovation (Subprograma Torres Quevedo). 
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A Serious Game for Android Devices to Help 
Educate Individuals with Autism on Basic First 
Aid 

Zelai Sáenz de Urturi, Amaia Méndez Zorrilla, and Begoña García Zapirain  

Abstract. Within the group of individuals with autism, we can find a certain num-
ber of people who interact well with mobile devices and other types of technology. 
To improve their knowledge on first aid, the main aim was to create an application 
composed of a set of Serious Games oriented towards first aid education: i.e. how 
to handle specific situations, basic knowledge about healthcare or medical special-
ties… all employing the use of current technologies such as Smartphones or  
Tablets, specifically running the Android operating system. Not only technologi-
cal results have been investigated, but also feedback was taken from opinions and 
experiences by both users and specialists taking part in the practical validation and 
testing of the application. 
 
Keywords: autism, First Aid education, Serious Games for health, Android. 

1   Introduction 

Autism is not a disease; it is a syndrome, a cluster of symptoms that characterize a 
degenerative disorder of the bio-psycho-social. This disability is a developmental 
disorder, permanent and profound, and significantly affects and alters the areas of 
communication, social interaction and behavior. Often these symptoms are ac-
companied by abnormal behavior, such as activities and interests of repetitive and 
stereotypical rocking movements, and an unusual obsession towards objects or 
events [1]. 

Appears during the first three years of life and it will drastically limit the life of 
the person who has it besides causing significant stress in the family [2].  
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Studies in North America, Europe and Asia have identified individuals with 
autism with an approximate prevalence of 0.6% to over 1% [3]. A recent study 
in South Korea (May 2011) [4] reported a prevalence of 2.64%, i.e. 1 child out 
of every 38 suffers it. There have also been estimates that between 1 in 88  
and 1 in 240 with an average of 1 in 110 children in the United States have  
autism [5]. 

The percentage of individuals who have sufficient capacity to live independent-
ly (or partially independent) is relatively low, and most of them require a great 
help throughout life. But it’s established, that if they receive appropriate resources 
and support, are able to co-exist into society properly, improving their quality of 
life, and acquiring a greater degree of autonomy. 

Due to these reasons, this study aims to improve quality of life of individuals 
with autism and enhance autonomy as much as possible through the use of the lat-
est technologies in mobile devices such as smartphones and tablets, implementing 
Serious Games [6]. 

The computer games have been increasingly mediated via mobile devices, such 
as smartphones, tablets and other touch-based devices. One of the main advantag-
es is that they allow users to use multi-touch and gestures to receive rapid device 
feedback. 

Studies suggest that computer-assisted instruction incorporating multimedia 
elements, and particularly, visually-rich elements, can be used to engage and  
effectively teach children with autism [7-9]. 

The Serious Games have been designed so that, besides their pure entertain-
ment value, they convey relevant ideas or messages about various aspects not  
related to the gaming industry. A Serious Game is associated with the education 
and learning of new concepts and skills, but can also works as training and simula-
tion of various activities of real life. In other words, a serious game should have an 
evident connection between the real and virtual world, and a purpose beyond the 
scope of just playing a video game. 

The project will be aimed at individuals with autism themselves (who study or 
work) and people who work with them, such as psychologists, instructors, assis-
tants and family members.  

These specialists will be provided with objective reporting of activities through 
a single web application. This kind of information will help them to achieve great-
er influence on people with this disability. 

2   Objectives 

The overall objective of this project is to create an application composed of  
several Serious Games oriented towards first aid education, minor diseases, and 
knowledge of medical specialties, using Android operating system. 
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This general approach can be broken down into several specific objectives, as 
described below: 

1. Develop a "Serious Game” aimed at learn how to deal with first aid situations 
in a fun and dynamic way. 

2. Identify and evaluate a range of objective variables such as: the movements 
made by the user, the level of success or the time needed. 

3. Design an interface that suits the needs of the autistic population, making use of 
ICT, specifically through the use of touch-enabled mobile devices such as 
smartphones and tablets. 

4. Promoting e-inclusion: equal opportunities for access and participation of 
people with autism in the Information Society. 

For the accomplishment of these goals and due to ethical constraints, consent 
forms were signed by the parents of all children participating in the experiment. 

3   The Application 

The architecture used to develop the application is a three-layer one. The main 
goal of the architecture is the segmented design, which separates the logical layer 
from the business layer. This means that tasks can be divided in order to work 
comfortably by levels, abstracting some levels from others and coming up with a 
big scalability and modifiability. 

3.1   Architecture Description 

The three layers are described below: 

• Presentation Layer. The various multimedia elements making up the applica-
tion are situated in this layer. They display and capture the user information in 
order to deliver it to the business layer. 

• Business Layer. This layer houses the internal logical needed to provide core 
functionality of the mini-games. Having an independent business layer provides 
great adaptability to the application because it allows the incorporation of new 
mini-games to this Serious Game without compromising other system compo-
nents. Each mini game is independent, although they can easily communicate 
between them. 

The resulting information is sent to be displayed in the presentation layer, on 
the phone screen, or to be used in concurrence with the database, to store all the 
data generated during the last session. 

• Database Layer. This layer is made up of the database manager, which will 
back up the business layer in the storing and data-obtaining processes. In the 
database some parameters will be stored like the name of the user, the actual 
date and hour, the number of right and wrong combinations, time needed… etc. 
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3.2   Description of Mini-Games/Activities 

At the beginning of each mini game, the user will be asked to enter the name (like 
a login method) which will be referenced in the final report. They can also choose 
a picture from an avatar (an image from a girl, boy, a person who wears glasses, 
an student or worker) which identifies them during gameplay. 

The application consists of two sets of mini-games: 

• 1. Order the sequences (see Fig. 2): 

It consists of ordering sequences of previously scrambled images being di played 
at the top of the screen. In order to guess the correct sequence, they can simply 
touch the images on the screen in the order they desire. The current order selected 
by the user will be shown in the bottom portion of the screen. 

These sequences are related to various aspects of first aid such as: what to do 
when you get a cut, headache or what to do to call a doctor or to prevent a bur. All 
the pictures have a little explanation down. 

The player will have a limited time to solve as many sequences as possible and 
get a good score. If the order is right, the user will carry on with more difficult se-
quences and finally he will obtain his score. 

The user playing (or his/her instructors) can choose whether or not to include a 
time limit. The inclusion of this constraint should depend on the kind of person 
who is playing in the specific session, their autism grade and his/her level of stress 
while playing.  

Upon completion of this activity and after storing the appropriate parameters in 
the database, a new report associated with that user will be generated. This report 
will state the most important data, i.e. everything which is necessary to help the 
family members or psychologists to know what sequences the user has difficulty 
understanding or interpreting. 

• 2. Images association and medical specialties (Fig. 3) 

In this game you are playing: 
• To identify the roles of people in a hospital using the color of uniforms 

they are working in. 
• To identify a medical specialty, by choosing which area of the body that 

it deals with. 
• How to move inside a hospital or a health center identifying the indica-

tions inside. 

The user will have to choose between different pictures, which appear randomly 
on the screen, which one has the correct association, by tapping the corresponding 
images. As in the other activity, choosing the right answer will lead to more diffi-
cult associations and the user can choose whether or not to include a time-limit. 
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3.3   Description of the Final Report 

This part of the application is aimed at instructors or family members of a specific 
user. The main objective of this module is to show those people the continuous 
evolution of the users.  

For the design of this module the MVC (Model View Controller) architectural 
pattern has been proposed. A web page has been created showing a table, with all 
the usernames that have played, will load. The names displayed here are identical 
to the ones input by the user at the start of the application. Each name is presented 
in the form of a link, and clicking it will cause data to be show regarding that spe-
cific user: i.e. date, total time, number of the failed sequence, number of errors in 
each sequence, total errors, time to resolve each sequence…etc. In addition, to 
prevent unauthorized access, an access control module has been added to the  
page. 

4   Results 

This section describes the results obtained in two facets: technical results and the 
feedback received from the user satisfaction questionnaires completed by the pilot 
users and experts. 

• Test Execution 

The users chosen by the experts to participate in the evaluation were 10 children 
and adults, both male and female. 

All people who participated in the pilot demonstrated the ability to perform ac-
tivities independently. However during testing, monitors were there to assist test-
ers in case of problems. 

Testing was performed using a smartphone and two tablets (with 7” and 10” 
screens). 

• Technical Results 

Individuals with autism are involved in different situations in their daily life, the 
game shows most of the typical ones. 
 
 

     

Fig. 2 Playing with the 1st mini-game              Fig. 3 Image from the 2nd mini-game 
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Whenever the user starts an activity, he is given instructions on how to play, af-
ter which the training exercise starts. The instructions are presented in the form a 
set of videos with additional written explanations, which the users are able to un-
derstand with ease.  

• Satisfaction Results 

The opinions from the instructors were sought in a simple personal interview, in 
which they were asked the following questions, answering on a scale from 1 to 5.  

Table  Instructors questionnaire 

QUESTION SCORE (average) 

1- Did you enjoy using the tool? 3,0 

2- Was the user interface easy to use for individuals with 
autism? 

4,0 

3- The instructor can easily understand the report? 3,5 

4- Is a good idea to use text and images in the video tuto-
rials? 

3,2 

 
After the test, participants answered several questions, and following data were 

obtained: 

• 70% of them prefer multi-touch screen to a screen with keyboard. 
• 60% like using tablets with big screens instead of smartphones. 
• 20% don’t like to play with games or use smartphones/tablets. 

5   Conclusions 

The presented game is a project with real applications aimed at the collective of 
individuals with autism who has a high degree of independence. 

When designing interfaces for learning games, developers should 1) not assume 
that individuals with autism have the same preferences as most people or 2) that 
autistics children are a “type,” with rigidly defined characteristics. Autism is a 
spectrum disorder, which means that while affected individuals may show com-
mon learning challenges and strengths, they will do so to varying unique degrees. 

The application has proved that it is possible to enrich and increase the educa-
tion/therapy impact through the introduction of information and communication 
technologies. 

Individuals with this disorder have accepted the mobile devices well, but the re-
sults are even better with the tablets because of their larger size. 

After the experiment and the evaluation of the project, the following benefits 
can be underlined: 
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• Social Benefits: 
• The concept therapy is changed by game concept, to improve the children 

motivation [10]. 
• With educational games, individuals with autism feel more relax doing the ac-

tivities.  
• Medical Benefits: 
• The application collects some parameters relevant to the therapy, which per-

mits an objective evaluation of learning/therapy process.  

Specialists have recently been demanding that Serious Games of this kind be in-
cluded in their daily practice because they provide a more recreational vision on 
activities assessing and measuring the progress of certain therapies. 

This paper reflects only the first results. In the nearby future it will increase the 
number of people with autism who use the application and users will be extended 
to other groups. 
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User-Independent Human Activity
Recognition Using a Mobile Phone:
Offline Recognition vs. Real-Time
on Device Recognition

Pekka Siirtola and Juha Röning

Abstract. Real-time human activity recognition on a mobile phone is pre-
sented in this article. Unlike in most other studies, not only the data were
collected using the accelerometers of a smartphone, but also models were
implemeted to the phone and the whole classification process (preprocessing,
feature extraction and classification) was done on the device. The system is
trained using phone orientation independent features to recognize five every-
day activities: walking, running, cycling, driving a car and sitting/standing
while the phone is in the pocket of the subject’s trousers. Two classifiers
were compared, knn (k nearest neighbours) and QDA (quadratic discrim-
inant analysis). The models for real-time activity recognition were trained
offline using a data set collected from eight subjects and these offline re-
sults were compared to real-time recognition rates. Real-time recognition on
the device was tested by seven subjects, three of which were subjects who
had not collected data to train the models. Activity recognition rates on the
smartphone were encouracing, in fact, the recognition accuracies obtained are
approximately as high as offline recognition rates. The real-time recognition
accuracy using QDA was as high as 95.8%, while using knn it was 93.9%.

1 Introduction and Related Work

Human activity recognition using wearable sensors, such as accelerometers,
has been widely studied during the recent 20 years. Despite several years
of study and promising recognition results, not many commercial products,
besides pedometers, exploiting these results are available. There are some
exceptions, however, such as Polar Active [14] and ActiGraph [1], which can
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be used to detect the intensity of the activity. Nevertheless, in overall, it
seems that companies and people have not been willing to spend money on
technology enabling activity recognition. Now, things are about to change:
Smartphones are sold more and more every year (smartphone shipments:
2009: 169 million, 2010: 295 million [18]). Smartphones include a wide range of
sensors, such as accelerometers, magnetometers, gyroscopes, and GPS, all of
which are sensors used for activity recognition in the past studies. Therefore,
people already have the technology enabling activity recognition and mobile
application stores (AppStore, Nokia Store, Android Market, etc.) can be used
to distribute activity recognition applications directly to end-users.

Human activity recognition using accelerometers has been carried out in
various studies, such as [2, 4, 20, 21]. These studies were done using ac-
celerometers build for research use. Therefore, based on these results, it is
not straightforward to build a commercial product. There are also some
articles where activity recognition using mobile phones has been studied
([3, 11, 13, 16, 19, 22]). In each of these studies, the data is collected us-
ing a mobile phone and the activity recognition is done afterwards on PC,
based on collected data. Thus, the activity recognition algorithms are not
implemented on the phone, and the classification is not done in real-time on
a mobile phone as in our study.

An activity recognition system running purely on a smartphone is pre-
sented in [6]. The presented system can be trained on the device and it also
does the classification in real-time on the device. The recognition is based
on features calculated using geometric template matching and support vec-
tor machine (SVM) is used as a classifier. Unfortunately, the article does
not include recognition rates: thus, the evaluation of the system is difficult.
However, the smartphone application is available from Android Market. The
system described in [10] can also be found from Android Market. It seems
to recognize activities with high accuracy, but all the features used are not
orientation independent.

Activity recognition using mobile phones has some limitations. Because
smartphones are expensive products, people do not want to carry a phone
while performing activities where there is a danger to break it. Therefore,
it is not necessary to recognize most of the sports activities such as play-
ing football or swimming. Thus, this study concentrates on recognizing five
everyday activities, walking, cycling, running, idling (=sitting/standing) and
driving/riding a car, using the mobile phone accelerometers. Although the
latest smartphones are equipped with processors enabling huge calculation
capacity, the activity recognition algorithms must nevertheless be light. The
mobile phone can be running several applications simultaneously and the
activity recognition algorithms are not allowed to use the whole processing
power, nor disturb other applications. Therefore, the recognition must be
done using light methods.

The paper is organized as follows: Section 2 describes sensors and data
sets. Section 3 introduces the techniques and methods used in this study.
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Models trained using offline data and their accuracy are presented in
Section 4. Section 5 evaluates the accuracy of the activity recognition based
on models trained using offline data, when detection is done in real-time on
a mobile phone. Finally, conclusions are discussed in Section 6.

2 Data Set

The data were collected using a Nokia N8 smartphone [12] running Sym-
bianˆ3 operating system. N8 includes a wide range of sensors: tri-axis ac-
celerometer and magnetometer, two cameras (12 MP and 0.3 MP), GPS,
proximity sensor, compass, microphones and ambient light sensor. Still, only
the tri-axis accelerometer was used in this study to detect activities. The
sampling frequency was set to 40Hz.

The models used in this study were trained based on activity data collected
from eight healthy subjects. The trousers’ front pocket was fixed as the phone
placement, but the subject was allowed to determine whether the phone was
placed in the left or right pocket. The participants performed five different
activities: walking, running, cycling, driving a car, and idling, that is, sit-
ting/standing. The total amount of the data collected was about four hours.
These activities were selected because normal everyday life consists mainly of
these five activities. Walking and running are different from the other three
because everyone has a personal walking and running style. Other activities
are not personal, for instance, while cycling, the movement trajectory is pre-
defined. Therefore, the models to recognize walking and running are most
challenging to train.

The real-time classification was tested by seven subjects, three of whom
were subjects whose data were not used to train the recognition models. These
subjects carried the phone in their trousers’ front pocket and performed from
one to five activities.

The training data were collected by subjects whose age varied from 25 to
34 years (average 29 years) and height from 1.65 to 1.90 metre (average 1.78
metre) and real-time classification was tested by subjects whose age varied
from 27 to 34 years (average 30 years) and height from 1.65 to 1.90 metre
(average 1.75 metre). They performaed activies outside the laboratory. Sub-
jects walked inside and outside, mainly on flat surface but also in a staircase.
Streets where subjects walked, run, drove a car, and cycled were normal tar-
mac roads, and the route and speed were determined by subjects themselves.
Partly the same roads were employed in offline and real-time tests. The roads
used for collecting driving a car data included motorways, as well as roads
at the city center. Idling consists mostly of office working but includes also
standing.
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3 Activity Recognition

In this study, two different activity recognition classifiers were compared:
quadratic discriminant analysis [8] (QDA) and k nearest neighbours [5] (knn).
In addition, the recognition was performed using two different settings: (1)
offline recognition, to compare different features, classifiers and to evaluate
models for online recognition, and (2) online recognition on the device, to
test the models in realistic real-life conditions. In both cases, the raw data
were processed in the same way to obtain comparable results.

Preprocessing and feature extraction: The purpose of this study was
to develop a user-independent activity recognition method that runs purely
on a smartphone and gives accurate recognition results also when the system
is used in non-laboratory conditions. The recognition was supposed to work
when the mobile phone is placed in the trousers’ front pocket. However, the
mobile phone can lay on the pocket in numerous different orientations. There
are two ways to eliminate the effect of the orientation: (1) by recognizing the
orientation of the phone, or (2) by eliminating the orientation information.
On the other hand, the orientation is impossible to recognize using only ac-
celerometers. Therefore, the effect of orientation had to be eliminated. In the
preprocessing stage, the three acceleration channels were combined as one
using square summing to obtain the magnitude acceleration, which is orien-
tation independent. Moreover, the orientation of the phone has limitations,
the screen or the back of the phone is always against the user’s leg when the
phone is in the pocket. Therefore, it was tested if features extracted from
a signal where two out of three acceleration channels were square summed
would improve the classification accuracy.

The online activity recognition was done using a sliding window technique.
The signals from the sensors were divided into equal-sized smaller sequences,
also called windows. From these windows, features were extracted and finally
the classification of the sequences was done based on these features. In this
study, the windows were of the length of 300 observations, which is 7.5 sec-
onds, because the sampling frequency was 40Hz. In offline recognition, the
slide between two sequential window was 75 observations, while in online
recognition, the slide was set to 150 observations. To reduce the number of
misclassified windows, the final classification was done based on the majority
voting of the classification results of three adjacent windows. Therefore, when
activity changes, a new activity can be detected when two adjacent windows
are classified as a new activity. For instance, if the slide is 150 observations,
a new activity can be detected after 450 observations, which is around eleven
seconds if the sampling rate is 40Hz.

The total number of 21 features were extracted from magnitude acceler-
ation sequences. These features were standard deviation, mean, minimum,
maximum, five different percentiles (10, 25, 50, 75, and 90), and a sum and
square sum of observations above/below certain percentile (5, 10, 25, 75, 90,
and 95). The same features were also extracted from the signals where two
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Fig. 1 The decition tree obtained to recognize the type of activity.

Table 1 The results of offline recognition using QDA.

True class /
predicted
class

idling walkingcycling driving running

idling 94.3% 1.2 % 0.3 % 4.2 % 0.0 %

walking 1.0 % 95.6% 2.3% 0.0 % 1.3 %

cycling 0.4 % 3.4 % 94.3% 1.9 % 0.0 %

driving 3.7 % 0.0 % 2.2 % 94.2% 0.0 %

running 0.0 % 0.0 % 0.0 % 0.0 % 100.0%

out three acceleration channels were square summed together. It was noted
that the combination of x and z axis signal channels improved the classifica-
tion most. Therefore, from each window, the total number of 42 orientation
independent features were extracted, 21 features from the magnitude accel-
eration signal and 21 features from the signal where x and z were square
summed.

The classification result was obtained using the decision tree presented
in Figure 1, which classifies activities using a two stage procedure. In the
first classification stage, a model is trained to decide if the studied subject
is currently active (walking, running or cycling) or inactive (driving a car or
idling). In the second stage, the exact activity label is obtained. One model
has to be trained to classify an active activity as walking, running or cycling,
and the other to classify an inactive activity as idling or driving.

The models were trained offline using the collected data. These models
were implemented to a smartphone and also used in online tests. To com-
pare different classifiers, the classification was performed using two different
classification methods, knn and QDA. The most descriptive features for each
model were selected using a sequential forward selection (SFS) method [7].
QDA classifiers were trained using the whole training data set, similar to knn
classifier for the offline recognition. However, because of the limited compu-
tational power of the smartphone, the activity recognition on the device was
performed using only a limited number of randomly chosen instances from
training data.
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Table 2 The results of offline recognition using knn.

True class /
predicted
class

idling walkingcycling driving running

idling 94.5% 1.1 % 0.0 % 4.3 % 0.0 %

walking 1.0 % 90.2% 8.5% 0.0 % 0.3 %

cycling 0.3 % 1.7 % 94.6% 3.4 % 0.0 %

driving 4.2 % 0.0 % 2.1 % 93.8% 0.0 %

running 0.0 % 0.4 % 0.0 % 0.0 % 99.6%

4 Model Training and Offline Recognition

The purpose of the offline recognition is to build and test accurate models
that can later be implemented on a mobile phone to enable user-independent
real-time recognition of the activities on the device. Models were trained for
knn and QDA classifiers based on the data collected from eight persons.

Results: To obtain reliable user-independent results, the training was per-
formed using the leave-one-out method, so that each person’s data in turn
was used for testing and the other seven sequences were employed for model
training. The results are shown in Tables 1 and 2.

Discussion: The offline recognition results show that both classifiers,
QDA and knn, enable accurate results. The average classification accuracy
using QDA is 95.4%, while knn enables an accuracy of 94.5%. It should be
noted, however that this difference is not statistically significant according
to paired t-test. Also, each of the five activities are recognized with high
accuracy.

5 Real-Time Experiments on Device

An activity recognition application for Symbianˆ3 devices was build using
Qt [15] programming language. Every Nokia phone running a Symbianˆ3
operating system has the same kind of accelerometers, and therefore, the re-
sults presented in this section can be obtained using any Nokia Symbianˆ3
phone. The application uses the activity recognition models that were trained
using the data presented in Section 2. It should be noted that offline recog-
nition employing knn uses the whole training data set to recognize activities
from the test data, making the classification process complex. As mantioned
before, because of the limited computational power of the smartphone, the
recognition on the device was performed using only a limited number of ran-
domly chosen instances from training data. In this study, eight instances from
each activity per subject were chosen as instances of knn-based recognition



User-Independent Human Activity Recognition 623

model. QDA -based real-time classification results were obtained using the
very same models used in offline recognition.

The purpose of the application is to make the user conscious of how much
and what kind of functional exercise he/she does daily and weekly by show-
ing real-time activity statistics. The application also shows the period of
time since the person’s most recent active period. It is important to note
that the application does not require any data transfer to phone or from
phone, everything is done on the device: preprocessing, feature extraction
and classification.

Results: The application and the real-time classification were tested by
seven persons carrying Nokia N8 smartphone on their trouser’s front pocket.
Three of these were different from the eight subjects that collected the data
for training the recognition models. The recognition results are shown in
Tables 3 and 4. Both classifiers were running on the device in parallel; thus,
the results are comparable.

Discussion: The real-time experiment showed that the application and
models are running smoothly on the device. When activity recognition is
done using QDA classifier, the application uses under 5% of the CPU’s
(680Mhz ARM11 processor) capacity. Therefore, the application can be em-
ployed alongside other applications, such as games. In addition, the recogni-
tion rates on the device are around as high as offline. The average recognition
rate using QDA is 95.8%, while using knn it is slightly lower, 93.9%. Accord-
ing to paired t-test, this difference is not statistically significant, however.

Online recognition was tested by subjects (subjects 1, 2 and 3) whose data
was not used for training as well as subjects (subjects 4, 5, 6 and 7) whose
data was used for training. In both cases, the average recognition rate is high.
However, there are two cases where user-independent classification has not
succeed very well. Walking activity of Subject 1 was recognized only with the
rate of 65.6% when QDA is used as a classifier and cycling of Subject 3 using
knn was recognized correctly only in 76.3% of the cases. In both cases, cycling
and walking were mixed together. It seems that inner class variation of these
activities is too low causing misclassification. As mentioned above, walking is
one of the most difficult activities to recognize user-independently, because
every subject has a personal walking style. In addition, not the whole training
data were used to train the knn model to keep to recognition process light,
which may have caused the weak recognition rates with Subject 3’s cycling
activity. In overall, the recognition on the device works well, however. It
seems that the first phase of the recognition, where observations are classified
as active or inactive, appears to work almost perfectly. Therefore, to make
recognition more accurate, the second phase of the classification should be
improved.

The models used in online recognition are user-independent and it also
seems that they are ”car-independent”. Two different cars were used in the
data collecting phase. Although during the online test, subjects 1 and 2 used
a car not used to train the models, the recognition rate is still high. On the
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Table 3 The results of online recognition on device using QDA.

Subject /
Activity

idling walkingcycling driving runningtotal

Subject 1 98.5% 65.6% 95.7% 99.6% 91.5% 90.2%

Subject 2 99.9% 97.6% 91.2% 88.5% 99.2% 95.3%

Subject 3 99.9 % 96.7 % 91.3% – 99.8% 96.9%

Subject 4 – – – 87.2% – 87.2%

Subject 5 98.2% 99.3% 97.6% 98.1% 99.9% 98.6%

Subject 6 99.9% 96.0% 93.8% – 99.9% 97.4%

Subject 7 99.9% 99.8% 98.1% – 99.9% 99.4%

Table 4 The results of online recognition on device using knn.

Subject /
Activity

idling walkingcycling driving runningtotal

Subject 1 91.5% 99.9% 89.2% 91.4% 87.2% 91.8%

Subject 2 99.9% 99.9% 93.7% 87.8% 92.4% 94.7%

Subject 3 76.3% 99.9% 89.6% – 92.8% 89.7%

Subject 4 – – – 97.6% – 97.6%

Subject 5 95.6% 99.9% 89.5% 89.4% 97.9% 94.5%

Subject 6 94.1% 99.9% 93.8% – 99.9% 96.9%

Subject 7 83.3% 99.8% 98.1% – 99.9% 95.3%

other hand, to make sure that the models are car-independent, more tests
should be carried out using different cars and road conditions.

In the real-world scenario, accurate cycling recognition is challenging, be-
cause while cycling, subjects tend to just taxi at times so they do not pedal
constantly. Therefore, it is a matter of opinion if one concludes these events
as cycling or not. This sort of situation was tested and it seems that these
events are classified as driving a car. This is logical because both events cause
quite similar vibrations due to the roughness of the road.

6 Conclusions

Orientation independent real-time activity recognition of five everyday activ-
ities using a mobile phone was introduced in this study. The whole classifica-
tion process, including preprocessing, feature extraction, and classification,
was done on the device. Recognition accuracies were tested using two clas-
sifiers (knn and QDA). User-independent models for online recognition were
trained offline using a data set collected by eight subjects. Using these models,
the recognition rates on the device are around as high as offline. In the offline
case, the average classification accuracy based on the data used to train the
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models using QDA is 95.4%, while knn enables an accuracy of 94.5%. While
performing online recognition on the device, the average recognition rate us-
ing QDA is 95.8%, while using knn it is slightly lower, 93.9%. However, in
some cases, user-independent real-time recognition results on the device are
not as high as expected. In order to achieve more accurate online results with
every subject, the training data should contain more variation. Now it seems
that in some cases the models for online recognition are build using too ho-
mogeneous a data set, and therefore, the models are not as good as they could
be. Nevertheless, the results are encouraging. Moreover, activity recognition
application runs smoothly on the device. It uses under 5% of CPU capacity
when QDA is employed as a classifier; thus, other applications can be run
alongside.

Real-time recognition on the device was only tested by predefined five ac-
tivities and not when the subject is doing something else. Null-data recogni-
tion is not included in this study, and therefore, such activities cause incorrect
classifications. Thus, to improve the accuracy of the application, null-activity
recognition should be included. Also building a behavior recognition system
based on the activity recognition results could reduce the number of misclas-
sifications. In addition, it should be tested how different trousers affect the
results, now every test subject was wearing jeans.

The presented activity recognition application is not body position inde-
pendent. The system is trained to recognize activities when the phone is
placed to the subject’s trousers’ pocket. Although trousers’ pockets are the
most common place to carry a phone [9], especially among males, a body posi-
tion independent approach should be considered. Body position independent
recognition is naturally more difficult than position dependent, and therefore,
most likely the recognition rates would not be as high as the ones presented
in this study.

Although, the recognition accuracy on the device is excellent, there are still
some remaining issues. The application uses too much battery and, therefore,
even lighter methods should be used. For instance, the sampling frequency
could be reduced to half or the number of required classifications could be
reduced by using periodic quick-test [17]. However, even now without memory
and processing power optimization, the battery of Nokia N8 lasts over 24
hours while the application is running at the background.

In this study, everything except model training is done on the device.
Other option would be to send the accelerometer data to the server, perform
the classification process there and send the results to a mobile phone. In
this case, calculation capacity would not be an issue, but on the other hand,
privacy issues should be handled. Moreover, data transfer is not free and
can cause exceptionally high costs, especially when the mobile phone and
application are used abroad.
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Implementing a Spatial Agenda in Android
Devices

C.N. Ojeda-Guerra

Abstract. Smartphone are becoming common in everyday’s life. They provide new
possibilities as the integrate communication, geo-positioning, multi-touch capabil-
ities, and so on. Increasingly, these devices are used as proactive tools assisting
people with their day-to-day activities, making everyones life more comfortable. In
this paper, we present an Android application which is based on the location tech-
nology and Google maps in order to help the user to know what ads or warnings has
in a specific location and time.

1 Introduction

With the development of the Information Technology (IT), people can achieve the
“all the time everywhere” goal of pervasive computing in order to access to the
information.

In this context, Location-based service (LBS) [1] provides a user with contents
customized by the user’s current location, such as the nearest restaurants, hospitals,
way points, and so on, which are retrieved from a spatial database stored remotely in
the LBS server. Also with the increasing number of mobile devices featuring built-in
Global Positioning System (GPS) technology, LBS has experimented a rapid growth
in recent years. In an ambient intelligence world, devices work in concert to support
people in carrying out their everyday life activities, tasks and rituals in easy, natural
way using information and intelligence that is hidden in the network connecting
these devices.

In this paper, we present a spatial agenda (location-based service) in which the
service and the database are implemented in an Android device with GPS and access
to Google maps. The main goal of our application is to help the user to know what
ads or warnings has in a specific location and time. To achieve this goal, we have to
solve different sub-goals such as:
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• Implement a service which begins with the terminal’s boot, to obtain the user’s
location using GPS or network provider.

• Implement a data base for the structured storage of all information in the system:
warnings, way points and configuration.

• Implement the different views of the application, some of which interact with
Google Maps.

In the context of this paper, the authors in [2], present a public safety application
using Android, which collects speed and location information from a GPS receiver
to determine the location of nearby schools, and sounds an alarm if a person drove
over the speed limit in a school zone. In [3] the authors present an application which
finds the banks, supermarkets, gas stations and other place around users, furthermore
provide navigation function. The authors in [4], implement a multimedia M-learning
game (m-gymkhanas) that can be performed in a geographic extended area using
GPS receiver, Google Maps, a web-based infrastructure and web services. In [5] an
Android application for dementia patients (iWander) is presented, which improves
the quality of treatment for dementia patients using mobile applications. In [6], the
authors present rider spoke, where players explore a city on bicycles, equipped with
a mobile phone, which invites them to record personal and reflective audio messages
at chosen locations, and then search for and listen to other players’ messages which
are located nearby.

The remainder of this paper is organized as follows: Section 2 introduces the
Android system; Section 3 describes the technical details of our implementation;
Section 4 outlines the system functionalities; and the final section offers the conclu-
sions of this work.

2 Android Architecture

Android software frame is shown in Fig. 1 and the software structure can be di-
vided into the following several levels from top to down: Application, Application
Framework, Libraries and Android RunTime and Operating System.

Fig. 1 The major com-
ponents of the Android
operating system
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Android application usually involves interaction between user interface and user.
Currently the Android application is developed by Java language. Android will ship
with a set of core applications including an email client, SMS program, calendar,
maps, browser, contacts, and others. At the same time, the application developers
can use the API of application framework to achieve their programs; it is also the
source of the enormous potential of Android [7].

Application components are the essential building blocks of an Android applica-
tion. These are:

• Activity: is an application component that provides a screen with which users can
interact in order to do something, such as dial the phone, take a photo, send an
email, or view a map. Each activity is given a window in which to draw its user
interface.

• Service: is an application component that can perform long-running operations
in the background and does not provide a user interface. Another application
component can start a service and it will continue to run in the background even
if the user switches to another application.

• Broadcast receiver: responds to system-wide broadcast announcements, such as:
boot completed, battery is low, picture is captured and so on.

• Content provider: providers store and retrieve data and make it accessible to all
applications. They’re the only way to share data across applications.

3 Technical Details

The application presented in this paper, has four packages: dataBase, dialog, lo-
cation and spatialAgenda (Fig. 2 show the class diagram of the application). The
package dataBase (which contains the classes: DBManagement, ActionBase and
WaypointBase) is responsable of the management and control of the storage of all
information in the system. It uses a SQLite data base with two different tables: way-
points (where the waypoint are saved) and actions (where the warning are stored)
and its classes implement several methods in order to insert, delete, update and
search information.

The package dialog (which contains the classes: CheckDialog, DateDialog, Ti-
meDialog and TextDialog) manages the different dialog of the application. In Fig.
8(a) we can see one of these dialogs. The dialogs and the rest of interactive views
are simple and easy to understand.

The package location (which contains the classes: LocationManagement and Lo-
cationService) implements a service which begins with the terminal’s boot, to obtain
the user’s location using GPS receiver or network provider (chosen by the user). The
LocationManagement class updates the alarms based on the location and put the ap-
plication in foreground if it was in background. The user can stop the alarm touching
the volume button.
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Fig. 2 UML diagram of the spatial agenda (the classes in blue colour belong to the Android’s
APIs)

The package spatialAgenda (which contains the rest of classes in Fig. 2) is re-
sponsable of the different views of the application, some of which interact with
Google Maps. When an instance of the StartupBroadcastReceiver class detects that
the boot of the terminal has finished, it launches the service (represents by the Lo-
cationService class) which shows a notification, in the notification bar. When the
location of a warning (which is stored in the data base) matches with the user loca-
tion, the alarm is activated and the map view is put in foreground.
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Fig. 3 State diagram of the service object

When a new GPS user location arrives (Fig. 3) the service takes the control of
the application and if at least, one warning in the data base matches with the new
user location (Fig. 4), the agenda view is shown in the terminal and the sound and
visual alarms are activated (Fig. 5). If there is not any warning which matches with
the user location, the user is not aware of this fact.

Fig. 4 State diagram of the
location management object
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Fig. 5 State diagram of the agenda view object

4 System Functionalities

In this section, we show the inner working of the spatial agenda. This application
helps the user to know what ads or warnings has in a specific location and time. The
application has four tabs: map, agenda, waypoint and configuration (Fig. 6).

Fig. 6 Tabs of the applica-
tion

The Map tab allows the user to view the ads and the user’s current position. Se-
lecting each warning, the user can see the description date and time of the warning.
In Fig. 7(a) we can see some warnings which are in red color because or the user
location is not known or the warnings are not close to it. In Fig. 7(b) we select the
central warning and we show the information attach to this ad (it is a meeting to
celebrate on Monday, Wednesday and Friday at 17:00).

The Agenda tab allows the user to insert and show the ads and the user’s current
position. Selecting each warning, the user can update and delete the specific warn-
ing. Also, in this window the user can add new way points. In Fig. 8(a) we insert a
new ad or way point (with a single touch) adding its description, date, time, area of
searching and if the audible alarm is on for this specific ad. In Fig. 8(b) we select
the previous ad and show the information attach to it and the possibility of deleting
or updating it.

The Waypoint tab allows the user to edit and delete the way points (by moving
the finger on the item and selecting the proper button such as is shown in Fig. 9).
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Fig. 7 Map tab view (a) (b)

Fig. 8 Agenda tab view (a) (b)

Fig. 9 Waypoint tab view

Also, the user can insert new ads associated with a particular way point (with a
single touch).

Finally, the Configuration tab allows the user to configure some parameters such
as: The distance warning, the alarm sound interval, the range of GPS readings, if the
map is centered on the user, if the application represents the map or satellite image
and the location provider (GPS, network or default).
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5 Conclusion

In this paper, we have presented an application for Android terminals, which im-
plements a spatial agenda. The main goal of our application is to help the user to
know what ads or warnings has in a specific location and time. Some features of this
application are the following:

• Starts at device boot (showing a bell in the notification bar).
• Locates to the user on the map using the GPS receiver of the mobile device or

network provider (use a yellow mark to represent the user location).
• Notifies the user if the GPS provider is selected and a location can not be found

(through an audible alarm).
• Places way points and ads (warning) on the map with a touch. The ads can as-

sociate with specific dates, ranges days or any date, as well as specific times or
anytime.

• Plays an audible and visual when the user is near the warning.
• Uses the volume button to stop the alarm sound (volume down) or active it (vol-

ume up).
• Shows a help button on the map window.
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M-Learning for Elderlies: A Case Study 

Fernando de la Prieta, Antonia Macarro, Amparo Jiménez, Amparo Casado, 
Kasper Hallenborg, Juan F. De Paz, Sara Rodríguez, and Javier Bajo  

Abstract. In this article a case study about m-learning for elderlies using mobile 
devices is presented. The study focuses on a practical study about language 
learning for elderly students that attend classes in the so-called Inter-university 
program for Elderly People. The recent surge of university programs for elderly 
people requires novel solutions related to learning methods, directed by the special 
needs of this sector of the society. 

Keywords: elderlies, m-learning, mobile devices, disabled people. 

1   Introduction 

There is an ever growing need to supply constant care and support to the disabled 
and elderly and the drive to find more effective ways to provide such care has 
become a major challenge for the scientific community [3]. During the last three 
decades the number of Europeans over 60 years old has risen by about 50%. 
Today they represent more than 25% of the population and it is estimated that in 
20 years this percentage will rise to one third of the population, meaning 100 
millions of citizens [3]. In the USA, people over 65 years old are the fastest 
growing segment of the population [1]and it is expected that in 2020 they will 
represent about 1 of 6 citizens totaling 69 million by 2030. Furthermore, over 20% 
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of people over 85 years old have a limited capacity for independent living, 
requiring continuous monitoring and daily care [2]. Some estimations of the 
World Health Organization show that in 2025 there will be more than 1000 
million people aged over 60 in the world, so if this trend continues, by 2050 will 
be double, with about the 80% concentrated in developed countries [6]. 

Education is the cornerstone of any society and it is the base of most of the 
values and characteristics of that society. The new knowledge society offers 
significant opportunities for AmI applications, especially in the fields of education 
and learning [5]. The new communication technologies propose a new paradigm 
focused on integrating learning techniques based on active learning (learning by 
doing things, exchange of information with other users and the sharing of 
resources), with techniques based on passive learning (learning by seeing and 
hearing, Montessori, etc.) [4]. While the traditional paradigm, based on a model 
focused on face to face education, sets as fundamental teaching method the role of 
the teachers and their knowledge, the paradigm based on a learning model 
highlights the role of the students. In this second paradigm the students play an 
active role, and build, according to a personalized action plan, their own 
knowledge. Moreover, they can establish their own work rhythm and style. The 
active methodology proposes learning with all senses (sight, hearing, touch, smell 
and taste), learn through all possible methods (school, networking, etc.), and have 
access to knowledge without space or time restrictions (anywhere and at any  
time). 

There are different studies that have used the Ambient Intelligence to facilitate 
learning. In [3], Bomsdorf shows the need to adapt intelligent environments to 
changes depending on the educational context and the characteristics of users. 
Morkenet al. [6] analyze the characteristics of intelligent environments for 
learning. They focus on the role of mobility in educational environments and the 
role that acquire the mobile devices. Naismith et al. [7] conducted a detailed study 
describing the role of mobile devices in education, analyzing the characteristics of 
the devices and their capacity for learning in educational environments. All these 
approaches are focused on the role of learning in Ambient Intelligence 
environments, but none of them is oriented on learning for dependents or elderly 
people. The following section presents a multiagent architecture that facilitates 
learning methodology using an active through mobile devices. 

This work presents a practical study about language learning for elderly 
students that attend classes in the so-called Inter-university program for Elderly 
People at the Pontifical University of Salamanca, Spain. The recent surge of 
university programs for elderly people requires novel solutions related to learning 
methods, directed by the special needs of this sector of the society. With the aim 
of obtaining an improvement in the French language learning, we have tested 
different methodologies. The one presented in this paper is an empirical one, 
based on the M-learning paradigm. This paper focuses in the combination of the 
new information technologies along with the traditional teaching. In this way it  
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will be possible to combine the advantages of the face to face teaching with the 
advantages of distance learning. It will be necessary to upgrade the systems of 
evaluation/accreditation to assess the knowledge or skills acquired during the 
learning process. To achieve this objective, we propose the use of mobile devices, 
intelligent systems and wireless communications. The aim is to provide 
complementary methods to the traditional learning strategies. The proposed 
mechanism was tested in a case study, trying to evaluate the impact of the new 
approach on the elderly students. 

The rest of the paper is structured as follows: Next section introduces the 
problem that motivates most of this research. Section 3 describes a case study to 
test the proposal and, finally, Section 4 shows the results and the conclusions 
obtained. 

2   Background 

This section presents the problem that motivates this research. More specifically, 
we will focus in two main concepts: Learning techniques oriented to elderly 
people and mobile learning techniques. In the following paragraphs we revise the 
related work about these two concepts. 

2.1   Learning Techniques Oriented to Elderly People 

Elderly student are acquiring a relevant role in Spanish universities. Different 
factors as the improvement in the quality of life and the educational interests of 
this sector of the population contribute to these new educational needs. In 1973, 
professor Pierre Vellas created the first university program for elderlies in 
Toulouse. Since then, the growth of these university programs has been 
unstoppable, and now they exist in practically all the continents. Focusing on 
Spain, the University of Alcalá de Henares and the Pontifical University of 
Salamanca were the first university in including a university program for elderlies 
in 1993. These educational programs presented a new challenge regarding 
learning methods adapted to the special needs of the new students. These students 
present a series of special characteristics: They usually compose a heterogeneous 
group, with different academic background (we can find students with basic 
education and students with university degrees), different ages (it can vary from 
55 to 80 years), and different level of language domain. In Spain, most of these 
people studied a foreign language, French in most of the cases, but most of them 
don’t have memories about this language. In general they are students that attend 
the classes and are interested in continuing with the students in the subsequent 
years.  

Apart from the special characteristics of this new student profile, there is 
another obstacle: there not exists a didactic method oriented to elderly students.  
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All the existing methods are oriented to children, teenagers or young people.  
It has only been possible to find an English method oriented to elderlies [10].  
The existing learning methods are not appropriated for the special characteristics 
of these new students. Thus, it is necessary to investigate in new learning 
techniques and methods oriented to satisfy the special requirements of this social 
sector.  

2.2   Mobile Learning Techniques 

The experience acquired after teaching French during a decade to elderly students, 
it is possible to conclude that the new information and communication 
technologies (ICT) are still a challenge for these students. The impact and growing 
use of the ICTs in our society it is a reality and it is not possible to live without 
them. The use of the ICTs can help to notably improve the quality of life of 
elderlies and facilitate their integration in the information society. The advances in 
ICTs in this century are very important, and in parallel, the traditional educational 
model has been substituted for new paradigms that incorporate e-learning 
methods. One of the advantages of these methods is the elimination of temporal 
and location barriers. There are different types of e-learning methods. It is possible 
to distinguish:  

− E-learning is electronic learning, and makes use of communication 
networks as Internet or Intranets and platforms as Moodle, specialized in 
tele-learning. 

− B-learning or blended learning is a combination of traditional teaching 
and electronic learning (E-learning). It combines attendance modules and 
non-attendance modules.  

− M-learning or mobile learning represents a step ahead in educational 
models. It adapts the learning methods to mobile devices such as mobile 
phones, PDAs, tablets, pocket pcs, i-pads, etc. An specialization of m-
learning is MALL (Mobile assisted language learning), focused on 
language learning from mobile devices [11]. 

In this paper we focus on M-learning, and more specifically in MALL. Klopfer 10 
indicates that the mobile devices should incorporate five characteristics to be 
appropriated for mobile learning: portability, social interactivity, context-
awareness, connectivity and individuality. M-learning can be combined with 
traditional learning methods. It is necessary to remark that M-learning is a 
ubiquitous method and avoids temporal and location restrictions. Moreover, M-
learning becomes more important as the mobile devices become more important. 
According to a study of ITAD consulting, for the year 2015, the mobile Internet 
penetration worldwide will reach 37%. According Soichi Nakajima [12] the 
mobile Internet has reached a final take-off stage in Western Europe and North 
America, so far only been seen in Japan for almost a decade and to a lesser extent, 
South Korea. This growth in the number of smartphones has a big impact in the  
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information society, and most of the users are now replacing the typical  
mobile phone. Besides applications for mobile phones makes smartphones much 
more attractive to users and also be the way to make more mobile connections 
[16]. The World Summit Award Mobile Content (WSA-mobile), is a global 
initiative of the European Academy of Digital Media – EADiM to select and 
promote contents and creativity in websites [14]. The project MOBIlearnof the 
European Comission join together universities and telecommunications 
companies from Europe, Israel, USA and Australia, with the aim of defining 
theoretical models for learning process carried out by means of mobile 
technologies. The Learning and Skills Network (LSN) organization promotes 
MoLeNET (Mobile Learning Network) to design educational products based on 
mobile devices [13]. In Spain, the University RoviraiVirgilicreated apodcasting 
Project to improve language learning [8]. Lingling Yang remarks the importance 
of language learning through mobile devices [8]. In [15], Jan Herrington 
describes a case study in australian universities to learn using smartphones and  
iPods. 

There are different studies that have used the Ambient Intelligence to facilitate 
learning. In [4], Bomsdorf shows the need to adapt intelligent environments to 
changes depending on the educational context and the characteristics of users. 
Naismith et al. [18] conducted a detailed study describing the role of mobile 
devices in education, analyzing the characteristics of the devices and their capacity 
for learning in educational environments. All these approaches are focused on the 
role of learning in Ambient Intelligence environments, but none of them is 
oriented on learning for dependents or elderly people. The following section 
presents a case study to evaluate a learning methodology using an active through 
mobile devices. 

3   Case Study: University Program Oriented to Elderlies 

This study has two objectives: i) To improve language learning in university 
programs oriented to elderlies, and ii) to contribute to integrate the elderly people 
in the information society, making use of the information technologies. At present 
there are various tools to facilitate the active learning, such as forums, wikis, 
email, chat, virtual campuses, and so on. However, none of them is focused to 
language learning for elderly people. This paper presents an interactive system 
specifically designed for language learning for elderly people and people with 
visual disabilities. The proposed approach includes new interaction techniques 
adapted to be applied in mobile devices. Interaction techniques have been used to 
design Ambient Intelligence interaction mechanisms suitable for use in teaching 
languages to people involved in courses at the university program for elderlies. 
Therefore, interfaces have been made simple and straightforward and have 
facilitated interaction through touch devices. The application developed for mobile 
devices contain a series of tests that individuals can complete to carry out 
language learning. Thus, the student uses a type of interface that allows him to 
interact with the system. 
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After revising the related work, it has been observed that the existing 
approaches are oriented to language learning for young students. Young students 
use mobile devices in their daily life, and it has not been possible to find  
any project oriented to people up to 55 years. In this sense, the approach  
presented in this paper proposes an innovative perspective where the students are 
elderlies. 

The application is based on a navigation menu using the accelerometer 
available in many mobile devices, especially in the iPhone platform. This 
application may solve the problems that elderlies have while using a menu with 
different options. Cutting-edge devices have touch screens and it's impossible for 
them to identify where they are pressing. A movement recognition algorithm has 
been created in order to collect all data necessary for the successful operation of 
the system [19]. 

4   Results 

To evaluate the proposed approach, the system was tested with two different 
groups of students at the university program for elderlies at the Pontifical 
University of Salamanca, Spain. The tests consisted of 2 tests for two different 
groups, one performed in Group 1 and another made to Group 2. The first test 
involved 12 individuals, while the second test involved 15 individuals. The sex of 
individuals was not taken into consideration to perform this test, because this 
parameter has not been considered as significant for this study. Each of the 
individuals completed one of the tests proposed in the mobile application, and 
noted by 10 questions. After the test, each individual completed a form on  
which he was asked about the evaluation of the test. The test assessed 5  
items: 

− Usefulness of the test. This item is valued feedback from users about the 
usefulness of the test as a learning tool. 

− Easy to use mobile phone. This item assesses the usability of the 
proposed application. 

− Utility as a tool for teaching languages. This item is valued feedback 
from users about the usefulness of the tool for language learning. 

− Using mobile phone before for similar activities. This item is valued the 
ease and frequency of use of mobile devices. 

− Overall assessment of the test. This item assesses the overall opinion 
about the test users. 
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The results obtained in the experiment are show in the following table: 

Table 5 Results for the items. 

 G1 G2 G1+G2 
Utility of the test 

Very Useful 75 % 60 % 55,55 % 
Quite Useful 0 % 40 % 33,33 % 
Useful 25 % 0 % 11,11 % 
Not very useful 0 % 0 % 0 % 
Not useful 0 % 0 % 0 % 

Easy to use mobile phone 
Very Easy 50 % 20 % 11,11 % 
Easy 0 % 60 % 55,55 % 
Normal 50 % 0 % 22,22 % 
Difficult 0 % 0 % 0 % 
Very difficult 0 % 25 % 11,11 % 

Utility of the approach as a tool for language learning 
Very appropriated 25 % 20 % 33,33 % 
Quite appropriated 0 % 20 % 11,11 % 
Appropriated 75 % 0 % 0 % 
Not Very appropriated 0 % 20 % 11,11 % 
Inappropriate 0 % 40 % 22,22 % 

Previous use of the mobile phone for similar activities 
Yes 100 % 80 % 88,88 % 
No 0 % 0 % 0 % 
Not answer 0 % 20 % 12,12 % 

Global evaluation of the test 
Very satisfied 25 % 40 % 33,33 % 
Quite satisfied 25 % 60 % 44,44 % 
Satisfied 50 % 0 % 22,22 % 
Not Very satisfied 0 % 0 % 0 % 
Unsatisfied 0 % 0 % 0 % 

 
Taking into account these results, it is possible to conclude that the approach is 

promising and can be of interest for this sector of the population. The participants 
in this experiment provided some feedback about the proposed approach: they 
indicated that the approach is very interesting for certain aspects, as verbs 
learning, and it is innovative, since it is not useful for them the use of mobile 
devices in the classes. Some of them also indicated that it would be of interest to 
improve the proposed approach with accessibility facilities, specifically to 
augment the size of the fonts.  
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Mobile Device to Measure Ubiquitous Danger  
in a Great City Based on Cultural Algorithms  

Alberto Ochoa*, Erick Trejo, Daniel Azpeitia, Néstor Esquinca,  
Rubén Jaramillo, Jöns Sánchez, Saúl González, and Arturo Hernández  

Abstract. Beginning in 2007, Juarez City has been a victim of the consequences 
brought about organized crime, such as killing of innocent people as the main fact 
assaults, kidnappings, multi homicides, burglary, among other consequences. 
What has pushed the population of the city to take action of different kinds to  
minimize the violence in a society with 15700 violent homicides during this pe-
riod of time; the reason which we present the following project, which aims to 
provide people moving in this city a technological tool that provides an indicator 
to the user information based statistics compiled by the Centre for Social Research 
at Juarez City University and public sources so uncertain is the place where you 
are. This research try to combine a Mobile Device based on Cultural Algorithms 
and Data Mining to determine the danger of stay in a part of the city in a specific 
time. 

1   Introduction 

According to tests show that it is feasible to use an application such as a level 
of insecurity of the most frequent areas that provides the user aware that activi-
ties performed or not, that time is more convenient to visit a certain place,  
is it better to take some alternative route to the destination, among other  
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advantages. The thought of insecurity is never rest, and feasible to have a num-
ber of tools at hand to achieve this problem, which in this case technology, in-
formation and some mathematics. All of them joining with the aim of this 
project consist in a mobile geographic information system (SIGMA) on levels 
of insecurity in areas of Ciudad Juarez, which is presented in detail below, this 
research include the analysis of Cultural Algorithms to determine the danger of 
occurs a contingence during a specific time. We realize an exhaustive analysis 
of other similar research, the only similar context is explain in [6], where is 
calculated the insecurity of a vehicular group which requires delivery products 
in different places with randomly scheduling, but this research don’t consider-
ing real statistics on time and the perspective to suggest a different route to  
travel or stay during many time. 

2   Project Development 

To do this research project was developed by dividing into three sections which 
are modules of application development, implementation of the server and the in-
telligent module associated with Cultural Algorithms and Data Mining. Android is 
the operating system that is growing in the U.S. rivaling iPhone and Motorola 
along with some other manufacturers are propelling the Latin American landing 
on Android with inexpensive equipment, and on the other hand, some complain 
about the fragmentation of the platform due to the different versions. Android is 
free software, so any developer can download the SDK (development kit) that 
contains your API [2].  This research tries to improve the security of the  
people lives on Juarez City where the deaths by 100,000 people are 327 during 
2010. 

3   Components of the Application 

The first step is to get the coordinates where the user is located, and later sent 
to the server when it receives and calculates the number of incidents within 
the radio closest specified in the configuration of the mobile device, the results 
are processed to determine a numerical index which will then be represented 
by a color for better visualization of the user, all this information is obtained 
from a criminal databases and analyzed with Data Mining. After the values are 
sent to the mobile device and interpreted to construct a URL to be sent to 
Google Maps API with which to get a map with the indicators in the area. The 
figure 1 shown below represents generally the operation of the Sigma, which 
is divided into two parts, the mobile application and Web services hosted on 
the server. 
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Fig. 1 Functional diagram of the SIGM including hybrid methodology. 

The following figure 2 shows the diagram relational database in which data is 
stored in the incidences occurred in Ciudad Juarez, which has 3 tables: 

Type_crime: In which are characterized the types of crimes that were defined. 
Neighborhood: Here is the georeference of the neighrborhood. 
Incidents: It lists the incidents raised in the different regions of Juarez City, 

which are also expressed in decimal degrees georeferenced to facilitate further 
calculations. 

 

 
Fig. 2 Diagram SIGM Databases. 

The structure of the database has a table called events, where each record  
contains the geographic coordinates expressed in decimal degrees, which  
determine the position of the incident [1]. To locate nearby points within a radius 
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requires four parameters: latitude, longitude, and distance equatorial radius, the 
latter determines the maximum distance the search radius, these parameters are 
part of a method based on Havesine formula, which is used to calculate great  
circle distances between two points on a sphere. Haversine function that is  
different from Haversine formula is given by the function of semiverseno  
where: 

 

Haversine formula for any two points on a sphere: 

d is the distance between two points (along a great circle of the sphere), 
R is the radius of the sphere, 
φ 1 is the latitude of point 1, 
φ 2 is the latitude of point 2, and 
Δ λ is the length difference 

 

Solving Haversine formula can calculate the distance, either by applying the func-

tion inverse Haversine or by using the arcsine where  

 

With this formula one can construct the following instructions, taking into account 

the role of semiverseno we have:  

 

For performance reasons when Haversine implement the function using SQL 
statements used a similar formula but in terms of spherical cosine law called co-
sine. 

 

This is only an approximation when applied to land, and that this is not a perfect 
sphere radius of the earth varies as we approach the poles. The SQL statement 
based on the formula Haversine find all locations that are within the range of the 
variable $ radius and groups them by type of crime. 

Calculate of the uncertainty is modeled on the human development index (HDI) 
prepared by the United Nations Program for Development (PNDU) 

The insecurity index is composed of two components Number of Events (Q) 
and time (H) each component represents half the total value of the index: 

Each expressed with a value from 0 to 1 for which we use the following general 
formula: 

Component index = (Value – minimum) / (Maximum – minimum) 
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The component Q is calculated by the number of events in the area, deter-
mined by the position to calculate the maximum and minimum events are 
grouped by neighborhood, according to the CIS-ICSA at Juarez City Universi-
ty is the colony with more incidents is “El Granjero” with 53 homicides, 
which is the maximum, then a colony could exceed this number and then 
would be the new high which means that the maximum is dynamic depending 
on the data entering the database. To calculate the H component data are 
grouped in ranges of time, for example suppose that areas of 300 m radius 13 
homicides are grouped in the following form and consult the index at 4:38 pm, 
as is shown in Table 1. 

Table 1 Example of Neighborhood number of homicides range by hour. 

Amount Time Range 
5 5:00 a 6:00 pm. 
3 4:00 a 5:00pm. 
3 11:00 a 12:00pm. 
2 9:00 a 10:00am. 
 
The time when we consulted put us in the range of 4:00 to 5:00 pm. And the 

calculation of the H component would be:  

Using data from the previous example would be the component Q: 

 

The index would be as follows  

Having calculated the numerical index is assigned a color depending on the 
range in which is positioned according to the table 2 divided into eight classes. 

Table 2 Ranges of colors according to the numeric index. 

0 - .125  .56 - .625  
.126 - .25  .626 - .75  
.26 - .375  .751 - .875  
.376 - .5  .876 - 1  

4   Functionalty of the Application 

When designing an interface for mobile devices has to take into account that the 
space is very small screen, plus there are many resolutions and screen sizes so it is 
necessary to design an interface that suits most devices. This module explains how 
to work with different layout provided by the Android API. The programming  
interface is through XML. Obtaining the geographical position of a device can be 
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made by different suppliers, the most commonly used in this project through 
GPS and using access points (Wi-Fi) nearby, and perform the same action but 
differ in some as accuracy, speed and resource consumption. Data Server 
Communication is the module most important because it allows communication 
with the server, allowing you to send the GPS position obtained by receiving 
the processed image and map of our location, thus showing the outcome of 
your application that is the indicator of insecurity. To communicate to a server 
requires a HTTP client which can send parameters and to establish a connection 
using TCP / IP, client for HTTP, can access to any server or service as this is 
able to get response from the server and interpreted by a stream of data. The 
Android SDK has two classes with which we can achieve this, HttpClient and 
HttpPost. With the class HttpClient is done to connect to a remote server, it 
needs HttpPost class will have the URI or URL of the remote server. This me-
thod receives a URL as a parameter and using classes HttpPost HttpClient and 
the result is obtained and received from the server, in this specific case is only 
text, which can be JSON or XML format. Here, the server responds with a 
JSON object which would give the indicator is then used to create the map. For 
the construction of the polygon that indicates the rate of incidents in a certain 
radius of the current position is not possible to create it using the GPS coordi-
nates that yields, as these are specified in "degrees" and requires the unit to 
convert to meters. For this you need to know how an arc equals the terrestrial 
sphere, which depends on the place on earth where it is located and the address 
where you are, the simplest case is to measure an arc in Equator, considering 
that the earth is 3670 km radius, the perimeter of serious Equator radio 2, 
which would be equal to 40.024 miles. With this you can get a relationship that 
would be as follows. If 360 degrees is 40.024 miles then a degree is 111,000.18 
miles, this relationship can add and subtract yards to the position, as shown in 
the figure 3. 

 

Fig. 3 Acquisition of polygon map with the position of the Android application. 

For the preparation of graphics, we propose use a class supported with Cultural 
Algorithm proposed which facilitates the manipulation of data to express visually 
using different types of graphs, as in the figure 4. 
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Fig. 4 Statistics Graphics related with the month violence and supported with the Cultural 
Algorithm. 

5   Implementation of the Intelligent Application 

To implement the application is installed in operating system devices with Andro-
id 2.2 or higher, which tests the system in different areas of the city based on the 
previously research related with Cultural Algorithms on Urban Transport [5], by 
answering a questionnaire of seven questions to all users after a scholar semester 
have elapsed since installing the application, the questions are to raise awareness 
of the performance, functionality and usability of the system, the demonstrate use 
of this application is shown in figure 5. To understand in an adequate way the 
functionality of this Intelligent Tool, we proposed evaluate our hybrid approach 
and compare with only data mining analysis and random select activities to protect 
in the city, we analyze this information based on the unit named “époques”, which 
is a variable time to determine if exist a change in the proposed solution according 
at different situation of violence. 
 
 

 

Fig. 5 Implementation and use of Hybrid Inteliigent Application based on Cultural  
Algorithms and Data Mining. 
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Fig. 6 Solutions proposed to the problem of insecurity: (blue) our hybrid approach; (red) 
only using data mining analysis and (green) using randomly actions to improve the safety 
of the users. 

We consider different scenarios to analyze during different time, as is possible 
see in the Figure 6, and apply a questionnaire to a sample of users to decide search 
a safety place in the City, when the users receive information of different trends of 
danger (Data Mining Analysis) try to improve their space of solution but when we 
send solutions amalgam Cultural Algorithms and data Mining was possible deter-
mine solutions of security by the users and describe the real situation of danger, 
the use of our proposal solution improve in 78% against a randomly action and 
35% against only use Data Mining analysis the possibilities of recommend leave a 
danger place, these messages permits in the future decrease the possibility of suf-
fer a violent attack. 

6   Conclusions 

With the use of this innovative application combine Cultural Algorithms and Data 
Mining based on a mobile dispositive is possible determine the level of insecurity 
in areas of Juarez City by an alert sent to a mobile device with GPS, providing sta-
tistical information through a Web server that returns the level of insecurity in the 
area consulted [4]. The future research will be to improve the visual representation 
of insecurity to a family or a social networking to this we proposed an Intelligent 
Dyoram with real on time information of each one of their integrants. The most 
important contribution is prevent more deaths in the city because stay on an incor-
rect place on a wrong time, our future research is adequate the information to ac-
tualize from the central server of security of the Police Department of the city, if 
the people considering that 75000 people died during this last six years in Mexico, 
this innovative application is possible to use in another great cities in Latin Amer-
ica as Caracas in Venezuela, Medellin in Colombia or Río de Janeiro in Brazil 
with similar values of homicides.  
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Simulated Annealing for Constructing Mixed
Covering Arrays

Himer Avila-George, Jose Torres-Jimenez, Vicente Hernández,
and Loreto Gonzalez-Hernandez

Abstract. Combinatorial testing is a method that can reduce costs and increase the
effectiveness of software testing for many applications. It is based on construct-
ing test-suites of economical size, which provide coverage of the most prevalent
configurations of parameters. Mixed Covering Arrays (MCAs) are combinatorial
structures which can be used to represent these test-suites. This paper presents a
new Simulated Annealing (SA) algorithm for Constructing MCAs. This algorithm
incorporates several distinguishing features including an efficient heuristic to gen-
erate good quality initial solutions, a compound neighborhood function which care-
fully combines two designed neighborhoods and a fine-tuned cooling schedule. The
experimental evidence showed that our SA algorithm improves the obtained results
by other approaches reported in the literature, finding the optimal solution in some
of the solved cases.

Keywords: Mixed Covering Array, Combinatorial Testing, Simulated Annealing.

1 Introduction

A good strategy to test a software component involves the generation of the whole
set of cases that participate in its operation. While testing only individual val-
ues may not be enough, testing all possible combinations (exhaustive approach)
is not always feasible. An alternative technique to accomplish this goal is called
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combinatorial testing. Combinatorial testing is a method that can reduce costs and
increase the effectiveness of software testing for many applications. It is based on
constructing test-suites of economical size, which provide coverage of the most
prevalent configurations of parameters. Mixed Covering Arrays (MCAs) are combi-
natorial structures which can be used to represent these test-suites.

A mixed covering array [3], denoted by MCA(N; t,k,v1v2 . . .vk), is an N×k array
where v1v2 . . .vk is a cardinality vector that indicates the values for every column. An
MCA has the following two properties: (1) Each column i(1 ≤ i≤ k) contains only
elements from a set Si with |Si| = vi. (2) The rows of each N× t subarray cover all
t-tuples of values from the t columns at least once. The minimum N for which there
exists an MCA is called mixed covering array number and is formally defined as
MCAN(t,k,v1v2 . . .vk) = min{N | ∃ MCA(N; t,k,v1v2 . . .vk)}. A short notation for
the MCA can be given using the exponential notation MCA(N; t,k,vq1

1 vq2
2 . . .vqw

g );
the notation describes, that there are qr parameters from the set {v1,v2, . . . ,vk} that
takes vs values.

Because of the importance of the construction of (near) optimal MCAs, much
research has been carried out in developing effective methods for construct them.
There are several reported methods for constructing these combinatorial models,
among them are: algebraic methods, recursive methods, greedy methods, and meta-
heuristics methods. Mathematicians use some algebraic and combinatorial methods
to construct MCAs. Colbourn et al. [5] studied a construction method for strength 2
MCAs. Williams and Probert [16] proposed a method for constructing MCAs based
on algebraic methods and combinatorial theory. Sherwood [12] described some al-
gebraic constructions for strength-2 MCAs developed from index-1 orthogonal ar-
rays, ordered designs and covering arrays. Williams [17] presented a tool called
TConfig to construct MCAs. TConfig constructs MCAs using recursive functions
that concatenate small MCAs to create MCAs with a larger number of columns.
Moura et al. [11] introduced a set of recursive algorithms for constructing MCAs
based on MCAs of small sizes. Colbourn and Torres-Jimenez [4] presented a re-
cursive method to construct CAs using perfect hash families for CAs construction.
The advantage of the recursive algorithms is that they construct almost minimal ar-
rays for particular cases in a reasonable time. Their basic disadvantage is a narrow
application domain and impossibility of specifying constraints.The majority of com-
mercial and open source test data generating tools use greedy algorithms for MCAs
construction (AETG [2], TCG [15], ACTS [9], DDA [1] and All-Pairs [10]); the
greedy algorithms provide the fastest solving method. Some stochastic algorithms
in artificial intelligence, such as TS (Tabu Search) [6], GA (Genetic Algorithms),
ACO (Ant Colony Optimization Algorithm) [13] and SA (Simulated Annealing)
[3, 14] provide an effective way to find approximate solutions.

A SA metaheuristic has been applied by Cohen et al. [3] for constructing MCAs.
Their SA implementation starts with an initial solution created at random. A series
of iterations is then carried out to visit the search space according to a neighbor-
hood. At each iteration, a neighboring solution M′ is generated by changing the
value of the element ai, j by a different legal member of the alphabet in the current
solution M. The cost of this iteration is evaluated as Δc = c(M′)− c(M). In their
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implementation, Cohen et al. use a simple linear function Tn = 0.9998Tn−1 with
an initial temperature fixed at Ti = 0.20. They conclude that their SA implementa-
tion is able to produce smaller MCAs than other computational methods, sometimes
improving upon algebraic constructions. However, they also indicate that their SA
algorithm fails to match the algebraic constructions for larger problems, especially
when t = 3.

This paper aims at developing a powerful Simulated Annealing (SA) algorithm
for finding near-optimal MCAs. In contrast to other existing SA implementations
developed for constructing MCAs, our algorithm has the merit of improving three
key features that have a great impact on its performance: (1) a method designed to
generate initial solutions with maximum Hamming distance; (2) instead of using a
single neighborhood function, the algorithm chooses between a set of predefined
neighborhood functions according to a assigned probability to each function; and
(3) a fine-tuned cooling schedule. The performance of the proposed SA algorithm
is assessed with a benchmark, composed by 19 mixed covering arrays of strengths
two and three taken from the literature. The computational results are reported and
compared with previously published ones, showing that our algorithm was able to
find 4 new upper bounds and to equal 15 previous best-known solutions on the
selected benchmark instances.

The next section presents the SA approach proposed in this paper to construct
MCAs, also the components of our new SA algorithm are discussed in depth.

2 Proposed Approach

In this section we present a Simulated Annealing algorithm for constructing MCAs.
Simulated Annealing (SA) is a general-purpose stochastic optimization method that
has proven to be an effective tool for approximating globally optimal solutions to
many types of NP-hard combinatorial optimization problems (see [8] for details of
the SA heuristic). The following paragraphs will describe each of the components
of the implementation of our SA.

The initial solution M is constructed by generating M as a matrix with maximum
Hamming distance. The Hamming distance d(x,y) between two rows x,y ∈ M is
the number of elements in which they differ. Let ri be a row of the matrix M. To
generate a random matrix M of maximum Hamming distance the following steps
are performed: (1) generate the first row r1 at random; (2) generate two rows c1,
c2 at random, which will be candidate rows; (3) select the candidate row ci that
maximizes the Hamming distance and added it to the ith row of the matrix M; (4)
repeat from step 2 until M is completed.

The evaluation function C(M) of a solution M is defined as the number of com-
bination of symbols missing in the matrix M. Then, the expected solution will be
zero missing.

Two neighborhood functions were implemented to guide the local search of
our SA algorithm. The neighborhood function N1(s) makes a random search of a
missing t-tuple, then tries by setting the jth combination of symbols in every row
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of M. The neighborhood function N2(s) randomly chooses a position (i, j) of the
matrix M and makes all possible changes of symbols. During the search process a
combination of both N1(s) and N2(s) neighborhood functions is employed by our
SA algorithm. The former is applied with probability P, while the latter is employed
at a (1−P) rate. This combined neighborhood function N3(s,x) is defined in the
Ecuation 1, where x is a random number in the interval [0, 1].

N3(s,x) =

{
N1(s) if x≤ p
N2(s) if x > p

(1)

The cooling schedule determines the degree of uphill movement permitted during
the search and is thus critical to the SA algorithm’s performance. The parameters
that define a cooling schedule are: an initial temperature, a final temperature or
a stopping criterion, the maximum number of neighboring solutions that can be
generated at each temperature, and a rule for decrementing the temperature. In our
SA implementation we used a geometrical cooling scheme mainly for its simplicity.
It starts at an initial temperature Ti which is decremented at each round by a factor
α using the relation Tk = αTk−1. For each temperature, the maximum number of
visited neighboring solutions is L. It depends directly on the parameters (N, k and V ,
where V is the maximum cardinality of M) of the studied mixed covering array. This
is because more moves are required for MCAs with alphabets of greater cardinality.

The stop criterion for our SA is either when the current temperature reaches
Tf , when it ceases to make progress, or when a valid MCA is found. In the pro-
posed implementation a lack of progress exists if after φ (frozen factor) consecutive
temperature decrements the best-so-far solution is not improved.

3 Experimental Design

The SA algorithm was coded in C and compiled with gcc using the optimization
f lag -O3. It was run sequentially into a CPU Intel(R) Xeon(TM) a 2.8 GHz, 2
GB of RAM with Linux operating system. In all the experiments the following
parameters were used for our SA implementation: (1) Initial temperature Ti = 4.0;
(2) Final temperature Tf = 1.0E− 10; (3) Cooling factor α = 0.99; (4) Maximum
neighboring solutions per temperature L = NkV 2; (5) Frozen factor φ = 11; (6)
According to the results shown in section 3.1, the neighborhood function N3(s,x)
is applied using a probability P = 0.3.

3.1 Fine Tuning of the Neighborhood Functions

It is well-known that the performance of a SA algorithm is sensitive to parameter
tuning. In this sense, we follow a methodology for a fine tuning of the two neigh-
borhood functions used in our SA algorithm. The fine tuning was based on the next
linear Diophantine Equation, P1x1 +P2x2 = q. Where xi represents a neighborhood
function and its value set to 1, Pi is a value in {0.0,0.1, ..,1.0} that represents the
probability of executing xi , and q is set to 1.0 which is the maximum probabil-
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ity of executing any xi. A solution to the given linear Diophantine Equation must
satisfy ∑2

i=1 Pixi = 1.0. This Equation has 11 solutions, each solution is an experi-
ment that tests the grade of participation of each neighborhood function in our SA
implementation to accomplish the construction of an MCA. Every combination of
the probabilities was applied by our SA to construct the set of MCAs shown in
Table 1(a) and each experiment was run 31 times, with the obtained data for each
experiment we calculate the median. A summary of the performance of our SA with
the probabilities that solved the 100% of the runs is shown in Table 1(b).

Table 1 (a) A set of 7 MCAs configurations; (b) Performance of our SA with the 11 combi-
nations of probabilities which solved the 100% of the runs to construct the MCAs listed in
(a).

(a)

Id MCA description

mca1 MCA(81;2,16,9282726252423222)

mca2 MCA(42;2,19,716151453823)
mca3 MCA(36;2,20,624929)

mca4 MCA(30;2,19,6151463823)

mca5 MCA(29;2,61,415317229)
mca6 MCA(360;3,7,101624331)

mca7 MCA(49;2,10,7262423222)

(b)

p1 p2 mca1 mca2 mca3 mca4 mca5 mca6 mca7

0 1 4789.763 3.072 46.989 12.544 3700.038 167.901 0.102
0.1 0.9 1024.635 0.098 0.299 0.236 344.341 3.583 0.008
0.2 0.8 182.479 0.254 0.184 0.241 173.752 1.904 0.016
0.3 0.7 224.786 0.137 0.119 0.222 42.950 1.713 0.020
0.4 0.6 563.857 0.177 0.123 0.186 92.616 3.351 0.020
0.5 0.5 378.399 0.115 0.233 0.260 40.443 1.258 0.035
0.6 0.4 272.056 0.153 0.136 0.178 69.311 2.524 0.033
0.7 0.3 651.585 0.124 0.188 0.238 94.553 2.127 0.033
0.8 0.2 103.399 0.156 0.267 0.314 81.611 5.469 0.042
0.9 0.1 131.483 0.274 0.353 0.549 76.379 4.967 0.110
1 0 7623.546 15.905 18.285 23.927 1507.369 289.104 2.297

Finally, given the results shown in Figure 1, the best configuration of probabilities
was P1 = 0.3 and P2 = 0.7 because it found the MCAs in smaller time (median
value). The values P1 = 0.3 and P2 = 0.7 were kept fixed in the second experiment.

Fig. 1 Performance of our
SA algorithm. We used a
Diophantine equation with
11 solutions, every combi-
nation of the probabilities
was applied by our SA to
construct the set of MCAs
shown in Table 1(a). Each
experiment was run 31 times
and we used the median.
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3.2 Comparing Our SA with the State-of-the-Art Algorithms

The purpose of this experiment is to carry out a performance comparison of the best
bounds achieved by our SA with respect to those produced by the following state-
of-the-art procedures: AETG [2], TCG [15], SA [3], GA [13], ACO [13], DDA [1],
Tconfig [17], ACTS [9], AllPairs [10], Jenny [7] and TS [6]. Table 2 displays the de-
tailed computational results produced by this experiment. The benchmark is shown
in the column two; from column 3 to 13 the results reported by some of the state-of-
the-art approaches are presented. The previous best-known (β ) solution is shown in
column 14. The results of constructing the MCAs for the benchmark using our SA

Table 2 For each instance shown in column 2, the best solution, in terms of the size N,
found by AETG, TCG, SA, GA, ACO, DDA, Tconfig, ACTS, AllPairs, Jenny, TS and our
SA are listed. The * means that the solution is optimal. The difference between the best result
produced by our SA and the previous best-known solution (Δ =Θ −β ) is depicted in the last
column.

N
ID MCA description AETG TCG SA GA ACO DDA Tconfig ACTS AllPairs Jenny TS Best Our SA Improvements

[2] [15] [3] [13] [13] [1] [17] [9] [10] [7] [6] β Θ Δ

1 t2k11v513822 20 20 15 15 16 21 21 19 20 23 15 15* 15 0
2 t2k9v4534 - - - - - 25 28 24 22 26 19 19 19 0
3 t2k75v41339235 27 - 21 27 27 27 30 28 26 31 22 21 21 0
4 t2k21v514431125 28 30 21 26 25 27 32 26 27 32 22 22 22 0
5 t2k61v415317229 37 33 30 37 37 35 40 33 35 39 30 30 29 -1
6 t2k19v6151463823 35 - 30 33 32 34 50 36 34 40 30 30* 30 0
7 t2k20v624929 - - - - - - 90 39 38 44 36 36* 36 0
8 t2k16v644527 - - - - - - 90 44 45 53 38 38 38 0
9 t2k19v716151453823 44 45 42 42 42 43 91 43 43 50 42 42* 42 0
10 t2k14v655534 - - - - - 58 90 56 53 56 50 50 46 -4
11 t2k18v674823 - - - - - - 90 54 55 63 47 47 47 0
12 t2k19v694327 - - - - - - 90 61 59 64 51 51 51 0
13 t2k8v82726252 - - - - - 74 64 72 64 76 64 64* 64 0
14 t3k9v4534 - - - - - - 103 138 - 115 85 85 80 -5
15 t3k6v524232 114 - 100 108 106 - 106 111 - 131 100 100* 100 0
16 t3k7v101624331 377 - 360 360 361 - 372 383 - 399 360 360* 360 0
17 t3k12v102413227 - - - - - - 472 400 - 413 400 400* 400 0
18 t3k14v655534 - - - - - - 400 420 - 414 370 370 370 0
19 t3k8v82726252 - - - - - - 594 614 - 645 540 540 535 -5

Fig. 2 Graphical compar-
ison of the best bounds
achieved by our SA with
respect to those produced by
the state-of-the-art proce-
dures (TConfig [17], ACTS
(IPOG) [9], AllPair [10],
Jenny [7] and TS [6]), when
the strength t = 2. Note that
the performance of our SA
improves or equals the best-
known solutions.  10
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are shown in column 15. The difference between the best result produced by our SA
and the previous best-known solution (Δ = Θ −β ) is depicted in the last column.
Next, Figure 2 compares the results shown in Table 2.

From the data presented, we can make the following main observations. The
quality solution attained by the proposed SA is very competitive with respect to
that produced by the state-of-the-art procedures. In fact, it is able to improve the
previous best-known solutions on 4 benchmark instances. For the remaining of the
instances in the test-suite, our SA equals the previous best-known solutions.

4 Conclusions

This paper focused on constructing MCAs with a new approach of SA, which inte-
grates three key features that importantly determines its performance. First, an effi-
cient method to generate initial solutions with maximum Hamming distance. Sec-
ond, a carefully designed composed neighborhood function that allows the search to
quickly reduce the total cost of candidate solutions, while avoiding to get stuck on
some local minimal. Third, an effective cooling schedule allowing our SA algorithm
to converge faster, producing at the same time good quality solutions.

The empirical evidence presented in this paper showed that our SA improved the
size of some MCAs in comparison with the tools that are among the best found in
the state-of-the-art of the construction of MCAs. The performance of the proposed
SA algorithm was assessed with a benchmark, composed by 19 MCAs of strengths
two and three taken from the literature. The computational results are reported and
compared with previously published ones, showing that our algorithm was able to
find 4 new upper bounds and to equal 15 previous best-known solutions on the
selected benchmark instances.

Finally, the new MCAs are available in CINVESTAV Covering Array Repository
(CAR), which is available under request at http://www.tamps.cinvestav.
mx/˜jtj/CA.php.
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Improve the Adaptive Capability of TMA-OR 

Jungan Chen, Qiaowen Zhang, and Zhaoxi Fang  

Abstract. In T-detector Maturation Algorithm with Overlap Rate (TMA-OR), the 
parameters Omin and self radius rs are required to be set by experience. To solve 
the problem, negative selection operator and self radius learning mechanism are 
proposed. The results of experiment show that the proposed algorithm can achieve 
the same effect when KDD and iris are as data set. 

Keywords: Artificial immune system, negative selection, variable size detector. 

1  Introduction 

Nowadays, Artificial Immune System (AIS) has been applied to many areas such 
as computer security, classification, learning and optimization [1]. Negative Selec-
tion Algorithm, Clonal Selection Algorithm, Immune Network Algorithm and 
Danger Theory Algorithm are the main algorithms in AIS [2][3]. 

A real-valued negative selection algorithm with variable-sized detectors  
(V-detector Algorithm) applied in abnormal detection is proposed to generate de-
tectors with variable r. A statistical method (naïve estimate) is used to estimate 
detect coverage [4]. But as reported in Stiboret later work, the performance of  
V-detector on the KDD Cup 1999 data is unacceptably poor[5]. So a new statistic-
al approach (hypothesis testing) is used to analyze the detector coverage [6]. But 
hypothesis testing requires np>5, n(1-p)>5 and n>10. When p is set to 90%, n 
must be set to at least 50. Because the number of detectors affect the detect  
performance, the hypothesis has its shortage. Actually in naïve estimate method, 
V-detector algorithm tries to maximize the distance among valid detectors. So 
with the number of valid detectors increasing, it is difficult to find valid detector. 
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To choose the appropriate distance among valid detectors and achieve less number 
of detectors generated, a parameter overlap rate (Omin) in T-detector Maturation 
Algorithm (TMA) is proposed to control the distance among detectors [7].But the 
optimized Omin is required to be set by experience. To solve this problem, a  
suppression operator called Negative Selection operator (NS operator) is used in 
TMA. NS operator is first proposed to eliminate those network cells which are 
recognized by others in optaiNet [8]. So there is no parameter Omin in TMA with 
NS operator. But there is another problem in both V-detector algorithm and TMA. 
As reference[9] metioned “self radius is an important control parameter of  
V-detector to balance between high detection rate and low false alarm rate in more 
general cases.” , the self radius is difficult to set. In this paper, a self radius learn-
ing mechanism is proposed to achieve the adaptive self radius. By combining NS 
operator and self radius learning mechanism, an augmented TMA called TMA 
with Adaptive Capability (TMA-AC) is proposed. 

2  Algorithm 

2.1  Match Range Model 

U={0,1}n ,n is the number of dimensions. The normal set is defined as selves and 
abnormal set is defined as nonselves. selves∪nonselves=U. selves∩nonselves=Φ. 
There are two points x=x1x2…xn, y=y1y2…yn. The Euclidean distance between x 
and y is: 

( )∑
=

−=
n

1i

2
ii yxy)d(x,  (1)

The detector is defined as dct = {<center, selfmin, selfmax > | center ∈ U,  self-
min, selfmax∈N}. center is one point in U. selfmax is the maximized distance be-
tween dct.center and selves. selfmin is the minimized distance. The detector set is 
defined as DCTS. Selfmax and selfmin are calculated by setMatchRange(dct, 
selves), dct.center∈U, i∈[1, |selves| ],  selfi∈selves： 

⎩
⎨
⎧

=
=

=
)})dct.center,fmax({d(selselfmax

)})dct.center,fmin({d(selselfmin
ngesetMatchRa

i

i  (2) 

[selfmin,selfmax] is defined as self area. Others is as nonself area. Suppose there 

is one point x∈U and one detector dct ∈ DCTS. When d(x,dct) ∉[dct.selfmin, 
dct.selfmin], x is detected as abnormal. So one rule called Range Match Rule 
(RMR), RMRMatch(x,dct) shown in equation 3, is proposed. In equation 3, value 
1 means that x is abnormal.  

⎩
⎨
⎧

∉
∈

=
x]dct.selfmain,[dct.selfm)dct.centerd(x,1,

x]dct.selfmain,[dct.selfm)dct.centerd(x,0,
RMRMatch  (3) 

Based on RMR, the detect procedure detect(x,DCTS) is defined as equation 4, true 
means that x is abnormal. 
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⎩
⎨
⎧ ∈∃=

=
othersfalse,

DCTSdct1,)dct,RMRMatch(xtrue,
Detect kk  (4) 

2.2  Self Radius Learning Mechanism 

To learning the appropriate self radius, a property minselfList is added to the 
properties of detector. The property minselfList has three element 
{self0,self1,self2}∈selves, which  have the minimized distance with a given  
detector dct.center. 

Self radius rs can be achieved by the equation 5. 

d02)/3d12(d01r

self2)d(self0,d02

self2)d(self1,d12

self1)d(self0,d01

s ++=
=
=
=

 
(5) 

2.3  NS Operator 

NS operator is first proposed to eliminate those network cells which are recog-
nized by others in optaiNet [8]. In this work, it is defined as following. Parameter 
UnValid is computed through equation 7.  

⎩
⎨
⎧ >=

=
otherstrue,

3UnValidfalse,
IsValidAnd  (6)

1UnValidUnValid))dctAnd(dctx,if(NSMatch

DCTSdct

k

k

+=
∈∃  (7)

⎩
⎨
⎧ <∧<

=
othersfalse,

indctk.selfmdindctx.selfmdtrue,
NSMatchAnd  (8)

r)dctk.centeter,d(dctx.cend =  (9)

2.4  The Model of Algorithm 

The algorithm, called TMA-AC (TMA with Adaptive Capability), is shown in 
Fig.1. Step 2~5 is used to generate candidate detector which does not covered by 
self with rs. Step 10 is used to estimate the detect coverage. Step 6 is used to  
decide whether candidate detector is a valid detector according equation 6. 
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1.  Set the desired coverage pc 

2.  Generate one candidate detector dctx randomly  

3.  setMatchRange(dctx,selves) 

4.  compute the self radius rs according equation 5 

5.  if dctx.selfmin< rs then Go to 2; 

6.  if isvalidAnd(dctx,DCTS) then // equation 6 

7.        dctx is added to detector set DCTS 

8.   covered=0 

9.  Else 

10.   covered ++ 

11. If covered <1/(1- pc) then goto 2 

Fig. 1 TMA-AC algorithm model 

3  Experiments 

For the purpose of comparison, experiments are carried out using 2-dimensional 
synthetic data in table 1,which is described in Zhou’s paper[10]. Over the unit 
square [0,1]2 ,various shapes are used as the self region. In every shape, there are 
training data (self data) of 1000 points and test data of 1000 points including both 
self points and nonself points. In the famous benchmark Fisher’s Iris Data, one of 
the three types of iris is considered as normal data, while the other two are consi-
dered abnormal [4]. As for KDD data, 20 subsets were extracted from the enorm-
ous KDD data using a process described in [5]. Self radius and Omin used in 
TMA-OR are given in table.1. All the results shown in these figures are average of 
100 or 20 (see table 1) repeated experiment with coverage rate 99%. 

When KDD and iris are as data set, TMA-AC can get the higher detect rate 
(Fig.2)with lower false alarm rate(Fig.3) and smaller number of detectors(Fig.4). 
As reference[7], TMA-OR(Omin=0.7) can achieve the best effect. By comparing 
with TMA-OR(Omin=0.7),TMA-AC can achieve the same effect when KDD and 
iris are as data set. But when  2-dimensional synthetic data is used, TMA-AC 
shows less effective than TMA-OR.  
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Table 1 data set and parameters used in experiments 

Data set 
Parameters 

rs Omin Repeated times 

2-dimensional  

synthetic data 

Comb  

0.03 0, 

0.7 

100 

Cross 

Ring 

Triangle 

Stripe 

Intersection 

Pentagram 

Iris data 

Setosa as self data 

Versicolor as self data 

Virginica as self data 

KDD data 0.05 20 

 

 

Fig. 2 Detect Rate. 
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Fig. 3 False Alarm Rate. 

 
Fig. 4 Number of Detectors. 

4  Conclusion 

As the parameters Omin and self radius rs in TMA-OR are required to be set by 
experience. To solve the adaptive problem, NS operator and self radius learning 
mechanism are proposed, and then an augmented TMA called TMA-AC is pro-
posed. There is no Omin and rs in TMA-AC. The results of experiment show that 
the proposed algorithm can achieve the same effect when KDD and iris are as data 
set. But TMA-AC shows less effective than TMA-OR when 2-dimensional syn-
thetic data is as the data set. One reason for the result of 2-dimensional synthetic 
data is that the data set is generated by manually and not reflected the real world 
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problem. Of course, more data sets are required to be used in experiments for eva-
luating correctly. 
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A New Hybrid Firefly Algorithm for Complex 
and Nonlinear Problem 

Afnizanfaizal Abdullah, Safaai Deris, Mohd Saberi Mohamad,  
and Siti Zaiton Mohd Hashim  

Abstract. Global optimization methods play an important role to solve many  
real-world problems. However, the implementation of single methods is 
excessively preventive for high dimensionality and nonlinear problems, especially 
in term of the accuracy of finding best solutions and convergence speed 
performance. In recent years, hybrid optimization methods have shown potential 
achievements to overcome such challenges. In this paper, a new hybrid 
optimization method called Hybrid Evolutionary Firefly Algorithm (HEFA) is 
proposed. The method combines the standard Firefly Algorithm (FA) with the 
evolutionary operations of Differential Evolution (DE) method to improve the 
searching accuracy and information sharing among the fireflies. The HEFA 
method is used to estimate the parameters in a complex and nonlinear biological 
model to address its effectiveness in high dimensional and nonlinear problem. 
Experimental results showed that the accuracy of finding the best solution and 
convergence speed performance of the proposed method is significantly better 
compared to those achieved by the existing methods.  

Keywords: Firefly Algorithm, Differential Evolution, hybrid optimization, 
parameter estimation, biological model. 

1   Introduction 

Global optimization is an important task in most scientific and engineering 
problems. These problems include finding the minimal vehicle routing [1-2] and 
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the optimal design in electronic systems [3]. For the past few years, many global 
optimization methods have been proposed to solve these problems. Most of these 
methods are metaheuristics methods such as Genetic Algorithm (GA) [4], Particle 
Swarm Optimization (PSO) [5] and Evolutionary Programming (EP) [6]. These 
methods have received remarkable attentions as they are known to be derivative 
free, robust and often involve a small number of parameter tunings. However,  
applying such single methods is sometimes too restrictive, especially for high 
dimensional and nonlinear problems [8]. This is because these methods usually 
require a substantially huge amount of computational times and are frequently 
trapped in one of the local optima. Recently, different methods have been 
combined to overcome these disadvantages. The hybrid optimization methods 
have proved their effectiveness in several high dimensional and nonlinear 
problems including in bioinformatics [7] and electrical engineering [8]. 

In this paper, a new hybrid optimization method is introduced. The proposed 
method, called Hybrid Evolutionary Firefly Algorithm (HEFA), combines the 
recently introduced Firefly Algorithm (FA) [9] with the evolutionary operations 
adopted from the Differential Evolution (DE) [10]. In this method, the population 
is firstly ranked according to the fitness value. Then, the sorted population is 
divided into two sub-populations. The first sub-population; which contains the 
solutions with potential fitness values, is subjected to undergo neighborhood-
based optimization, whereas the other sub-population is subjected to perform the 
evolutionary operations. The proposed method is used to estimate parameters in a 
complex and nonlinear biological model. The experimental results showed that the 
accuracy and speed performance of the HEFA method had outperformed the other 
existing methods. This paper is organized as follows: in Section 2, the proposed 
HEFA method is introduced and the details of the method are presented. In 
Section 3, the experimental results of evaluating the effectiveness of the proposed 
method to the parameter estimation of nonlinear biological model are described. 
Lastly, in Section 4, the conclusion of the contribution and the future works are 
discussed.   

2   Hybrid Evolutionary Firefly Algorithm (HEFA) Method 

The proposed HEFA method is basically a combination of the FA [9] and DE [10] 
methods. In this method, each solution in a population represents a solution which 
is located randomly within a specified searching space. The ith solution, , is 
represented as follows: 
  1 , 2 , … ,                                (1) 
 
where  is the vector with 1, 2, 3, … , , and t is the time step. Initially, the 
fitness value of each solution was evaluated. The solution that produced the best 
fitness value would be chosen as the current best solution in the population. Then, 
a sorting operation was performed. In this operation, the newly evaluated solutions 
were ranked based on the fitness values and divided into two sub-populations.  
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The first sub-population contained solutions that produced potential fitness 
values. The fitness value of each ith solution in this sub-population was then 
compared with its jth neighboring solution. If the fitness value of the neighboring 
solution was better, the distance between every solution would then be calculated 
using the standard Euclidean distance measure. The distance was used to compute 
the attractiveness, :   
 

    (2) 
 
where ,  and ,  are the predefined attractiveness, light absorption coefficient, 
and distance between ith solution and its jth neighboring solution, respectively [9]. 
Later, this new attractiveness value was used to update the position of the solution, 
as follows: 
 

    (3) 

 

where  and  are uniformly distributed random values between 0 to 1. Thus, the 
updated attractiveness values assisted the population to move towards the solution 
that produced the current best fitness value [9, 11]. 

On the other hand, the second sub-population contained solutions that produced 
less significant fitness values. The solutions in this population were subjected to 
undergo the evolutionary operations of DE method. Firstly, the trivial solutions 
were produced by the mutation operation performed on the original counterparts. 
The ith trivial solution, Vi, was generated based on the following equation: 
  1 , 2 , … ,    (4) 
 · 1 2     (5) 
 
where  is the vector of current best solution, F is the mutation factor,   
and  are randomly chosen vectors from the neighboring solutions [10]. Next, 
the offspring solution was produced by the crossover operation that involved the 
parent and the trivial solution. The vectors of the ith offspring solution, Yi, were 
created as follows:  
  , , … ,       (6) 
       (7) 

 
where  is a uniformly distributed random value between 0 to 1 and  is the 
predefined crossover constant [10]. As the population of the offspring solution 
was produced, a selection operation was required to keep the population size 
constant. The operation was performed as follows:  
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1                       (8) 

 
This indicates that the original solution would be replaced by the offspring 
solution if the fitness value of the offspring solution was better than the original 
solution. Otherwise, the original solution would remain in the population for the 
next iteration. The whole procedure was repeated until the stopping criterion was 
met. Figure 1 shows the outline of the proposed HEFA method.  
 
 

Hybrid Evolutionary Firefly Algorithm (HEFA) 
Input: Randomly initialized position of d dimension problem:  
Output: Position of the approximate global optima:  
Begin 
     Initialize population; Evaluate fitness value; 
     Select current best solution; 
     For 1 to max 
          Sort population based on the fitness value; 
           _ ;   _ ;  
          For i  0 to number of  solutions 
               For j  0 to number of  solutions 
                    If ( ) then  
                        Calculate distance and attractiveness; 
                        Update position; 
                   End If 
               End For 
          End For 
          For i  0 to number of  solutions 
              Create trivial solution, ; 
              Perform crossover, ; 

              Perform selection, ; 
          End For  
           , ;           
          Select current best solution; 
          1; 
     End For  
End Begin

Fig. 1 The outline of proposed HEFA method   

3   Results 

To address its effectiveness, the proposed method was used to estimate the 
parameters in a complex and nonlinear biological model. A general kinetic model 
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of the Maillard reaction occurring in heated monosaccharide casein systems [12] 
was used in this experiment. The model is downloaded from the BioModels 
repository database [14]. The model observed the dynamic of the metabolites 
concentrations involved in the systems through different reaction environments. 
Sugars, including glucose and fructose, were utilized to analyze the effect of the 
reaction kinetics. The model describes the reactions of the glucose, , and 
fructose, , concentrations as [12]: 
 

               (9) 
 

       (10) 
 
where , , and  are the concentrations of glucose, fructose and lysine, 
respectively. The parameter values are  = 0.01 min-1,  = 0.00509 min-1, = 
0.00047 min-1,  = 0.00018 L mmol-1 min-1,  = 0.0011 min-1,  = 0.00712 
min-1 and  = 0.00015 L mmol-1 min-1 [12]. Figure 2 shows the dynamics of 
glucose and fructose concentration as depicted in Equation 9 and 10. 
 

 

 

Fig. 2 The dynamics of glucose (Glu) and fructose (Fru) concentration in the system 

Parameter estimation was implemented to find the optimal parameter values of 
the system so that the error difference between the experimental and simulated 
data would be minimized, as follows: min ∑ ∑                        (11) 

where N is the number of parameter values, M is the number of observable state 
variables,  and  are the experimental and simulated data points for the 
mth parameter value in the nth state time, respectively.  
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The parameter estimation results of four existing optimization methods, GA, 
PSO, FA, and EP, were compared with the proposed HEFA. In this comparison, 
the population size and the number of iterations of all methods were 50 and 1000, 
respectively. All methods were executed 50 times independently. For the proposed 
method, the initial attractiveness value, , was set to 0.5 and the light absorption 
coefficient, , value was 0.01 [11]. Furthermore, for GA, EP, and HEFA methods, 
the mutation factor, F, and crossover constant, CR, were both set to 0.9 [10]. Table 
1 presents the overall performance of these methods. For 50 runs, the average 
fitness value of the HEFA method was better compared to the other methods. The 
error percentage of the method for both glucose and fructose concentration are 
calculated as 
  ∑ 100%                        (12) 

 
From the table, it shows that the error percentage produced by the HEFA method 
was substantially small compared to other methods. In term of the computational 
time, the result showed by GA method was better than the proposed HEFA 
method. However, the small number of evaluated functions by GA indicated that 
only a small number of possible solutions were considered through the whole 
iterations. Thus, even though HEFA method required more computational time, 
the method tended to evaluate more functions than GA. Figure 3 shows the 
convergence performance of all tested methods. This proved that the HEFA 
method managed to escape the local optima more effectively compared to other 
methods. Overall, the advantages of the HEFA method were majorly due to two 
main factors. The first factor was the utilization of the solutions that produced 
least significant fitness values. The results showed that the use of these solutions 
had increased the exploration capability which allowed the method to escape the 
local optima effectively. The second factor was the neighborhood information 
sharing scheme by the evolutionary operations. It had been proven that the used of 
evolutionary operations could enhance the exploitation of each solution, thus 
improving the accuracy of finding the optimum solutions. 

Table 1 Performance of different methods 

 Method 

GA PSO FA EP HEFA 

Accuracy performance  

Error (Glucose) 1.07% 1.05% 0.42% 1.05% 0.42% 

Error (Fructose) 0.28% 0.28% 0.17% 0.28% 0.01% 

Average Fitness Value 6.43×10-8 6.38×10-8 9.91×10-8 6.43×10-8 7.79×10-18 

Standard Deviation 1.47×10-5 1.47×10-5 2.17×10-8 1.47×10-5 1.66×10-25 

Speed performance  

No. of Evaluated Functions 109 25059 29510 25009 35100 

Time (second) 0.046 5.413 4.131 5.444 3.521 
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Fig. 3 Convergence behavior of GA, PSO, FA, EP and HEFA methods 

4   Conclusion and Future Work 

In this paper, the new hybrid optimization called HEFA is introduced. The 
proposed method combined the FA method with the evolutionary operations 
adopted from DE. The proposed method is used to estimate the parameters in a 
biological model. The experimental results showed that the accuracy and speed 
performance of HEFA had significantly outperformed the results produced by GA, 
PSO, EP, and the standard FA methods. Moreover, the convergence analysis 
showed that the proposed method was capable to escape from the local optima 
more effectively. For the future research, several improvements are suggested to 
further enhance the performance of the proposed method. Firstly, the adaptive 
control parameter can be introduced to enhance the function evaluation scheme by 
the evolutionary operations [13]. This is important to ensure that the speed 
performance will not be affected by the problem complexity. Secondly, the 
direction of the fireflies can be added to the method so that the firefly movements 
can be improved substantially [1]. Lastly, the proposed method should be tested to 
estimate the parameters in more complex problems such as noise and 
identifiability.  
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A General Framework for Naming Qualitative
Models Based on Intervals

Ester Martı́nez-Martı́n, M. Teresa Escrig, and Angel P. del Pobil

Abstract. In qualitative spatial and temporal reasoning we can distinguish between
comparing and naming magnitudes. In particular, naming qualitative models allow
humans to express spatio-temporal concepts such as “That horse is really fast”. In
colloquial terms, naming concepts are called relative. In this paper we present a
general framework to solve the representation magnitude and a general algorithm
to solve the basic step of inference process of qualitative models based on intervals.
The general method is based on the definition of two algorithms: the qualitative sum
and the qualitative difference.

1 Introduction

A widely used way to model commonsense reasoning in the spatial domain is by
using qualitative models. In fact, qualitative reasoning can help to express poorly
defined problem situations, support the solution process and lead to a better in-
terpretation of the final results [20]. In nature, most of the knowledge about time
and space is qualitative such that it is not necessary to know the exact amount of
a spatio-temporal aspect to perform context-dependent comparisons. Humans are
a clear example since they are not good at determining accurate lengths, volumes,
etc., while they can easily perform context-dependent comparisons and make correct
decisions from those comparisons [11].
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Therefore, a qualitative representation can be defined as that representation that
makes only as many distinctions as necessary to identify objects, events, situations,
etc., in a given context [11]. Note that the way to define those distinctions depends
on two different aspects. The first one is the level of granularity. In this context,
granularity refers to a matter of precision in the sense of the amount of information
which is included in the representation. Thus, a fine level of granularity will provide
a more detailed information than a coarse level.

The second aspect corresponds to the distinction between comparing magnitudes
and naming magnitudes [4]. This distinction refers to the usual comparison between
absolute and relative. From a spatial point of view, that controversy corresponds
to the way the relationships among objects in the world are represented. Levin-
son [16] pointed out that absolute defines an object’s location in terms of arbitrary
bearings such as, for instance, cardinal directions (e.g. North, South, East, West),
by resulting in binary relationships. Instead, relative leads to ternary relationships.
Consequently, for comparing magnitudes, an object b is any compared relationship
to another object a from the same Point of View (PV ). The comparison depends on
the orientation of both objects with respect to (wrt) the PV , since objects a and b can
be at any orientation wrt the PV . On the other hand, naming magnitudes divide the
magnitude of any concept into intervals (sharply or overlapped separated, depen-
ding on the context such that a qualitative label is assigned to each interval. Note
that the result of reasoning with this kind of regions can provide imprecision. That
imprecision is solved by providing disjunction in the result. That is, if an object can
be found in several qualitative regions, qi or qi+1 or . . . or qn, then all possibilities
are listed as follows {qi,qi+1, . . . ,qn} by indicating this situation.

Note that, although qualitative reasoning is an established field of pursued by in-
vestigators from many disciplines including geography [19], psychology [15], eco-
logy [2, 18], biology [14, 10], robotics [17, 12] and Artificial Intelligence [5], the
number of practical applications that make use of it is comparatively small. One
reason for this can be seen in the difficulty for people from outside the field to in-
corporate the required reasoning techniques into their methods. So, the aim of this
paper is to design a general, easy-to-use framework that overcomes that problem.
So, the aim of this paper is to present a general systemic algorithm that integrates
and solves the reasoning process of all qualitative models based on intervals. From
the starting point that the development of any qualitative model consists of a re-
presentation of the magnitude at hand and the reasoning process, the structure of
this paper is as follows: Section 2 describes the representation of a magnitude. The
Reasoning Process is introduced in Section 3, and discussed in Section 4.

2 Magnitude Representation

In qualitative spatial reasoning, it is common to consider a particular aspect of the
physical world, i.e. a magnitude like distance, and to develop a system of qualitative
relationships between entities which cover that aspect of the world to some degree.
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Thus, the first issue to be solved refers to how to properly represent the magnitude
to be modelled.

Focusing on qualitative naming models based on intervals, any magnitude is re-
presented by the following three elements:

1. The number of objects implied in each relation. A relationship is binary when
there are only two objects implied (object b wrt object a, i.e. b wrt a). So, an
object acts as reference (a) and the other one is referred (b). For instance, how
far an object is wrt another object is a binary relationship as defined in [13]. On
the contrary, a relationship is ternary when three objects are implied (c wrt ab).
In this case, two objects form the reference system (ab) and the other object (c)
is referenced wrt such reference system (e.g. qualitative orientation [9])

2. The set of relations between objects. It depends on the considered level of gra-
nularity. In a formal way, this set of relations between objects is expressed by
means of a Reference System (RS). A RS will contain, at least, a couple of com-
ponents:

• A set of qualitative symbols, in increasing order, represented by Q = {q0,
q1, ...,qn}, where q0 is the qualitative symbol closest to the Reference Object
(RO) and qn is the one furthest away, going to infinity. Here, by cognitive con-
siderations, the acceptance areas have been chosen in increasing size. Note
that this set defines the different areas in which the workspace is divided and
the number of areas depends on the granularity of the task at hand, as above-
mentioned

• The structure relations, Δr = {δ0,δ1, ...,δn}, describe the acceptance areas
for each qualitative symbol qi. So, δ0 corresponds to the acceptance area of
qualitative symbol q0; δ1 to the acceptance area of symbol q1 and so on. These
acceptance areas are quantitatively defined by means of a set of closed or
open intervals delimited by two extreme points: the initial point of the interval
j, δ i

j, and the ending point of the interval j, δ e
j . So, the acceptance area of

a particular entity of a magnitude, AcAr(entity), is δ j if the entity value is
between the initial and ending points of δ j, that is, δ i

j ≤ value(entity)≤ δ e
j

3. The operations. The number of operations associated to a representation corres-
ponds to the possible change in the PV. For example, if the relationship is binary
(b wrt a), only one operation can be defined: inverse (a wrt b). Nevertheless, it is
possible to define five different operations when the relationship between objects
is ternary (c wrt ab) [9]: inverse (c wrt ba), homing (a wrt bc), homing-inverse
(a wrt cb), shortcut (b wrt ac) and shortcut-inverse (b wrt ca).

3 The Reasoning Process

The reasoning process is divided into two steps:

• The Basic Step of the Inference Process (BSIP). It can be defined as: “given
two relationships, (1) the object b wrt a reference system, RS1, and (2) the object
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c wrt another reference system, RS2, such that the object b is included into the
RS2, the BSIP obtains the relationship c wrt RS1”. In Spatial Reasoning, the BSIP
is usually represented by composition tables. These tables can be obtained either
by hand or automatically by using algorithms, if they exist.

• The Complete Inference Process (CIP). It is necessary when more than two
objects (in binary relationships) or three objects (in ternary relations) are involved
in the reasoning mechanism. Mainly, it consists of repeating the BSIP as many
times as possible with the initial information and the information provided by
some BSIP until no more information can be inferred

3.1 The Basic Step of the Inference Process

Basically, the BSIP is defined as the process of inferring the relationship between
two (or three) entities of a magnitude from the knowledge of two other relation-
ships such that there is an object in common in both relationships. The way to infer
the new relationship depends on the considered magnitude. However, all the quali-
tative models based on intervals define the magnitude in the same way, as above-
mentioned. For that reason, an abstraction can be done by resulting in a general
algorithm. Here, we propose a general algorithm based on qualitative sums and dif-
ferences that solves the inference process for all models based on intervals.

3.1.1 The General Algorithm

As previously introduced, magnitudes are represented by three different elements:
(1) the number of objects implied in each relationship, (2) the set of relationships
between entities and (3) the operations that can be defined. Note that there is a
difference between concepts of commonsense knowledge in terms of dimensiona-
lity. For example, time is a scalar magnitude, whereas space is much more complex
because it is inherent multi-dimensional. This inherent feature leads to a higher de-
gree of freedom and an increased possibility of describing entities and relationships
between entities. Because of the richness of space, its multi-dimensionality and its
multiple aspects, most work in qualitative reasoning has focused on single aspects
of space such as, for instance, topology, orientation or distance. Nevertheless, as
pointed out in [8], relationships between entities can be seen as movements in the
space or spatial deformations in physical space. As a result, when the relationships
between entities are considered as directed vectors and using a reference orienta-
tion ab, three different situations can take place: (1) relationships between entities
are in the same orientation; (2) relationships between entities are in the opposite
orientation; and (3) relationships between entities are at any orientation. As a res-
ult, the inferred relationship will be composed of all possible relationships between
the entities by considering the three possible orientations. According to a deeper
analysis of the possible orientations, it is clear that the extreme cases are obtained
when the implied objects are in the same orientation and when they are in the oppos-
ite one. Consequently, if both extreme cases are solved, the result will be built as a
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disjunction of qualitative symbols from the inferred area closest to the RO to the fur-
thest one. With the aim of automatically solving these extreme cases, the qualitative
sum and difference of intervals are defined.

3.1.2 The Qualitative Sum

Let qi be the qualitative symbol which represents a relationship b wrt a reference
system RS1, and let q j be the qualitative symbol referred to the relationship c wrt
another reference system RS2, such that b is included into the RS2. Supposing that
those relationships are binary, we would have a situation similar to the one illustrated
in Figure 1. In this example, from the knowledge b wrt a = q3 and c wrt b = q2, c
wrt a should be inferred.

Fig. 1 Example of qualitative sum when structure relations with overlapped acceptance areas
are used (left); example of qualitative difference when structure relations with overlapped
acceptance areas are used (right)

However, it is desirable to achieve the same solution from a mathematical point
of view. The development of such a method (the qualitative sum) has several advan-
tages. Firstly, it does not require to represent the relationships for any composi-
tion. This is especially important when the dimensionality of the magnitude is high.
Moreover, it can be applied to all the models based on intervals since the reasoning
mechanism is the same in all of them. Therefore, the qualitative sum of the two
intervals δi and δ j, results in a range of qualitative symbols given by:

AcAr
(
Δi−1 +Δ j−1

)
. . .AcAr (Δi +Δ j) (1)

where Δk represents the distance from the origin to δk, i.e. the sum of consecutive
intervals from the origin to δk.

Therefore, the developed method proposed to solve the qualitative sum of inter-
vals is divided into three steps:

1. Obtaining the Upper Bound (UB) of the Result. With the aim to obtain the UB
of the disjunctino of qualitative symbols for the relationship c wrt a, the case in
which entities b and c are set to the ending points of their respective acceptance
areas is studied. Under this hypothesis, three different cases can occur:

• The distance from the origin of qualitative areas to δ j, Δ j, is much lower than
the sum of acceptance areas to δi, i.e. Δi. In this case, the absorption rule is



686 E. Martı́nez-Martı́n, M. Teresa Escrig, and A.P. del Pobil

applied. This rule, stated in [3], means that if an interval δi is k times greater
than other (δ j), then it can be assumed, without loss of information, that the
sum or difference of them is δi, that is, (Δi � Δ j)⇔ Δi ≥ k∗Δ j ⇒ Δi±Δ j

∼=
Δi where k is a constant which depends on the context

• δi corresponds to the last defined qualitative area. Therefore, δi will be the UB
• Otherwise, an iterative procedure has been defined to recursively seek for the

minimum qualitative area δk that satisfies Δ j ≤ δi+1 +δi+2 + . . .+δk ⇔ Δ j ≤
Δ(i+1)..k Note that it stops when it comes to the last qualitative defined region
or when the sum of acceptance areas from the origin to δ j, i.e. Δ j, is less than
or equal to the sum of acceptance areas starting from δi+1 to δk with k > i.

2. Obtaining the Lower Bound (LB) of the Result. Unlike the previous case, the
values of the entities b and c are supposed to be set to the initial points of their
respective acceptance areas. Therefore, the expression to be satisfied in this case
is Δ j−1 ≤ δi + δi+1 + . . .+ δk It will stop when it comes to the last qualitative
region of the structure relations or when the distance from the origin to the quali-
tative area previous to δ j, that is, Δ j−1, is less or equal than the sum of acceptance
areas starting from δ j to δk with k ≤ i.

3. Building the Result. It builds the list of qualitative areas from the LB to the UB

3.1.3 The Qualitative Difference

When the given relationships are opposite directed, as in the example shown in
Figure 1, the qualitative difference of intervals must be solved. With this aim, a new
method has been designed. With a similar reasoning mechanism to the qualitative
sum, the qualitative difference of two intervals δi and δ j is given by:{

AcAr (Δi−Δ j) . . .AcAr
(
Δi−1−Δ j−1

)
when Δi ≥ Δ j

AcAr (Δ j −Δi) . . .AcAr
(
Δ j−1−Δi−1

)
otherwise

(2)

From that definition, the process to obtain the qualitative difference consists of
the following three steps:

1. Obtaining the UB. The UB of the range of acceptance areas is computed by
considering that the entity values are set to the initial points of their acceptance
areas. Under this hypothesis, a recursively function that seeks for the minimum
acceptance area δk that satisfies the comparison Δ j−1 ≤ δi + δi−1 + . . .+ δk, has
been implemented. From its definition, it will stop when it comes to consider the
first region of the relation structure or when the sum of acceptance areas from
the origin to δ j (without including δ j), i.e. Δ j−1, is less than or equal to the sum
of acceptance areas starting from δi to δ j with k ≤ i.

2. Obtaining the LB. The LB is obtained by supposing than the entity values are
set to the ending points of their acceptance areas. Thus, as in the case of the
qualitative sum UB, three cases can occur:

• If the absorption rule is satisfied, the LB will be δi or δ j by depending on
Δi ≥ Δ j or Δ j > Δi respectively
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• If δi, or δ j when Δ j > Δi, is the first defined acceptance area, then δi, or δ j

respectively, is the LB
• Otherwise, a recursive backward search among the defined qualitative areas is

applied. It is aimed at finding the qualitative area δk that satisfies the relation-
ship Δ j ≤ δi−1 + δi−2 + . . .+ δk (Δi ≤ δ j−1 + δ j−2 + . . .+ δk).

3. Building the result. It builds the list of qualitative areas from the LB to the UB

The remaining issue is to know which operation (i.e. qualitative sum or qualita-
tive difference) solves the reasoning process of any magnitude. That choice mainly
depends on two different aspects: (1) the sign of the magnitude values (i.e. positive
and/or negative) and (2) the physical definition of the magnitude.Hence, the resul-
ting disjunction of qualitative areas for the inferred relationship will be built from
different ways to obtain the LB and UB.

Regarding the CIP, it can be formalized as a Constraint Satisfaction Problem
(CSP) since knowledge about relationships between entities is often given in the
form of constraints. Note that CSP is consistent if it has a solution. Consequently, a
path consistency algorithm can be used as a heuristic test for if the defined constraint
network is consistent [1], and, therefore, if the CSP has a solution.

4 Conclusions

Physical space and its properties play essential roles in all sorts of actions and de-
cisions. As a result, the ability to reason in and about space is crucial for any system
involved in theses actions and decisions. So, given that qualitative representations
are one source of flexibility in commonsense reasoning, they are more stable than
quantitative representations, and provide a level of description that can be more
easily matched and reasoned with. Although positional information has been the
starting point, the spatial reasoning can imply different physical properties by re-
quiring higher dimensional descriptions. For that reason, both magnitude represen-
tation and reasoning process have been analysed by leading to a general algorithm
which solves the representation and the inference process of any qualitative model
based on intervals in n dimensions. Actually, the general framework presented in
this paper allows investigators from other disciplines to easily incorporate the re-
quired reasoning techniques into their methods. In addition, focused on assessing
the approach’s performance, it has been instanced to two different qualitative mo-
dels: (1) naming distance, and (2) qualitative velocity by obtaining the same results
to the presented ones in [6] [7], respectively.
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Approach of Genetic Algorithms with Grouping 
into Species Optimized with Predator-Prey 
Method for Solving Multimodal Problems 

Pablo Seoane, Marcos Gestal, Julián Dorado, J. Ramón Rabuñal,  
and Daniel Rivero  

Abstract. Over recent years, Genetic Algorithms have proven to be an appropriate 
tool for solving certain problems. However, it does not matter if the search space 
has several valid solutions, as their classic approach is insufficient. To this end, 
the idea of dividing the individuals into species has been successfully raised. 
However, this solution is not free of drawbacks, such as the emergence of redun-
dant species, overlapping or performance degradation by significantly increasing 
the number of individuals to be evaluated. This paper presents the implementation 
of a method based on the predator-prey technique, with the aim of providing a so-
lution to the problem, as well as a number of examples to prove its effectiveness. 

Keywords: Genetic Algorithms, Multimodal Problems, Species Evaluation,  
Predator-Prey Approach. 

1   Introduction 

In the Genetic Algorithms [1] there is a simulation of a population of individuals 
that evolves until reaching a solution within a given search space. With the aim of 
achieving various solutions in a multimodal environment, that is, with several op-
timal valid values, a division of the population into species is carried out, so that 
each can specialize in a solution of the problem. Using this technique, the obtained 
results were satisfactory [2]. However, it has some drawbacks. Due to the fact that 
new species are created with each generation, and therefore new individuals, the 
population grows exponentially. The immediate consequences are an increased 
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consumption of computational resources, as well as a slowing down of the whole 
system. 

To avoid the created drawbacks, the concept of predator-prey [3] is introduced 
in the system applying it to species in the area. The technique is firstly designed to 
distribute individuals behaving as prey randomly in an area and then do the same 
with some individuals called predators, which, according to some rules, deal with 
deleting some of the prey in the neighborhood. The deleted individual is replaced 
by another, obtained as a result of a mutation of a randomly chosen nearby prey 
and predators move around, looking for a new victim.  

This technique could be used in a similar way when dealing with grouping into 
species, so that species could compete against each other, as preys or predators, 
according to some previously defined rules. The role is assigned dynamically, af-
ter the meeting of the two species. In the same way, the species which enhances 
the values of the chosen rule is helped to continue its evolution, whereas the indi-
viduals of the other species disappear. The species and individuals that are consi-
dered dispensable for obtaining solutions will be removed from the system. 

The predator-prey method is aimed at overcoming the limitations that arise 
when applying the technique of the Genetic Algorithms grouped into species to a 
multimodal problem, obtaining the best results provided by the grouping of spe-
cies, but using the fewest elements possible, so that the species could maintain 
their numbers or even suffer losses during the development of the method and as a 
result the total amount of individuals decreases. Hence, the method implementa-
tion is optimized. 

A first approximation is performed to test the system using a multimodal 
Rastrigin function. This is a preliminary study whose aim will be to apply the 
solution to complex problems. 

2   Genetic Algorithms 

The Genetic Algorithms are adaptive methods, generally used in search problems 
and parameter optimization, based on the principle of sexual reproduction and 
survival of the fittest. The development of Genetic Algorithms is largely due to 
John Holland, a researcher at the University of Michigan. 

To obtain the solution to a problem, we start from an initial set of individuals, 
called population, generated randomly. Each of these individuals, coded similarly 
to chromosomes, represents a possible solution to the problem. These individuals 
will evolve according to the mechanism of natural selection proposed by Darwin 
[4]. Each of these individuals will be associated with their fitness value, which 
quantifies its validity as a solution to the problem, obtained by means of an objec-
tive function. Depending on this value, each solution will have more or fewer  
possibilities of reproduction. Once evolved, not only the best individuals are main-
tained in the population, but also those which are not so good and even the worst 
ones, as diversity should be maintained. In addition, mutations of these chromo-
somes may be carried out with the aim of maintaining the diversity of the  
population. The reason of maintaining the diversity is that, when facing a chang-
ing situation, individuals which at a given moment are good, at another may cease 
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to be like this and, if so, other individuals would be needed, individuals which 
would be able to respond well to the situation. Consequently, diversity is neces-
sary to obtain a valid solution at any time.  

3   Techniques of Grouping into Species with Genetic 
Algorithms 

The Genetic Algorithm-based approach is able to obtain a good approximation to 
the solution of the problem to be solved within a few generations. However, the 
tendency of finding a single solution becomes a disadvantage when dealing  
with multimodal problems, since in such cases it is preferred to find several  
solutions. 

One of the options to try to solve this drawback involves using the technique of 
grouping into species which, broadly speaking consists of grouping the initial 
population of individuals into classes with similar characteristics [2]. Hence, the 
aim is that each group will be specialized in a particular area of search space. 
Thus, each species will tend to find an existing solution in its area, other than 
those provided by other species. This is an attempt of modeling the species distri-
bution of individuals in the natural environment, and their evolution separately. 
For example, there are individuals adapted to live in cold areas, others in dry or 
hot ones, etc. Each group manages life in a given environment, adapting to this 
end specific characteristics that differentiate it from the other groups. 

However, this technique has its drawbacks. Thus, certain conditions are re-
quired for proper operation, conditions which are not usually obtained in the initial 
distribution of the problem. For example, it would be recommended that the popu-
lation should be evenly distributed throughout the search space, and moreover, 
that groups should be well distributed and in accordance with the number of solu-
tions to the problem. If there are no such characteristics, there may be unexplored 
areas in contrast to others that are highly explored and in which, depending on 
how the groups are formed, several species can coexist.  

To overcome these drawbacks, we use the crossing of individuals from differ-
ent species through several generations. In doing so, the offspring resulting from 
these crosses mix knowledge of their predecessors’ species and there emerges the 
possibility of creating a new species in an area different from their parents’. In this 
way, stagnation of species is avoided, new areas are explored and new knowledge 
emerges, that is, diversity is achieved in the environment. Once again, individuals’ 
behavior is being modeled in their natural environment, whereas migration or ex-
pulsion of individuals takes place and if they find compatible individuals of other 
groups, they end up creating new species. 

For the implementation of these techniques an initial population is created. The 
overall process - starting from creating the initial population - is to carry out suc-
cessive iterations in which the following steps are required: 
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Fig. 1 Operation diagram of grouping into species 

One of the main criteria is to check whether the number of iterations, also 
called evolutions, reaches the maximum number allowed; another is to check 
whether the population reaches its upper bound of individuals. If either of these 
conditions is met, the implementation of the algorithm is concluded. Another 
possible break criterion is that the error value of individuals had fallen below a 
threshold set in advance. 

For the second step of the algorithm, there is no standard way to divide the 
population of the Genetic Algorithms into species. To solve this problem,  
techniques of unsupervised grouping of individuals are employed, as there is no a 
priori knowledge but simply an input data set. The classification is carried out ac-
cording to some specific parameters of each grouping algorithm type. Two of 
these techniques that could be used are the Adaptive Method [5], which is a  
simple and efficient incremental heuristic method using only two parameters and 
Batchelor and Wilkins’ algorithm or the Maximum Distance algorithm [6]. In this 
case, we also deal with an incremental heuristic method, but it uses a single  
parameter. 

4   Predator-Prey Interaction Method  

Biologically, predation occurs when one of the animals (the predator) devours 
another living animal (the prey) to use the energy and nutrients in the body of the 
prey for growth, maintenance or reproduction. Using the predator-prey idea, a 
model was proposed, adapting the predator-prey concept to Genetic Algorithms 
[7]. There are software projects dedicated to designing and analyzing predator-
prey models [8].  

The original operation consists of the fact that each individual representing a 
solution in the genetic population plays the role of prey and of the fact that other 
individuals in the system play the role of predators, choosing their prey according 
to the objective function and the fitness of each prey. The method imitates the nat-
ural phenomenon in which a predator eliminates the weaker prey, which means 
that a predator eliminates the most unfit individual in the environment, which  
corresponds to the worst value obtained in such individuals with the objective 
function.  

Randomly-created population Grouping into species

Implementation of the Genetic Algorithm in each species

Introduction into the population of individuals 
resulting from crossing results between species.
Remove solitary individuals. 

Break criteria? 

END

NO 

YES 



Approach of Genetic Algorithms with Grouping into Species Optimized 693
 

To implement this idea a network was proposed, in which the prey are random-
ly distributed at each node and wherein one or more predators are also placed ran-
domly at some of the nodes.  

From that moment, each predator evaluates all prey in its area and deletes the 
prey corresponding to the worst objective value. Then, a nearby prey is chosen 
and mutated. The mutated individual replaces the deleted prey and the predator 
moves to one of the neighboring nodes. This procedure is followed for all  
predators.  

The use of this method is widely associated with the multi-objective Genetic 
Algorithms [9]. These are Genetic Algorithms which are aimed at finding solu-
tions that optimize several objective functions simultaneously. In such a case, one 
or more predators are created for each of the objective functions involved; or even 
a predator that takes into account several objective functions involved in the  
system is created. The initial diagram regarding the operation of the classical  
algorithm of the predator-prey approach had already taken this aspect into  
account. Although modifications and optimizations have been made since its  
inception, the diagram we have broadly followed is classical [3], as detailed  
below. 

 
 
 

 

 

 
 

 

 

Fig. 2 Operation diagram of the predator-prey approach 

The break criterion is either a maximum number of generations or the fact that 
the objective functions to be optimized have an error below a certain threshold. 

Several set-up changes can be performed, as using more predators for every  
objective function, mutate the best neighbor after predation or move the predator 
to the box of the best neighbor, instead of moving it randomly. In some cases [9], 
the outcome of the overall population is improved. 

5   Predator-Prey Application in Genetic Algorithms with 
Grouping into Species 

In spite of the fact that the Genetic Algorithms provide optimal solutions to  
many problems, they have some drawbacks when used to find several solutions in 

Prey’s random initialization Prey and predator layout at the nodes

Assign to each predator 
its objective function 

Selected prey to be deleted and replaced

Predators go towards another nearby prey

Break criteria?

END

NO 

YES 

Each predator’s selection of the prey to eliminate 

Create descendant by mutating a random prey,
placed in the neighborhood of the chosen one 
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scenarios with multiple optimal points. With the aim of trying to overcome these 
drawbacks, other solutions were searched for. Among these solutions we mention 
the grouping the population of individuals into species.  

However, it is verifiable that, in the implementations of grouping into species 
carried out, there are some drawbacks which arise due to the fact that both the 
number of species and number of individuals tend to continue to grow indefinitely 
throughout the different evolutions [2]. Such an increased number of individuals 
and species leads to a continuous increase of the necessary computational  
resources. 

In order to optimize the number of elements used in computing, we suggest  
applying the benefits of the predator-prey approach to the system made up of  
Genetic Algorithms grouped into species. This new system is aimed at reducing 
the number of elements involved in computing, allowing the predation of individ-
uals and, if the choice of which ones should be deleted is made correctly,  
maintaining similar results to those obtained without the predator-prey approach. 

In order to apply the predator-prey approach to the developed system, some 
changes are necessary, using the main idea of the method as base. Thus, the  
elements involved are as follows: 

 Space for action. This refers to the search space itself, where individuals are 
distributed.  

 Prey. Any species in the system can become prey, being devoured by a  
predator, which would mean the removal of the species and individuals 
within it. 

 Predator. Any species in the system can become predatory. A prey species 
devours other prey species. As a benefit, individuals of the species that de-
vours, as well as the species itself, will be able to continue to evolve. 

 Objective Function. In this approach, the system will use only the objective 
function that the Genetic Algorithm employs in each case to calculate the 
fitness of individuals if necessary. 

 Interaction criterion. While in the classical predator-prey algorithm the pre-
dator devoured the worst prey in the neighborhood, in this case we need to 
know the criterion involved so that a species can try to devour another. An 
example in this sense would be when the species is close enough to the area 
of another species. 

 Role determination criterion. Besides the classical players of the predator-
prey approach, it is necessary to define a new concept, the winning rules. In 
the classical algorithm, some individuals behaved as prey and others as pre-
dators. In this case, the same entity – a species – can behave as predator on 
some occasions and as prey on others. It is necessary, therefore, to define a 
rule specifying, when appropriate, which of the species will behave as pre-
dator and which as prey, and therefore to know which species will survive 
(predator) and which will be deleted (prey). To this end, the concept of role 
determination criterion is defined. The role determination criterion refers to 
a series of algorithms by which it is decided which species would behave as 
predator and which as prey. The direct consequence is that the predator spe-
cies will devour the prey species, the latter disappearing from the system. 
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An example in this regard would be that the predator species (and therefore 
the survivor) is the one whose individual has the best possible fitness. 

The general operation is described below. Once the grouping of individuals into 
species is performed, and before applying the Genetic Algorithm to each of them, 
the predator-prey algorithm is applied as follows. The flow chart of the method is 
detailed in Figure 3. 
 
 

 
 
 
 
 
 
 
 

Choose 2 species Are there any  species which did 

not compete against each  other? 
END 

YES NO 

Implement the interaction criterion

Do they  interact? 

NO 
Implement the role de-
termination criterion 

Delete the prey specie YES 
 

Fig. 3 Flow chart of the predator-prey approach and grouping into species 

As shown, two species are chosen from the set created by grouping into spe-
cies. Then, the interaction criterion is applied. If the species meet the criterion so 
that the predator-prey approach could be applied, we continue with the next step; 
otherwise, we should check again whether there are still species that do not meet 
the interaction criterion. If the species interact, the next step is to apply the role 
determination criterion to see the role each species assumes, predator or prey.  
Finally, the predator species is maintained and the prey species is deleted. Individ-
uals belonging to the prey species are marked for removal. The process is repeated 
until there are no more species that could compete with each other. 

To be able to work with this approach, a type of rules should be defined. There 
will be a more in depth discussion on interaction criterion, providing some exam-
ples to decide when two species should behave as predator and prey, and on role 
determination criterion to indicate how the decision is made regarding which  
species should be prey and which predator. 

1) Examples Interaction criteria. By grouping the individuals of the population in-
to species, it is not known whether they should interact so that one becomes a prey 
and the other predator. Thus, the interaction criteria are used to decide when two 
species in the environment should establish a predator-prey relationship. 

If the interaction criterion implemented for two species in the environment de-
cides which species behave as predator and prey, we continue with the next step 
where it is decided which will behave as prey and which as predator. If the crite-
rion is not met, the search is continued among the total number of species, until 
finding a pair to which the interaction criterion has not been applied yet. If there is 
no such pair of species, the proceedings will be completed. 

An example of interaction criterion is making two species face each other if the 
distance between them is below a certain threshold.  



696 P. Seoane et al.
 

In order to observe an example of interaction criterion of distance between spe-
cies, a hypothetical scenario is shown in Figure 4, where a decision is made re-
garding which species will interact with the “E1” specie. With a threshold value of 
5, only the “E3” specie is below the threshold, so this would be the only species 
that E1interacts with. 
 
 

 

E4 

E2 
E3 

E1 
d=4 d=8 

d=7 
 

Fig. 4 Example of interaction criterion of distance between centroids 

2) Examples Role determination criteria. Unlike the original algorithm of the  
predator-prey approach in which the roles of individuals are static, as there are 
prey and predators from the beginning in the system and there will be as long as 
they are used, in this case we are dealing with a dynamic allocation, since any 
species can behave as prey or predator. 

A role determination criterion is an algorithm that decides which of the two  
interacting species survives and behaves as a predator and which one behaves as 
prey and is therefore deleted. These rules can be usually generalized to any  
number of species. 

A possible Role Determination Criterion is that of the Best Individual. Using 
this criterion, the winner is the species that has the best individual out of the two 
species. This rule could be generalized to choose a predator from any number of 
species. In Figure 5 it is shown an example where the species with the best indi-
vidual is the predator and the one with the worst individual is the prey, being thus 
deleted. In this example, the greater is the fitness of the individual, the better it is. 
E3 is the predator specie. 
 

 
 
  

Fig. 5 Example of role determination criterion - the Best Individual 

6   Tests 

To check the performance of the predator-prey approach, we use a Genetic Algo-
rithm with Grouping into Species and the corresponding algorithms of the method 
are applied throughout each evolution. 

Before starting the application, we need on the one hand to choose the problem 
to be solved and on the other hand, considering the problem in question, to select 
the parameters to be used both to group the individuals into species and for the 
Genetic Algorithm to be applied to each species in each evolution step. 

E1 E3 E1 Better fitness = 8 E3 Better fitness = 10  
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Hence for a first approximation, the Rastrigin function [10] is chosen, which  
is widely used to show the effectiveness and study of the multimodal problem 
solving methods. This is a function that has many local minimum and maximum 
values. In this test are sought maximums. 

To work with the predator-prey approach, the values previously used in the  
Genetic Algorithm as well as the Grouping one are set. These are values that ob-
tain satisfactory results in the system of Genetic Algorithms with Grouping into 
Species. Once set, we compare the results obtained when using or not using the 
predator-prey approach.  

To show the results of applying the predator-prey approach, we implement the 
distance between species as interaction criterion and the best individual as role de-
termination criterion. The results are compared to those obtained after running the 
system without using this method. 

Once implemented the predator-prey system, it is run. Are only required 10 evo-
lutions to show good results. As follows we present the solutions in the contour  
plot of the Rastrigin function. The red dots represent the best individuals of  
each species (the individuals with the least error). Red and green contours are  
maximum. 

 
 

 

Fig. 6 Solutions found with the predator-prey approach 

To obtaining such results, practically identical to those obtained without apply-
ing the predator-prey approach, it was necessary to employ a number of species 
and individuals at all times lower than those employed in the execution without 
the predator-prey approach, as shown in Figure 7. It is noted that in this case the 
trend in the number of individuals is increasing, but to a much lesser extent than 
when the method is not used, since in this case there are deletions of entire spe-
cies. In Figure 7, we can see the decrease in the number of species and individuals 
throughout the various evolutions after using the predator-prey approach and in 
Figure 8 the error evolution. 

 

 



698 P. Seoane et al.
 

 Without predator-prey With predator-prey 
Evolution Species Individuals Species Individuals 

1 15 70 12 49 
5 22 129 16 86 
10 17 210 11 123 

Fig. 7 Increased number of individuals and species 

 Without predator-prey With predator-prey 
Evolution Average Individual Average Individual 
1 2,5 1,9 2 1,4 
5 2,6 1,3 1,7 1,4 
10 2 1,3 1,7 1,4 

Fig. 8 Evolution of the error and of the best individual’s error 

Note that the error persists, and the number of individuals and species is much 
lower, decreasing approximately 40%. The number of solutions reached in this 
case is slightly lower than in the case of not using the predator-prey approach. 

Therefore, the objectives of reducing the number of species and individuals  
under study are fulfilled, maintaining the error and optimizing the number of  
necessary resources. Similarly, we found a large number of solutions in any of the 
two executed cases, approaching to the one found without applying the predator-
prey approach.  

7   Conclusions 

The tests conducted showed that efficiency Genetic Algorithm with Grouping into 
Species for multimodal problems was improved. Only a few evolutions were 
necessary to verify the benefits of the application of predator-prey. 

In general, the results were maintained or even improved since species in which 
individuals did not provide good solutions and increased the error were deleted of 
the environment. 

After this preliminary study the next step is to perform extensive testing in  
variable selection problems. Specifically, a chemometric problem with previous 
results in different approaches related with the work performed [2]. 
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BTW: A New Distance Metric for Classification 

Julio Revilla Ocejo and Evaristo Kahoraho Bukubiye  

Abstract. In this paper, BTW, a new method for similar case search, is presented.  
The main objective is to optimize the metrics employed in classical approaches in 
order to obtain an intense compression in the data and a deterministic real-time 
behavior; and without compromising the performance of the classification task. 
BTW tries to conjugate the best of three well-known techniques: Nearest Neigh-
bor, Fisher discriminant and optimization. 

Keywords:  Data fusion, metrics, K-NN, Fisher discriminant, classification. 

1   Introduction 

Distance based classification tasks rely heavily on the metrics employed in them; 
data coming from very different sources, ranges, etc. must be seamlessly merged 
into a final decision. BTW is an algorithm based on a new ∞-NN distance measure 
that replaces the euclidean metric by a Fisher-oriented one, and optimizes it select-
ing the best neighborhood radius. Real-time behavior, data compression and the 
ability to cope with huge databases are its innovative contributions. 

The rest of this paper is organized as follows: in section 2 it is described the 
traditional approaches of classification solving. Sections 3 and 4 provide details of 
the proposed BTW algorithm, and how to employ it in real-time tasks. Finally, in 
section 5, its results are compared with their close related algorithms. 

2   Metrics, the Nucleus of Classification 

A new case is characterized by a set of numerical, ordinal and/or nominal values 
formed by its P attributes, which is supposed to belong to one of the J possible 
classes { yj } previously defined; the target of the classification algorithm is  
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assigning it to the correct one. The classification algorithms based on empirical 
data have at their disposal N test cases, consisting of the values of the attributes 
and their classes {xn , yn},  n = 1,…, N.  The number of items per class is  
termed Nj.   

2.1   Nearest Neighbor Methods 

The search for the nearest neighbors (NN) was the base of the first non-parametric 
methods used in Case Based Reasoning (CBR). Despite the significant advances 
that have been done in this area, they continue providing good performance [1].  

1-NN algorithm [2] [3] assigns the new cases the same class as its nearest 
neighbor, according to a metric defined in the attributes space. This technique  
partitions the attribute space by creating non-linear hypersurfaces.   

k-NN method is similar to 1-NN, it differs in that it chooses the class most of-
ten repeated among the k nearest cases. The optimal value of k depends on the 
problem and it should be chosen, by means of a thorough search, for each scena-
rio. The main advantage of k-NN is that the boundaries among classes are less  
irregular that in the 1-NN method. 

2.2   Metrics in the Nearest Neighbor World 

To calculate what the nearest neighbor is, some kind of “measure of dissimilarity” 
must be used.  The most habitual is the euclidean metric: 

( ) ( ) ( )mi
T

mimi xxΣxxxx −−=,d2
                               (1) 

where d2(xi, xm) is the distance between cases i and m,  xi is the vector of attributes 
for the ith case and  Σ  is a symmetric, positive, semidefinite matrix. 

This metric possesses several drawbacks: 

• If an identity matrix is chosen for Σ, attributes with large values dominate the 
metric; but they do not need to be the most relevant in classifying a case. 
Normalizing all attributes could solve the problem (though the ideal solutions 
would be those that weighted attributes in proportion to their predictive  
power). 

• Prediction ability degrades exponentially as the dimensionality of the attribute 
space grows. This phenomenon is termed as “the curse of dimensionality”. 

• The number of parameters to be estimated (or optimize) in the dense Σ matrix 
is very large; it grows according to O(P 2). 

Multiple researchers have tackled these difficulties. Well-known solutions are the 
reduction in dimensionality by Principal Component Analysis (PCA) [4] or the 
optimization of weights applied to each attribute proposed by Lowe [5] (using a 
diagonal matrix with adjustable coefficients for Σ). Although Lowe’s method 
represents an important step trying to solve these three problems, it has an impor-
tant shortcoming: it only generates isometric curves parallel to the coordinated 
axes (Fig. 1a). However, in those cases where a strong correlation between 
attributes exists, the isometric curves should be ellipses in inclined axes (Fig.1b). 
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Fig. 1 a) Lowe’s isometric curves,   b) Isometric curves not parallel to the coordinate axes 

The study of more elaborate metrics has received much attention in  
recent years. Hastie and Tibshirani proposed the DANN metric [6] [7] with the 
following Σ: 

( ) 2/12/12/12/1 −−−− += WIWBWWΣ ε                          (2) 

where W is the weighted covariance matrix (PxP) of the attributes of each class 
(locally estimated); and  B is the covariance matrix between the centers of the 
classes.  

More recently, J.Goldberger et al.[8] introduced an algorithm, named NCA, 
which optimizes a Mahalanobis matrix, trying to improve the k-NN classification. 

Bar-Hillel et al.[9] have proposed to create a Mahalanobis-like metric based on 
a semi-supervised classification (it only distinguishes between similar and dissimi-
lar cases) which they called RCA.  

Weinberger et al.[10] introduced the LMNN algorithm, which increases the 
margin of separation of cases from different classes by means of optimizing a  
metric based on a complete Mahalanobis matrix. 

3   The BTW Algorithm 

In reference [1] it is stated that for classification methods of type Nearest  
Neighbor: “An area that requires further study is in fast data-based methods for 
choosing distance appropriate measures, appropriate variable selection and the 
number of neighbors”. 

In this line of research, we have developed a new algorithm named BTW. A  
revision of the DANN algorithm is proposed so that the metric presented here,  
instead of local, becomes global, transforming the attributes according to the LDA 
approach. BTW algorithm proceeds in three stages:  

• First, a coordinate transform that projects the values of attributes to the new set 
of axes is introduced (to improve the separation between classes).  

• Then, a new function to move from the concept of “distance” to “similarity” is 
provided. The idea is to extend the strategy of the algorithm k-NN to ∞-NN by 
inversely weighting the influence of each case to the distance to the new one.  

• Finally, there exists an optimization phase that calculates the optimal weights 
for the metric in the new axes. This metric is based on a diagonal matrix. 
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3.1   An Oriented Metric 

The first step is to orient the main axis of the metric in the direction connecting the 
center of both classes, according to the LDA approach.  Following the DANN me-
tric, now applied to the whole space of attributes, the proposed Σ would be: 

( ) 2/12/12/12/1 −−−−= WWBWWΣ  

 

 
where W is the weighted sum of the covariance matrices of the attributes; B is the 
covariance matrix between the means of two classes; πn is the a priori probability 
of a certain case; mj is the vector of attribute means of the class j (globally esti-
mated); and m is the average of attribute means vectors for the two classes. 

Our main interest is in the Σ’s direction that provides the maximum discrimina-
tion between classes; thus, we proceed with a PCA on the matrix Σ, looking for 
the vector with the largest singular value. As Σ is real, square, symmetrical and 
has a large null subspace (of dimension P-1 for two classes), a Singular Value De-
composition (SVD) algorithm will be used to carry out the calculation: 

TVσUΣ = . 

The next step is to project the original attribute values onto the axes defined  
by U:  

xUxUz ..1 T== −  

where z is the attributes vector in the new coordinates after this transformation. 

3.2   The Similarity Function 

Once data are represented in the new reference, it is proposed to classify a new ca-
se by means of a new algorithm of type ∞-NN; that is, taking into account all the 
cases, but weighting them inversely to their distance to the case to be classified. 

Quantitatively, a multidimensional Gaussian probability density function, cen-
tered at zero and with standard deviation adjusted by the weights σp  is chosen.  

Thus, the “similarity” s(zi, zm) between the cases i and m will be defined by: 

( ) ( ) ( ) ( )midiag
T

mimi
mi ee

zzΣzzzzzz
−−−

=−= ,d,s
2

 

where Σdiag is the same diagonal matrix as in Lowe metric. It contains the weights 
σp , 1 ≤  p ≤ P associated to each new dimension. 
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Nearby cases will present a similarity close to unity, while for those located far 
away the similarity will be approximately zero (they will not contribute to decide 
the resulting class for the case). The final decision to classify the case i in one or 
another class is made based on the ratio expressed in Eq. 7; thus, for class 1: 

( )
( )

( ) ( )∑∑
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=
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where all the similarities within the N1 cases of class 1 are summed up and divided 
by the sum of the similarities within both classes. 

3.3   Optimizing the Weights 

Based on the probabilities defined in Eq. 9, an error function is proposed: 

( )( )∑ ∑
= =

=−=
N

n

J

j
njjn JycE

1 1

2
, 2,pr z  

where: cn,j is 1 if the nth case belongs to class j,  0 otherwise; and  pr (yj | zn) is the 
calculated probability the nth case belongs to class j. 

The error function implicitly depends on the parameters σp (see Eqs. 6 to 8). 
Minimizing the error function involves finding the optimal weights σp that maxim-
ize the probability of correctly classifying all the cases. 

Our first optimization attempt employed the Levenberg-Marquardt algorithm; 
the results were not as satisfactory as expected, after a thorough analysis, it was 
shown that in all scenarios the weights for attributes of the null subspace only con-
tributed to worsen the quality of class prediction. Eliminating all the dimensions 
but the first, improved the classification performance. In a second attempt, and 
now reducing the problem to a single attribute, it was decided to implement a tho-
rough examination of its entire range of variation.  To decrease the number of 
function evaluations the golden section exhaustive search was employed, preceded 
by a routine that narrows the intervals producing the minimums. 

To prevent over-learning in the estimation of the parameters, we proceeded to 
employ a “bootstrap” technique[11]. Two hundred minimizations were performed, 
with randomly chosen cases, to estimate the best weight for this unique dimension. 

4   The Use of BTW Algorithm 

The use of a single attribute can significantly accelerate the search of neighbors. It 
requires an initial (“offline”) data preconditioning: 

1. Transform the original attributes of the training data to the new directions ac-
cording to the proposed transformation (Eq. 5). Retain only the first attribute 
for each case. 

(7) 

(8) 
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2. Calculate/provide the optimal weight (radius) to improve classification. 
3. Sort numerically the cases according to the value of their first attribute and 

store them in an array. 

At runtime, it will be necessary: 

1. Take/measure the attributes of the new case and apply the transform to them 
(by Eq. 5). Retain only the first attribute. 

2. Using a bisection search technique in the sorted array, search for the two ele-
ments that are closer to the current case. The index of those items will be saved 
as a “start” and “end” index of an integer range. 

3. Read out the elements in array at the start and end indexes. Calculate which of 
them is closest to the current case (this can be easily evaluated by comparing, 
in absolute value, the difference between the attribute of the current case and 
the attribute of both selected cases). Choose the closest, and adjust either  
the “start” index (one position back) or “end” index (one position forward)  
according. 

4. By Eq. 6 calculate the similarity between the new case and the chosen element. 
Recalculate the probability of belonging to both classes. 

5. Tentatively, consider that all the remaining cases in the array belong to the ac-
tual minority class and that they possess the same degree of similarity that the 
last found (this is clearly an upper bound).  In this hypothetical scenario: would 
the class that is currently the most probable be changed by this last decision?   

• The response is ‘no’: the search is over; although all the remaining cases 
belonged to the other class, it would be insufficient to change the decision. 

• The response is ‘yes’: the algorithm iterates by moving again to step 3. 

Although the case database had a few dozens or hundreds of thousands of cases, in 
a very few iterations the algorithm finds the desired classification (without the 
need to calculate the distance to every case in the case database, as it is usual in 
the Nearest Neighbor algorithms). 

The only aspect that depends on the size of the database is to search in the 
sorted array and it has a complexity of type O(log N). The remaining operations 
have a similar cost to the calculation of the distance to another case. 

5   Results and Comparative Analysis 

To test the feasibility of the proposed algorithm, experiments with 11 traditional 
problems in the world of artificial intelligence have been conducted. Most of the 
problems have been obtained from the database of the UCI [12], other are com-
mon in classification research. The performance of the BTW classification algo-
rithm, estimated by LOO techniques, has been compared to its related algorithms: 
LDA, QDA, 1-NN and k-NN. 
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Table 1 Classification performance for various algorithms 

   Classification accuracy in % 
 J P LDA QDA 1-NN k-NN BTW 

Iris flowers 3 4 98,00 96,67 96,00 (19) 98,00 97,33
Australian Credit 2 14 86,09 80,72 79,86 (24) 85,94 86,52
Breast Cancer 2 9 95,99 95,85 95,14 (8) 97,00 96,85
German Credit 2 24 78,90 79,40 66.10 (16) 71,60 75,50
Glass 6 9 66,36 63,55 73,36 (2) 73,36 74,30
Heart 2 13 84,81 87,78 57,41 (25) 68,52 84,81
Image Segmentation 7 19 91,64 48,01 96,71 (1) 96,71 96,10
Satellite Image 6 36 82,45 84,55 89,35 (8) 90,65 87,85
Shuttle Control 7 9 94,53 93,65 99,88 (2) 99,88 97,84
Vehicle Silhouettes 4 18 79,78 91,37 70,45 (6) 72,81 82,39
WaveForms 3 21 88,33 93,67 79,00 (24) 83,00 90,33

Average: 86,08 83,20 83,01 85,22 88,17
 

 
In Table 1, it can be seen that the BTW algorithm, with only one parameter, 

usually offers an intermediate performance between the LDA and k-NN, tending 
to approach to the best one (and in many cases surpassing both of them). Averag-
ing the results in the 11 scenarios, the BTW algorithm provides the best mean. 

This result is very promising since we have designed a Nearest Neighbor metric 
that not only performs well, but that fusions all the information of a case in a sin-
gle attribute without severe loss of information. 

6   Conclusions 

The use of the BTW method in expert systems based on CBR provides not only a 
reliable classification of the new problem, but also lists the cases that have been 
used to make this decision. Compared to other techniques that do not supply this 
info (such as linear regression, LDA, neural nets ...), with BTW a human expert 
can judge the goodness of classification but, in addition, he/she can also get infor-
mation or reuse the strategies/solutions that were employed to solve old problems.  

The most important innovation offered by the BTW method (over other Nearest 
Neighbor algorithms) is its applicability to tasks that need deterministic execution 
times; furthermore, on average, the quality of forecasts improves both k-NN and 
LDA algorithms; and, due to the fusion of all the attributes in a unique value, the 
RAM storage requirements decrease drastically.   

Other novelty of our approach is that ∞-NN do not need to establish an optimal 
number of neighbors. It only considers the cases of the database that are “near” to 
the new one. 

Some aspects of this algorithm will require further study. Due to the singular 
directions in the attribute’s space is different for each pair of classes; if the classi-
fication problem includes multiple classes, it is necessary to adopt an algorithm 
that allows working with them in pairs and then combine the results of all these 
predictions in a single result. J. Friedman [13] discusses several solutions for this 
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aspect. The variant implemented in this work would be the equivalent of an  
election where the voting is over two rounds. For each pair of classes: find the 
probability that the new case belongs to each class; sum up these probabilities to a 
totalizing variable for each class; and finally, choose the two most likely classes, 
and between them decide the winner. 

In addition, it will be necessary to explore in depth the behavior of the BTW 
algorithm when the original number of attributes of the problem is very large. To 
reduce a large number of values to only one could fail in some scenarios; in those 
cases, it will be necessary to study whether more dimensions could improve the 
classification performance. 

References 

[1] Michie, D., Spiegelhalter, D.J., Taylor, C.C. (eds.): Machine Learning, Neural and  
Statistical Classification, Hertfordshire. Ellis Horwood Series in Artificial Intelli-
gence, p. 216 

[2] Duda, R., Hart, P., Stork, D.: Pattern Classification, 2nd edn. John Wiley, New York 
(2000) 

[3] Cover, T.M.: Rates of convergence for nearest neighbor procedures. In: Proc. of the 
Hawaii Inter. Conference on System Sciences, pp. 413–415. Western Periodicals,  
Honolulu (1968) 

[4] Jolliffe, I.T.: Principal Component Analysis. Springer, New York (1986) 
[5] Lowe, D.G.: Similarity metric learning for a variable-kernel classifier. Neural Com-

putation 7, 72–85 (1995) 
[6] Hastie, T., Tibshirani, R.: Discriminant adaptive nearest neighbor classification. IEEE 

Transactions on Pattern Analysis and Machine Intelligence 18, 607–616 (1996) 
[7] Hastie, T., Tibshirani, R., Friedman, J.: The Elements of Statistical Learning: Data 

Mining, Inference, and Prediction, 2nd edn., New York. Springer Series in Statistics 
(2009) 

[8] Goldberger, J., Roweis, S., Hinton, G., Salakhutdinov, R.: Neighbourhood Compo-
nent Analysis. In: Advances in Neural Information Processing Systems, vol. 17, pp. 
513–520 (2005) 

[9] Bar-Hillel, A., Hertz, T., Shental, N., Weinshall, D.: Learning a Mahalanobis metric 
from equivalence constraints. Journal of Machine Learning Research 6(1), 937–965 
(2006) 

[10] Weinberger, K.Q., Saul, L.K.: Distance Metric Learning for Large Margin Nearest 
Neighbor Classification. Journal of Machine Learning Research 10 (2009) 

[11] Efron, B., Tibshirani, R.: An Introduction to the Bootstrap. Chapman and Hall, 
N.York (1996) 

[12] Blake, C.L., Merz, C.J.: UCI repository of machine learning databases (2010), 
http://www.ics.uci.edu/~mlearn/MLRepository.html 

[13] Friedman, J.: Another Approach to Polychotomous Classification, Internal report 
(1996) 



S. Omatu et al. (Eds.): Distributed Computing and Artificial Intelligence, AISC 151, pp. 709–716. 
springerlink.com                                      © Springer-Verlag Berlin Heidelberg 2012 

Using an Improved Differential Evolution 
Algorithm for Parameter Estimation to 
Simulate Glycolysis Pathway 

Chuii Khim Chong, Mohd Saberi Mohamad, Safaai Deris, Shahir Shamsir, 
Afnizanfaizal Abdullah, Yee Wen Choon, Lian En Chai, and Sigeru Omatu  

Abstract. This paper presents an improved Differential Evolution algorithm 
(IDE). It is aimed at improving its performance in estimating the relevant 
parameters for metabolic pathway data to simulate glycolysis pathway for yeast. 
Metabolic pathway data are expected to be of significant help in the development 
of efficient tools in kinetic modeling and parameter estimation platforms. 
Nonetheless, due to the noisy data and difficulty of the system in estimating 
myriad of parameters, many computation algorithms face obstacles and require 
longer computational time to estimate the relevant parameters. The IDE proposed 
in this paper is a hybrid of a Differential Evolution algorithm (DE) and a Kalman 
Filter (KF). The outcome of IDE is proven to be superior than a Genetic 
Algorithm (GA) and DE. The results of IDE from this experiment show estimated 
optimal kinetic parameters values, shorter computation time and better accuracy of 
simulated results compared to the other estimation algorithms.  
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1  Introduction 

Metabolic Engineering is an approach which alters host cells to enable them to 
generate a novel or enhance the production of compounds for industrial and 
medical use. Recent studies have focused on the mean of analysis by modifying 
the computer readable data from the biological process. Hence, scientists are able 
to simulate the process inside the cell by using mathematical modeling and   
studying the metabolic pathway. Glycolysis is the metabolic pathway which 
produces pyruvate from glucose and is studied in this paper. 

Parameter estimation is one of the critical steps in constructing a mathematical 
model. Unfortunately, it possesses several problems; on one hand the existence of 
noisy data leads to low accuracy [1], and on the other hand the increasing number 
of unidentified parameters and equations in the model makes it a complex model 
[2]. Thus, we proposed IDE which is a hybrid of DE and KF, to solve the 
problems regarding the increasing number of unidentified parameters which 
consequently adds to the difficulty of the model in estimating the kinetic 
parameters, and the existence of noisy data that leads to low accuracy for 
estimated result.  

The benefits of using DE are efficiency, high speed, straightforwardness, and 
ease of use as it contains only few control parameters [3]. The use of KF can 
improve DE’s performance as it updates the population with Kalman gain value 
which handles noisy data [1]. DE has been implemented as a parameter estimation 
approach by Christophe Chassagnole et al. [4] and Moonchai Sompop et al. [5] to 
enhance the production of bacteriocin, aspartate, beer, and the simulation of the 
real process in cell by estimating the kinetic parameters and control parameters. 
Parameter estimation with DE is done without noisy data handling process. Noisy 
data occurs when the obtained results differ from each other and this is caused by 
the apparatus limitation or human error. IDE takes advantage of KF which 
includes getting feedback from the noisy measurement to improve the 
performance of each result that was generated by DE. 

2  An Improved Differential Evolution Algorithm 

This paper proposes an improved differential evolution algorithm (IDE), which is 
a hybrid combination of DE [6] and KF [7]. In parameter estimation, existing 
algorithms [4, 5] solely use DE whereas IDE uses a hybrid of DE and KF. Fig. 2.1 
shows the details of the IDE. Kinetic parameters existed in the glycolysis pathway 
model for yeast [8] go through IDE to estimate their optimal values. Fixed control 
parameter values used in this study are population size, NP=10, mutation factor, 
F=0.5, and crossover constant, CR=0.9. 

In IDE, we added the process of updating the population as a new step that 
improved the conventional DE. This is a self-adapting approach. In conventional 
DE, the original population which is an m x n population matrix, is generated from 
the first generation (Gen_1) and continues until it reaches the maximum 
generation (Gen_i) in the initialization process. m represents the number of 
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generations and n represents the number of identifiable parameters. In evaluation 
process, the fitness function, J represented as 
 | , 0,∅0 , 0,∅ |                             1  

 
is applied to evaluate the fitness of each individual. X represents the state vector 
for measurement system, Y represents the state vector for simulated system, ∅0 
represents a set of original parameters, ∅ represents a set of estimated parameters, 
X0 represents the initial state, N=the ending index, and i=the index variable.  

In mutation process, three individuals (Ind1, Ind2 and Ind3) first being selected 
then treated with the formula showed in Fig 2.1. In the mutation section, 
temp_population represents the mutated population matrix, F represents the 
mutation factor, and Pop represents the original population matrix. The 
subsequent crossover process is mainly performed based on CR, which indicates 
crossover constant value, and Randb(i) which indicates i-th random  evaluation of 
a uniform random number generator [0,1]. If the randb(i) value of the individual 
in mutated population is lower than the CR value then that individual becomes the 
individual for the resultant population of the crossover process and vice versa. 
This is followed by the updating process that is performed according to the 
Equation 2.2. This step updates the population, which is generated by the 
crossover process and it is based on the Kalman gain value K, retrieved from the 
Equation 2.3. The Kalman gain value from the Equation 2.3 takes the process 
noise covariance and measurement noise covariance into account. These noisy 
data values were obtained from the experiment and in this study the noisy data 
values used are 0.1. After handling the noisy data, the updated population once 
again undergoes the evaluation process and the whole process is repeated till the 
stopping criterion is met. The stopping criteria are set via predefined maximum 
loop values or when the fitness functions have converged. The updating 
population process is highlighted with the dotted box in Fig. 2.1 and is carried out 
according to the following formula. 
 _ _ ’ ′              (2.2)                         (2.3) 

 
Where K=Kalman gain value, A=state transition matrix, B=input matrix, 
H=observation matrix, Q=process noise covariance, R=measurement noise 
covariance, P=covariance of the state vector estimate, and H’=inverse of  
matrix H. 
 
 
 
 
 



712 C.K. Chong et al.
 

 
Note: Updating population process is added after the crossover process to improve DE 
performance and it is highlighted with the dotted box. 

Fig. 2.1 Schematic Overview of IDE. 
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3  Experimental Results 

In this study, three estimation algorithms (GA, DE, and IDE) are compared. 
Kinetic parameter values in Table 3.1 are retrieved from literature review [8] and 
generated by the estimation algorithms. To evaluate the accuracy of each 
estimation algorithm, time series data for concentration of adenosine 
monophosphate (AMP) and pyruvic acid (PYR) were generated. AMP and PYR 
are significant metabolites. AMP acts as an energy regulator and sensor while 
PYR acts as an energy supplier in presence of oxygen through citric acid cycle. 
From the time series data, we calculate the average error rate. The details of the 
accuracy measurement are discussed in this section.  

Table 3.1 Kinetic parameter values of IDE compared with GA and DE. 

 Measurement kinetic 
parameter values[8] 

Simulated kinetic parameter values  
Kinetic parameters GA DE IDE 
V1  0.5 1.1492 0.1934 0.1524 

K1GLC  0.1 0.0695 0.3064 0.4450 

K1ATP  0.063 0.0568 0.0451 0.0432 

V2  1.5 7.8890 2.0267 1.4561 

K2  0.0016 0.0010 0.0024 0.0037 

k2  0.0017 0.0492 0.0019 0.0493 

K2ATP  0.01 0.0185 0.0229 0.0099 

K3f  1 0.3510 0.1984 5.5314 

K3b  50 48.4765 72.5643 12.1150 

V4  20 9.8508 9.1572 4.0841 

K4GAP  1 0.5554 0.7145 0.4708 

K4NAD  1 0.9907 1.2682 7.6088 

K5f  1 0.4973 1.7580 0.7912 

K5b  0.5 0.1361 0.6089 0.1241 

V6  10 23.9385 16.5141 47.7182 

K6PEP  0.2 0.1357 0.8816 0.8593 

K6ADP  0.3 0.0618 0.4417 0.1116 

V7  2 10.5984 0.4764 0.6771 

K7PYR  0.3 0.7196 0.2546 0.2508 

k8f  1 0.3443 0.3972 0.2114 

k8b  0.000143 0.0002 0.0005 0.0003 

k9f  10 26.5712 1.1240 2.2127 

k9b  10 6.1839 54.3684 10.1453 

k10  0.05 0.1264 0.0047 0.2720 

Note: Shaded rows are the kinetic parameter values contributed to the calculation of average 
error rate for metabolite AMP in Table 3.2 and PYR in Table 3.3. 
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The measurement kinetic parameter values and simulated kinetic parameter 
values were substituted into the ordinary differential equations (ODEs) (Equation 
3.1 and Equation 3.2) of AMP and PYR respectively. 
 

                     (3.1) 

_6 _7                (3.2) 

 

Where reaction_6=compartment * (V6 * adp * pep / ((K6PEP + pep) * (K6ADP 
+ adp), reaction_7=compartment * (V7 * pyr / (K7PYR + pyr)), reaction_9= 
compartment * (k9f * amp * atp - k9b * power(adp,2)), AMPflow=compartment * 
amp * flow, PYRflow= compartment * pyr * flow, compartment=constant value of 
1, flow=value fixed to 0.011, amp=concentration of AMP, pyr=concentration for 
PYR, adp=concentration for adenosine diphosphate, atp=concentration of 
adenosine triphosphate, and pep=concentration for phosphoenolpyruvic acid.   

Time series data for concentration of AMP and PYR were subsequently 
generated from Equation 3.1 and Equation 3.2. The time series data contain 
measurement results, y, and simulated results yi for IDE, DE, and GA 
respectively. Error rate (e) and Average error rate (A) are calculated based on 
Equation 3.3, and Equation 3.4 respectively. 
                                                3.3  

                          (3.4) 

 
Table 3.2 and Table 3.3 show the average error rate for AMP and PYR 
respectively. 

Table 3.2 Average error rate for AMP. 

Evaluation criteria GA DE  IDE  
Average  error rate,  A 0.000247729 0.059147889 0.000099818 

Note: Shaded column represents the best results. 

Table 3.3 Average error rate for PYR. 

Evaluation criteria GA DE  IDE  
Average   error rate, A 0.000038704 0.000109841 0.000004786 

Note: Shaded column represents the best results. 
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For AMP (Table 3.2), IDE presented the lowest average error rate with 
0.0000998178. DE showed the worst performance with the average error rate of 
0.059147889. GA showed more moderate performance with average error rate of 
0.000247729. On the other hand, for PYR (Table 3.3), IDE once again performed 
better than other estimation algorithms where its average error rate is 
0.000004786. The average error rate for GA and DE are 0.000038704 and 
0.0000109841 respectively 

Table 3.4 shows execution time of each estimation algorithm on a Core i5 PC 
with 4GB main memory. The result shows that DE required the longest time (9 
minutes and 30 seconds) to find the optimal value for all kinetic parameters 
compared to IDE which took the shortest time (6 minutes 55 seconds). It is shown 
that IDE tends to use less computation time than DE and GA. 

Table 3.4 Execution time of IDE compared with GA and DE. 

Computation usage GA DE  IDE  
Execution time (hh:mm:ss) 00:07:12 00:09:30 00:06:55 

Note: Shaded column represents the best results. 
 
 

IDE exhibits lesser computation time and possesses a higher accuracy when 
compared to both GA and DE. The implementation of DE that aims to estimate 
the relevant kinetic parameters and the additional of Kalman gain value which 
targets to handle the noisy data has improved the computational time and 
accuracy. Hence, the IDE which is a hybrid of DE and KF minimizes the 
computational time and also increases the accuracy between the simulated results 
and measurement results. 

4  Conclusion and Future Work 

In this paper, the experiment to compare the performances of three different 
estimation algorithms using glycolysis pathway data in yeast [8] showed that an 
improved algorithm, IDE, which is a hybrid algorithm of DE and KF with the 
shortest execution time and the lowest average error rate performed better than the 
rest of algorithms. It successfully reduces the high difficulty of the system in 
estimating the relevant kinetic parameters resulting in shorter computation time. 
The ability to handle noisy data has contributed to an improved accuracy of the 
estimated results. In conclusion, IDE is shown to be superior compared to both 
GA and DE in terms of computational time and accuracy. IDE can be generalized 
where it can be implemented in the areas which its data consists of noisy for 
example electrical and electronic engineering field [9]. 

DE shows to be very delicate to control parameters: population size (NP), 
crossover constant (CR), and mutation factor (F) [10]. Thus, for future work, self-
adapting approach to these control parameters can be implemented to enhance the 
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performance of the IDE. Moreover, additional steps can be added to the process of 
generating new populations with the aim of improving the performance of IDE.  
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Structural Graph Extraction from Images

Antonio-Javier Gallego-Sánchez, Jorge Calera-Rubio, and Damián López

Abstract. We present three new algorithms to model images with graph primitives.
Our main goal is to propose algorithms that could lead to a broader use of graphs,
especially in pattern recognition tasks. The first method considers the q-tree repre-
sentation and the neighbourhood of regions. We also propose a method which, given
any region of a q-tree, finds its neighbour regions. The second algorithm reduces the
image to a structural grid. This grid is postprocessed in order to obtain a directed
acyclic graph. The last method takes into account the skeleton of an image to build
the graph. It is a natural generalization of similar works on trees [8, 12]. Experi-
ments show encouraging results and prove the usefulness of the proposed models in
more advanced tasks, such as syntactic pattern recognition tasks.

1 Introduction

Many fields take advantage of graph representations, these fields include but are not
limited to: biology, sociology, design of computer chips, and travel related problems.
This is due to the fact that graph are suitable to represent any kind of relationships
among data or their components. The expressive power of graph primitives has been
specially considered in pattern recognition tasks, in order to represent objects [7] or
bioinformatics [13]. Therefore, the development of algorithms to handle graphs is
of major interest in computer science.

In this paper we present three new methods to model images using graph prim-
itives. The main goal we aim to achieve is to propose algorithms that could lead
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to a broader use of graphs. In that way, the work of [4] shows that this kind of
contribution is suitable and interesting.

The first method we propose (Section 2) takes into account the neighbour paths
within a q-tree [2]. We present algorithms that extend other works for neigh-
bourhood calculations in spatial partition trees [5, 11]. These works generally
calculate only the 4-neighbours of each region, or use two steps to calculate the
corner neighbours. The proposed method completes these works with an estimation
of equal complexity for the 8-neighbours at any level of resolution (equal, higher
or lower level). Moreover, neighbour calculation can help to improve other applica-
tions, speeding up the process to locate the next element, such as in: image repre-
sentation, spatial indexing, or efficient collision detection.

The second method (Section 3) considers a structural grid of the image which is
then postprocessed to obtain the graph model. This method maintains those desider-
able features of q-tree representation, that is: the resolution is parametrizable and
allows to reconstruct the image.

The third method (Section 4) extends a similar method used on trees [12, 8]. The
initial image is preprocessed to obtain the skeleton. This skeleton is then traversed
to build a graph that summarizes the core structure of the image.

2 Neighbourhood Graphs

Using the tree defined by a q-tree (see Fig. 1) and the proposed algorithm for neigh-
bourhood calculation (see section 2.1), a directed acyclic graph (dag) can be ex-
tracted to represent the sample and to provide information such as: neighbourhood,
structural traversal, resolution or thickness, in addition to allow its reconstruction.

The graph is created walking top-down the tree, and from left to right. For each
nonempty node, its 8-neighbours are calculated. It is important that: 1) Do not add
arcs to processed nodes. 2) If it has to create an arc from a non-pointed node to
one that is already pointed: then the direction of the arc is changed. These criteria
ensures that the graph is acyclic.

Fig. 1 Tree obtained from the q-tree of the Fig. 2(c), and its corresponding neighbour graph.
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2.1 Calculating Neighbours

Binary encoding is used to encode the position of partitions whithin the image and
their corresponding traversal path down the q-tree [5]. Each dimension is encoded
with 1 bit coordinate, describing the direction as positive (1) or negative (0). A
location array is defined using this encoding (Fig. 2(a)). In q-trees, this array has
two rows: horizontal and vertical coordinates. Positive directions (up and right) are
represented by a 1, and the negative directions (down and left) by 0 (Fig. 2(b)). In
general, the location array associated with a given node is defined as the location
array of his father, but adding on the right a new column with its own encoding.
For each new partition, the origin of the reference system is placed in the center
of the area where the subdivision is done. In Fig. 2(c), the second level node K is
represented by the

[
1
1

]
of his father, and then adding the

[
1
0

]
for its own level.

(b) (c) (d)

Fig. 2 (a) Reference system and location array, (b,c) Q-trees with the corresponding location
arrays, (d) Graphs extracted using different truncate levels.

2.1.1 Algorithm

To calculate the neighbours of a given node, the location array described above is
used. The proposed algorithm distinguishes two cases: face neighbours (two regions
share more than one point, such as A with B in Fig. 2(c)), and corner neighbours
(they share one point, A with I in Fig. 2(c) ).

2.1.2 Face Neighbours

To calculate the face neighbour of a given node, the algorithm needs to know its
location array (M), and the dimension dim and the direction dir in which the neigh-
bour has to be calculated. The algorithm (see Sec. 2.1) visits each bit of the location
array (M) in the given dimension from right to left, and negates the bits until the
result is equal to the explored direction (1: positive, 0: negative).
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As an example, the horizontal neighbour of I (Fig. 2(c)) in the positive direction
(1) is calculated. The algorithm begins with the location array and negates each bit
in the top row (dim 1) from right to left (indicated with a bar) until reaching the halt
condition: the result is equal to the explored direction.

I =

[
0 1̄
1 0

]
⇒

[
0̄ 0
1 0

]
⇒

[
1 0
1 0

]
= J

2.1.3 Corner Neighbours

In the case of corner neighbours, the algorithm has to modify the two dimensions
of the location array. As for the face neighbours, it begins with the location array
M, but in this case it receives as input an array dir with both horizontal and vertical
directions. Below is the complete algorithm to compute face and corner neighbours:

function GetNeighbour( M,dim,dir )
level := |M[0]| // Level is equal to the number of columns
if( |dir|== 1 ) { // Face neighbours

do {
M[dim][level] := ! M[dim][level]
level := level−1

} while( level ≥ 0∧M[dim][level] != dir )
} else { // |dir|== 2→ Corner neighbours

f lag1 := f alse ; f lag2 := f alse
do {

if( ! f lag1 )
M[0][level] := ! M[0][level]
if( M[0][level] == dir[0] ) f lag1 := true

if( ! f lag2 )
M[1][level] := ! M[1][level]
if( M[1][level] == dir[1] ) f lag2 := true

level := level−1
} while( level ≥ 0∧ ( ! f lag1 ∨ ! f lag2))

}
return M

As example, the corner neighbours of N (Fig. 2(c)) are calculated:

N =

[
1 1̄
0 1̄

]
⇒

[
1 0
0̄ 0

]
⇒

[
1 0
1 0

]
= J N =

[
1 1̄
0 1̄

]
⇒

[
1 0
0 0

]
= O

2.1.4 Type of Nodes

It is important to differentiate the type of a node within the structure (Fig. 1). The
function TypeOfNode(M) returns this type, it can be: leaf-node (the node exists and
has no children), inner-node (the node exists and has children) or no-node (the
node does not exist). If the location array is a leaf-node the algorithm ends. If it
is an inner-node, then the algorithm has to calculate the higher-level neighbours



Structural Graph Extraction from Images 721

(Sec. 2.1). If the node does not exist, the algorithm has to calculate the lower-level
neighbours (Sec. 2.1).

2.1.5 Lower Resolution Neighbours

In this case, the algorithm first calculates the same resolution neighbour using M :=
GetNeighbour( M, dim, dir ); and then eliminates the final column/s (on the right
side) until it finds a leaf-node:

function GetLowerLevel( M )
do {

M2×n ←M2×n−1
} while( TypeOfNode( M ) == no-node )
return M

Example: region D in Fig. 2(c).

D =

[
1 1 0̄
1 1 1

]
⇒

[
1 1̄ 1
1 1 1

]
⇒

[
1 0 1
1 1 1

]
⇒ no-node ⇒

[
1 0 � 1
1 1 � 1

]
⇒

[
1 0
1 1

]
=C

2.1.6 Higher Resolution Neighbours

The algorithm first calculates the neighbour at the same level of resolution using
M := GetNeighbour(M, dim, dir). If M corresponds to an inner-node, then the
higher-level neighbour/s is/are calculated. It is worth to note that, face neighbours
may have two or more neighbours (e.g. L with H and I in Fig. 2(c)), whereas corner
neighbours only have one neighbour. In this process, columns are added on the right
side of the matrix M until reaching a leaf-node. These columns are created in the
opposite direction of the dimension/s of interest. See the pseudocode below:

function GetHigherLevel( M,dim,dir )
L := 〈∅〉 // Result set of higher-level neighbours
if( |dir|== 1 ) { // Face neighbours

for( i = 1; i≤ 2, ++ i) {
Ni[dim][0] :=!dir ; Ni[ ! dim][0] := i−1
Mi := M⊕Ni
if( TypeOfNode( Mi ) == leaf-node ) L ←Mi
else L ← GetHigherLevel( Mi,dim,dir )

}
} else { // |dir|== 2→ Corner neighbours

do {
N[0][0] :=!dir[0] ; N[1][0] :=!dir[1]
M := M⊕N

} while( TypeOfNode( M ) != leaf-node )
L ←M

}
return L

The symbol ⊕ denotes the concatenation of a matrix M with a vector N:

M⊕N =

[
x1

0 x1
1

x2
0 x2

1

]
⊕
[

y1

y2

]
=

[
x1

0 x1
1 y1

x2
0 x2

1 y2

]
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Below is an example of higher-level neighbours calculation (see Fig. 2(c)):

C =

[
1 0̄
1 1

]
⇒

[
1 1
1 1

]
⇒ inner-node ⇒

〈[
1 1 0
1 1 1

]
= D;

[
1 1 0
1 1 0

]
= F

〉

2.1.7 Neighbourhood of Border Regions

When a region is on the border of the structure, do not present neighbours on that
border side. In this case, the algorithm ends without reaching the halt condition. E.g.
node A (horizontal-left):

A =

[
0 0̄
1 1

]
⇒

[
0̄ 1
1 1

]
⇒

[
1 1
1 1

]
⇒ border

3 Structural Grid Graph

We here propose an algorithm to model images using graph primitives. The main
goal of this new proposal is to maintain the better properties of q-trees but introduc-
ing higher variability in the incoming and outgoing degrees. Thus, the properties
to fulfill are: 1) The model should consider the resolution as a parameter, allowing
higher and lower resolution representations. 2) The representation should contain
enough information to reconstruct the original image.

Without loss of generality, we will consider directed acyclic graphs and two
colour images: background and foreground colours. Starting from the top-left cor-
ner, the algorithm divides the image into squared regions of a given size k. Those
regions with foreground colour will be considered the nodes of the graph. The edges
are defined from a foreground region (node) to those adjacent-foreground regions to
the east, south and southeast. Figure 3 shows an example.

Fig. 3 Some examples of the grid graph modeling are shown. Those regions with at least
20% black pixels are considered foreground. Root nodes are marked in gray.

4 Skeleton Graphs

The last method models the graph using the skeleton that defines the shape of the
figure. It is a natural extension of the algorithms proposed for trees in [8, 12]. First,
a thinning process is applied to the image [1], and then the graph is generated as:

1. The top left pixel of the skeleton is chosen as the root of the graph.
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2. Every node in the graph will have as many children as unmarked neighbour pix-
els has the current pixel. For each child, an arc is created following that direction
until one of the following criteria is true:

a. The arc has the maximum fixed parameter size (window parameter).
b. The pixel has no unmarked neighbours (terminal node).
c. The pixel has more than one unmarked neighbour (intersection).
d. The pixel is marked (existing node).

3. A new node is assigned to every end of arc pixel obtained by the previous step
(a,b,c), or it is joined with the corresponding node (d). If the node has unmarked
neighbours, then go to step 2, otherwise it terminates.

Fig. 4 Skeleton and graph results.

5 Experimentation

This section aims to demonstrate the usefulness of the proposed models. For this
reason, it uses simple classification methods, without stochastic layer and using
only the structure of graphs (without labels). Results prove the correct separation
of classes, in addition to be a baseline for future research.

To perform the experiments, 5 thousand images of digits (10 classes), with reso-
lution of 64x64 pixels, from the NIST dataset are used. Graphs have been extracted
using the three proposed methods, but varying the parameters (truncate level, size
of cells, and window size) (see Fig. 5). Six methods are used to perform the clas-
sification: First, a feature vector is calculated using the graph degree distribution
[10], and then classified using Naive Bayes, Random Forest, SVM and k-NN [6].
The 75% of the dataset is used for training and the rest for test. A preliminar error
correcting distance is also defined to test the proposed methods. It is a simple algo-
rithm with linear complexity. For this distance, the classification is performed using
leaving-one-out. A semi-structural method of Flow Complexity is also used [3]. It
analyzes the structure of the graph based on feature selection via spectral analysis
and complexity.

Fig. 5 Results using different classification methods.
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6 Conclusions

This paper presents three methods for extracting graphs from images. The obtained
graphs introduce a variability that should create new characteristic features in the
modelling of the classes of a pattern recognition task, and thus, it should ease a syn-
tactic approach. Experiments show encouraging results which prove the usefulness
of the proposed models, the correct separation of classes, in addition to be a baseline
for future work.

The first method creates neighbourhood paths or segmentations within the q-tree,
providing more data and creating new possibilities of operations and applications.
The second algorithm maintains the features of q-tree representation, that is: the
resolution is parametrizable and allows to reconstruct the original image. The third
method takes into account the skeleton of the shape to build the graph, summarizing
the core structure of the image.
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28260-C03-01, contract TIN2009-14205-C04-C1) and CONSOLIDER-INGENIO 2010 (con-
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Mutagenesis as a Diversity Enhancer
and Preserver in Evolution Strategies

José L. Guerrero, Alfonso Gómez-Jordana, Antonio Berlanga, and José M. Molina

Abstract. Mutagenesis is a process which forces the coverage of certain zones of the
search space during the generations of an evolution strategy, by keeping track of the
covered ranges for the different variables in the so called gene matrix. Originally
introduced as an artifact to control the automated stopping criterion in a memetic
algorithm, ESLAT, it also improved the exploration capabilities of the algorithm,
even though this was considered a secondary matter and not properly analyzed or
tested. This work focuses on this diversity enhancement, redefining mutagenesis to
increase this characteristic, measuring this improvement over a set of twenty-seven
unconstrained optimization functions to provide statistically significant results.

1 Introduction

Evolutionary computation [2] arose as a powerful technique to deal with optimiza-
tion and search problems, particularly evolution strategies [12], focused on real
value representations, which have been successfully tested on a wide variety of
problems, both theoretical and practical in nature. The increase in the computational
resources of computers and the increasing number of parallel implementations [4]
have lead this growth, making them more appealing for practitioners focused on
solving particular problems, rather than theoretical research of the algorithms them-
selves. There are, however, a number of issues for these applications.

Local optima constitute a drawback for evolutionary algorithms, since they do not
provide (as most metaheuristics [13]) a measurement of the proximity of the solu-
tions found to global optima, performing a best-effort approach. Early convergence
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arises as a concern regarding this topic, being closely related to the diversity preser-
vation in the population as the algorithm progresses. Many approaches have been
proposed to deal with this issue, from the restriction of certain operator applications
(such as the incest prevention proposed in [6]) or multi-objective approaches [5]
where the diversity of the population is treated as an additional objective function
[14]. General stopping criteria are also a concern for practitioners using evolution-
ary techniques, which is in fact shared by many different iterative processes [1], but
the stochastic nature of evolutionary computation makes it probably more important
and, at the same time, harder to solve. Finally, evolutionary algorithms tend to favor
the exploratory nature of the search process, leading to a slow convergence towards
the minimum. This handicap has been faced with memetic algorithms [11], which
combine evolutionary techniques with local search in an attempt to obtain a good
exploration of the search space with a fast information exploitation once the most
interesting zones have been determined.

ESLAT (Evolution Strategies Learned with Automated Termination criteria)
technique was introduced to deal with some of those issues. ESLAT is a memetic
algorithm which combined the evolutionary cycles of an evolution strategy with
two different local search procedures which were applied sequentially: the Broyden-
Fletcher-Goldfarb-Shanno Quasi-Newton method (BFGS) with a cubic line search
procedure [3] and Nelder Mead’s algorithm, based on Kelley’s modification [10].
Along with the local search techniques, it introduced an artifact used to control the
stopping generation: the gene matrix, which tracked the zones of the search space
covered and forced the exploration of those which had not been reached by the
main search cycle, also determining the generation at which the algorithm should
be stopped according to that search space coverage.

ESLAT presented a series of difficulties in its results, which were faced in R-
ESLAT (Robust ESLAT) [8]. These faced difficulties included control over the
search space, the configuration of the local search techniques used and the stopping
criterion used which led to a comparison with CMA-ES algorithm [9] including
promising results in terms of solution quality. However, the basis of the proposal
was the increased exploratory capabilities introduced by the gene matrix, which
were not individually tested, only as a part of the overall algorithm performance.

This work analyzes the gene matrix as a diversity preservation technique in evolu-
tion strategies, modifying its original behavior according to this new role and testing
its performance against a canonical evolution strategy. This test is based on a set of
twenty-seven unconstrained optimization functions with different characteristics, in
order to highlight the statistical significance of the obtained results.

The paper is structured according to the following sections: the second section
will introduce mutagenesis and gene matrix concepts, along with the paper proposal
for their definition and use. The third section will present the experimental setup
used and the obtained results, along with their analysis. Finally the fourth section
will present the conclusions obtained from the available results and the future lines
of the work.
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2 Gene Matrix and Diversity Preservation

The gene matrix (GM) is responsible of tracking the exploration process and keep-
ing the diversity in the population. It is composed of n by m elements, where n is the
number of genes in the chromosome and m is the number of sub-ranges in which
the search space of that chromosome is divided. This matrix is initialized with zeros,
and those zeros are updated to ones as elements with genes covering the different
sub-ranges are found in the different populations as the evolution progresses. Fig-
ure 1 shows an example of a GM with two variables. Variable x1 (horizontal) has
individuals in subrages 1, 2 and 4 (represented with 1’s in the first row of the GM)
and variable x2 (vertical) in subranges 1, 3 and 4 (represented in the second row of
the GM).

x2

GM=
1 1 0 1
1 0 1 1

x1

Fig. 1 Gene Matrix example

The GM is used, therefore, as a measurement of the depth in the exploration
process. In order to use it to keep the diversity in the population as well, the mu-
tagenesis operator is introduced. At the end of every generation, the mutagenesis
operator chooses the Nw worst individuals which have survived to the next gener-
ation and changes the values of one of their genes in order to cover new zones of
the search space (according to the information in the GM). Specifically, for each of
the Nw worst individuals in the population, one of the sub-ranges containing a zero
value in the GM is selected randomly, that GM position updated to a one, and the
value in the correspondent gene of the individual is updated according to a random
value within the sub-rage boundaries. Figure 2 presents an example of this process.
The individual altered by the mutagenesis process fills an empty subrange of vari-
able x1, being this change reflected in the GM (the fourth element of the first row is
changed to a 1).

According to its original definition, once the gene matrix had been completely
filled with ones, the mutagenesis procedure was stopped, and the algorithm stopped
after a certain number generations (the problem dimensionality). This stopped the
diversity increase once the search space had been covered, and focused the gene
matrix use on a simple mechanism to control the automated stopping criterion. As a
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x1 

GM= 
1  1  0  0 
0  0  1  1 

        

        

        

        

Mutagenesis 

x1

GM= 
1  1  0  1 
0  0  1  1 

x2 x2 

Fig. 2 Mutagenesis example

diversity enhancer, however, this behavior is not acceptable. Another issue concern-
ing the gene matrix was the number of subranges required, fixed to 30. However,
preliminary tests showed that this choice may not be optimal.

The novel gene matrix proposal is focused on diversity enhancement, rather than
its application as a termination criterion. To do so, an initial number of subranges
is set a-priori. Once the gene matrix is filled with ones at a certain generation, it is
restarted, reinitializing it with zeros and updating it with the individuals in the pop-
ulation which caused this reinitialization. Every time the gene matrix is reinitialized,
its number of contained subranges is doubled. This mechanism achieves a constant
diversity enhancement and also a more thorough coverage of the search space as the
algorithm progresses, depending on the dimensionality of the problem faced.

The mutagenesis procedure has also been reviewed. As previously explained, it
originally introduced a certain number of modifications on the worst individuals
of the population, changing concrete values from the chromosome to unexplored
subranges of the chosen gene. This behavior may not introduce enough diversity in
a population heavily dominated by the best individual, so an additional probabil-
ity is added to the algorithm configuration: prm, random mutagenesis probability.
According to this probability, mutagenesis may generate a random individual cov-
ering the chosen subrange instead of modifying just one gene from one of the worst
individuals in the population.

Additional controls have also been added to mutagenesis. If an individual has
covered a new subrange in current generation, it is never changed any further by
the mutagenesis procedure, regardless of its rank. This allows the new information
introduced during the evolutionary cycle to survive at least one generation, in order
to give the new individual the chance to procreate and mutate before any directed
change is applied to it. This also implies a change in the mutagenesis configura-
tion. Instead of Nw changed individuals, the user configures a more versatile Nc

parameter, establishing the number of new subranges covered each generation. If
the evolutionary cycle covers the required number of changes, no mutagenesis is
applied. In other case, the worst individuals (as many as required in order to cope
with the desired Nc changes) are picked to go through the mutagenesis procedure.
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Finally, the stopping criterion used in R-ESLAT implied that the best fitness was
repeated over a certain window of generations. This exact repetition may be too
strict for a stopping criterion, since very small changes in fitness values (which
might even be affected by the representation precision) would lead to a continua-
tion in the evolutionary algorithm once the search process had stagnated regarding
all practical purposes. For these reasons this exact comparison was changed to the
comparison quotient presented in equation 1, which provides a more flexible mech-
anism to control the relevance of the changes.

previousbest − currentbest

previousbest
≤ Improvement f actor (1)

3 Experimental Validation

For the experimental validation of the proposed technique, a complete dataset of
twenty-seven different functions for unconstrained optimization has been used.
These functions test different aspects, such as the presence of multiple local optima
(Griewank), different sizes of the search spaces (from small search spaces, such as
in Hartmann, up to much larger ones, as the one exhibited by Schwefel), different
ranges for the different variables of the search space (Branin), search spaces show-
ing ranges where the fitness is unable to provide any information to the evolutionary
algorithm (Easom) and the performance of the different techniques regarding prob-
lem dimensionality, with values ranging from two (Beale) up to thirty (Ackley).
Table 3 shows a brief description of the complete dataset.

Several parameters (according to their description included in the previous
section) have to be established for the proposed technique, which are presented in

Table 1 Experimental configuration

Parameter Description Value

μ Population size 5, 10, 15, 30
initsr Initial subranges 10
minsr Minimum subranges covered per generation μ/5
prm random mutagenesis probability 0.5
I f Improvement factor 1E-05

Table 2 Results comparison for the different considered population sizes

Population size Statistical Best Statistical Worst Best

5 7 3 19
10 7 8 14
15 10 6 15
30 3 10 13
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table 1. As included in that table, four different population sizes are used to cover
the comparison of the two different techniques. The complete results for population
size five are presented in table 3. Following [7], the individual comparison for the
different test functions is performed according to parametric and non-parametric
tests. The normality test used is the Shapiro-Wilk test, the parametric test is Stu-
dent’s t-test and the non-parametric test is Wilcoxon signed-rank test. The statistical
best results are provided according to the t-test if the data follows a normal distribu-
tion and according to the non-parametric test otherwise. Fifty iterations have been
run in order to establish the statistical significance of the results.

To test the final performance comparison, a Wilcoxon rank-sum test is carried out
over the mean results for the twenty-seven functions and the four considered popu-
lation sizes. The p-value obtained is 0.0275, which implies that with a significance
level as low as 3% (lower than the usual 5% considered for these tests) the proposed
gene matrix diversity enhancer allows evolution strategies to perform better.

Analyzing the individual results, the effectiveness of the diversity enhancement
is, in general, more representative at lower population sizes (where the risk of falling
into local optima is higher and the exploration capabilities are reduced) but, at the
same time, since the number of required changes per generation are configured as
a certain percentage of the population, the use of the gene matrix is more accused
on higher population sizes. The balance between these two factors determines the
effectiveness of the mutagenesis changes. This is reflected in the variable number of
significant best and worst results obtained for the different population sizes.

Finally, regarding the individual analysis of the results for the different test func-
tions, it must be noted that the non-parametric tests do not seem to be able to prop-
erly measure some behavior differences (due to their zero median null hypotheses).
This can be seen, for instance, in table 3, function f14, where, even though the mean
value obtained by the evolution strategy using mutagenesis is several orders of mag-
nitude better, the Wilcoxon test does not determine it to be the best. This points to
the requirement of mean based statistical tests not requiring normality distribution
over their measures to perform quality comparisons between algorithms.

4 Conclusions

Gene matrix and mutagenesis were originally presented as part of the ESLAT
memetic algorithm. They were used as guidance for the automated stopping
criterion, even though they also increased the exploration capabilities of the evo-
lution strategy included. This work isolates these artifacts and focuses on their
diversity enhancement, redefining the processes in order to maximize these char-
acteristics, and tests the results comparing them to the performance of canonical
evolution strategies. The obtained results show that the exploration improvements
lead the algorithm to an overall better performance, with a different impact regard-
ing the population size and the percentage of the population which goes through
mutagenesis processing. For a set of twenty-seven unconstrained optimization func-
tions, the algorithm is statistically better considering four different population sizes
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and fifty iterations, providing a fair statistical significance. The testing process also
highlights the requirement for mean centered statistical tests, since non-parametric
alternatives may not be able to measure performance differences under certain spe-
cific circumstances due to their median analysis. Future lines include the redefini-
tion of the original memetic algorithm, the inclusion of these techniques in different
algorithms and the study of novel performance comparison measures to cover the
possible lacks of non-parametric statistical tests.
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Nonlinear Approaches to Automatic Elicitation 
of Distributed Oscillatory Clusters in Adaptive 
Self-organized System 

Elena N. Benderskaya and Sofya V. Zhukova  

Abstract. Chaotic neural networks find more and more applications in pattern 
recognition systems. However hybrid multidisciplinary solutions that combine  
advances from physics and artificial intelligence fields tend to enrich the  
complexity of designed systems and add more discussion points. This paper  
questions the applicability of well known chaotic time-series metrics (Shannon  
entropy, Kolmogorov entropy, Fractal dimension, Gumenyuk metric, complete 
and lag synchronization estimations) to simplify elicitation of distributed oscillato-
ry clusters that store clustering results of a problem. Computer modeling results 
gives evidence that in case of clustering simple datasets the metrics are rather  
effective; however the concept of averaging out agent’s dynamics fails when the 
clusters in the input dataset are linearly non-separable. 

Keywords: chaotic neural network, self-organization, distributed clusters, chaotic 
synchronization, primitive agents, entropy, fractal dimension 

1   Introduction 

Neural networks with chaotic activity of primitive bio-inspired agents attract 
scientific attention due to different reasons [1-3]. The one under the focus of this 
paper is neurophysiology evidence about chaotic synchronization effects that take 
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place in human brain when it solves clustering problems. Investigations of  
self-organization as the product of chaotic multi-agent system functioning add 
knowledge on perception and recognition processes. The desired outcome is  
understanding of brain structures formation principles in order to create highly  
intelligent systems. 

Chaotic neural network is one of the formal models that comprise  
self-organization phenomena applied to solve clustering problems (2D, 3D,  
N-dimension). Chaotic dynamics of neurons is independent from initial conditions 
in the stationary regime and represents self-organization effects in terms of frag-
mentary synchronization within oscillatory clusters. Moreover, structure of chaotic 
neural network, comprised by primitive chaotic agents, adapts to the input dataset. 
Thus it makes possible to apply this model to cluster datasets with minimal or 
without any a priori information. However complex dynamics of agents is very 
hard for automatic interpretation. Full search of pairs of neurons that belong to the 
same cluster is too resource consuming to call clustering by means of chaotic 
neural network a real-time technique. Considered chaotic multi-agent system gives 
clustering answer in the form of oscillatory clusters to be interpreted further on. 
This paper aims to test applicability of different nonlinear metrics to elucidate data 
clusters from oscillatory clusters. 

2   Adaptive Multi-agent System 

Chaotic neural network (CNN) is a recurrent neural network with one layer of n 
neurons (agents). Each neuron corresponds to one point in the input dataset which 
in general case consists of n objects, each described by p features (p-dimensional 
dataset). CNN is a dynamic neural network, where each processing unit changes 
its state depending on the dynamics of all other neurons: 
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where N – number of neurons, wij - strength of linkage between elements i and j, 
dij - euclidean distance between neurons i and j (each neuron represents a point 
from input dataset described by p coordinates), а – local scale calculated by means 
of triangulation metric [4], Tn – evolution period. The initial state of neural  
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network is described by random values in the range [-1, 1]. Information about  
input dataset is given to CNN by means of linkage coefficients calculated via (3) - 
this is the first learning stage, the second coincides with iterative oscillation. 
Number of neurons N corresponds to n objects in the input dataset. To demon-
strate paper results two input datasets are considered (Fig. 1.c, Fig. 1.f): simple 
one with linearly separable groups of points and complex one – with linearly  
inseparable groups. Transfer function of each neuron is calculated via (4) (as it 
was shown in [5] the role of transfer function can accomplish any logistic map that 
generates chaotic oscillations).  

The key point of CNN functioning is the emergence of cooperative dynamics 
between neuron’s outputs via time when all agents evolve due to (1). After some 
transition period they start to change states synchronously. Thus in respond to in-
put datasets (Fig. 1.c, Fig. 1.f) CNN generates time sequences that comprise oscil-
latory clusters (Fig. 1.b, Fig. 1.e).  

3   Self-organization via Internal Synchronization of Agents 

To analyze synchronous activity chaotic neural network is considered as an en-
semble of nonlinear agents. Space-time self-organization via synchronization of 
ensemble elements is one of the main research directions in modern nonlinear  
dynamics. Advances on chaotic synchronization processes that take place in dis-
tributed chaotic oscillatory systems demonstrate rich properties of such systems 
[6-8]. Some of them, comprised by identical elements (like CNN), are able to form 
synchronous clusters without any external influence. In opposite to external  
synchronization such phenomenon was called internal synchronization. 

It was shown in [6, 9-10] that in ensembles of identical elements with weak lin-
kage may take place complete synchronization, in-phase synchronization, phase 
synchronization, generalized synchronization and lag-synchronization.  In chaotic 
neural network output dynamics is mainly chaotic. So there arise subsidiary task 
of chaotic synchronization elucidation to translate oscillatory clusters into cluster-
ing results. Dynamic regimes that occur in system (1) under condition of homoge-
neous mean field influence are described in [6].   

In CNN mean field is inhomogeneous thus complete synchronization within 
oscillatory clusters occur only when simple dataset (with bunches of linear separ-
able objects) is under process (Fig 1.c). To explore the chaotic neural dynamics 
(oscillatory clusters) visualization of CNN output evolution is provided (Fig. 1.b). 
The gray-scale  gradient points (white color corresponds to 1.0 value, black color 
corresponds to -1.0 values) represent instant values of neurons outputs that change 
during observation period of 500 iterations (thus a representative sample is 
formed).  One can see vividly that in opposite to complete synchronization  
(Fig. 1.b) in case of clustering complex input dataset (Fig. 1.f) instant output val-
ues in one cluster may coincide neither by amplitude nor by phase and there can 
be no fixed synchronization lag (Fig. 1.e). In spite of everything joint mutual syn-
chronization exists within each cluster. This synchronization is characterized  
by individual oscillation cluster melodies, by some unique “music fragments”  
corresponding to each cluster (Fig. 1.b, Fig. 1.e). From this follows the name we 
give to this synchronization type - fragmentary synchronization [11]. 
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Investigation of different techniques to reveal clusters melodies lead us to the 

following conclusions. Fragmentary synchronization detection is to be based on 
the comparison of instant absolute values of outputs but not approximated in this 
or that way values. Asynchronous oscillations within one cluster in case of frag-
mentary synchronization can be nevertheless classified as similar. On Fig. 1.a and 
Fig. 1.d is represented the detailed dynamics of 5 neurons that correspond to 5 
points in test datasets. These 5 points belong to 3 different clusters: 1,10,30 point 
– cluster 1, 80 point – cluster 2, 120 point – cluster 3 (this is relevant for both sim-
ple and complex image as their size and structure are chosen to be commensura-
ble). On Fig. 1.a and Fig. 1.d first 50 counts of 500 counts statistics are consi-
dered. One can see that in case of complex image neurons 1, 10, 30 (Fig. 1.d) 
evolve asynchronously though they belong to the same cluster. However by means 
of human eyes they can be classified to the same group because clustering wave is 
spread between cluster agents. 

 

Fig. 1 Fragmentary synchronization of CNN outputs: : (a) – detailed first 50 counts of CNN 
dynamics statistics for 1, 10, 30, 80, 120 neurons (in respond to simple dataset); (b) – CNN 
dynamics statistics comprised by completely synchronized neurons within each of clusters 
in respond to simple input image; (c) – simple input dataset comprised by 61, 46, 50 points 
in three clusters (clusters are compact); (d) – detailed first 50 counts of CNN dynamics sta-
tistics for 1, 10, 30,  80, 120  neurons (in respond  to complex dataset); (e) - CNN dynamics 
statistics comprised by fragmentary synchronized neurons in respond to complex input im-
age;  (f) – complex input image comprised by 65, 47, 46 points in three clusters (clusters 
are linear inseparable).  

Method to detect automatically fragmentary synchronization [11] is based on 
comparison of neurons instant values in pairs and between them. The method is so 
resource consuming that prevents CNN application to solve real clustering prob-
lems, because full search of synchronized pairs take ten times more than formation 
of oscillatory clusters (solution time expands exponentially with increase of points 
in input dataset). To simplify decoding of self-organized clusters, approaches to 
calculation nonlinear metrics are considered.  
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4   Nonlinear Approaches for Synchronization Assessment 

To detect synchronized pairs of neurons to be further interpreted as points of some 
cluster one should consider advances in nonlinear dynamics, synchronization 
theory, chaos theory. To prevent misunderstanding in highly multidisciplinary en-
vironment of this paper we consider as synonyms “dynamics of neurons outputs”, 
“time-series”, “output sequences”, “symbolic chains”, “neuron’s trajectories”, 
“agent dynamics”, “output signals”. There exist two main approaches to diversify 
chaotic time-series. First is based on substitution of each sequence (vector) with a 
scalar (fractal dimension, Gumenyuk integrated characteristic of elements order). 
Second is based on calculation of aggregated characteristic for a pair of sequences 
(Shannon information, Kolmogorov entropy, complete synchronization metric, lag 
synchronization metric). As the outputs of chaotic neural network have continuous 
values (varying in the interval of [-1;1]) the first step in calculation of six men-
tioned characteristics is discretization of these values.   

Shannon information (I) based on Shannon entropy [10] is calculated by coar-
sening of positive CNN outputs with ones and negative outputs with zeros. Thus 
we calculate number of two different states in each sequence by means of non-
conditional and conditional probabilities:  

 ijjiij HHHI −+= ,  (5) 

where Hi, Hj – Shannon entropy of i and j sequence correspondingly, Hij – mutual 
entropy for sequences i and j. 

Gumenyuk integrated characteristics of elements order (V) [12] allows to take 
into consideration not only the number of repeating states in a sequence but also 
their order within each sequence: 

 ∏ Δ=
=
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where j – number of sequence, Δij – interval between i and  i+1 occurrences of 
value j  in the symbolic chain (sequence), nj – number of  j-value entries in se-
quence. 

Kolmogorov entropy (K) speaks for the speed of information decrease [8]. This 
characteristic allows taking into account the order of transitions between different 
states within a sequence and between two of them: 
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where τ  is the interval of trajectory measurements, l - precision of measurement, 
N – sequence length, where Kn, Kn+1 is the information needed to predict which 
hypercube the trajectory will go up to [8]. 

Fractal dimension (D) is applied to measure spatial arrangement of trajectories 
[8] which is very attractive because in CNN each trajectory contributes to the for-
mation of separate cluster macroscopic attractor: 
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where N(ε) the number of self-similar structures of linear size ε  needed to cover 
the whole structure of attractor. 

Complete synchronization metric (v) helps to reveal completely synchronized 
chaotic signals without any averaging out of outputs [10]:  
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where x1, x2 time sequences, 2
1xσ и 2

2xσ – squared standard deviations of se-

quences, 2
21 xx +σ - standard deviation of sequences sum.   

Lag synchronization metric (k) reveals not only complete but also synchroniza-
tion with delays [10]. As it is impossible to determine phase concept for a CNN 
system of difference equations, other metrics to detect phase synchronization are 
not considered in the paper: 
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where G(τ) – similarity function that measures synchronization of  sequences x1(t), 
x2(t)  with τ delay, 〈.〉 -  value averaged within ensemble. 

5   Results 

Computer Modeling Experiment 
To find differences in between chaotic time-series (dynamic outputs of agents) the 
statistics (visualized on Fig.1.c for simple image and on Fig. 1.f for complex im-
age) is considered. As it follows from metrics descriptions we consider two types 
of characteristics: pair-trajectory characteristics (that measure similarity/difference 
between time-series, e.g. Shannon information, Kolmogorov entropy, complete-
synchronization metric, lag-synchronization metric), individual trajectory charac-
teristics (integral numerical characteristic of elements order, fractal dimension). 
Considered characteristics were calculated for all points (pairs of points) for data-
sets from Fig. 1.c, Fig. 1.f and many other test clustering problems. In this paper 
we generalize our experimental base on the example of a representative, most 
common situation analyzing mutual fluctuations of neurons, that belong to the 
same cluster (neurons 1, 10, 30) and to different cluster (neurons 80,120). So we 
extract 4 rows from Fig. 1.b with numbers 1, 10, 30, 80, 120 and 4 rows from Fig. 
1.e with numbers 1, 10, 30, 80, 120.  Calculation of characteristics should allow us 
to diversify time-series in two clusters without component-wise analysis of instant 
values. The calculation results for both simple (Fig. 1.c) and complex (Fig.1.f)  
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images are presented on Fig. 2.  The ideal situation is represented on Fig. 2.g for 
desired ideal metric IM.  For the points 1, 10, 30 of the same cluster IM has large 
value of similarity (0.8, 0.9) and small value of similarity (0.1, 0.2) for points that 
belong to different clusters. In other words the set of metrics values calculated to 
substitute time-series with scalars should provide enough information for appro-
priate automatic differentiation of quasi-synchronized chaotic time-series. 
 

 

Fig. 2 Applicability of different nonlinear metrics to automatic joining of sequences (1 and 
10 to one cluster)  and automatic diversification of sequences (80, 120 to different clusters): 
(a) – Shannon  information (I) calculated for pairs (1,10) (1,30), (1,80), (1,120);  
(b) – Kolmogorov entropy (K) calculated for pairs (1,10) (1,30), (1,80), (1,120); (c) – frac-
tal dimension (D) calculated for points 10, 30, 80, 120; (d) – Gumenyuk integral characte-
ristic of element order in sequences 10, 30, 80, 120 ; (e) – complete synchronization metric 
(v) calculated for pairs (1,10) (1,30), (1,80), (1,120); (f) – lag synchronization metric (k) 
calculated for pairs (1,10) (1,30), (1,80), (1,120); (g) – desired ideal metric IM values. 
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Analysis of Nonlinear Metrics Application 
Analysis of characteristic brings us to following outcomes. 

(a) Shannon information metric is applicable in case of clustering simple da-
tasets when complete synchronization (Fig. 1.a, Fig. 1.b) within clusters 
can be produced: I-values differ greatly for neurons that correspond for 
points from different clusters (Fig. 2.a). For linear non-separable dataset 
from (Fig. 1.f) it is hard two find automatically the threshold for I that 
would allow to differ neurons 80, 120 from neurons 1, 10. That means 
that if Shannon metric would be used as part of clustering method points 
1,10, 30, 60, 80 would be related to the same cluster and clusterization 
mistake would increase. This happens because of very similar values of 
entropy, discussed in [13]. 

(b) Kolmogorov entropy seems to complicate diversification of time-series, 
because of insignificant changes between K-values of points pairs that 
belong to the same cluster and K-values of points pairs that belong to dif-
ferent clusters (Fig. 2.b). It is too hard to find a proper threshold automat-
ically. 

(c) Fractal dimension happens to be inapplicable. Values of fractal dimen-
sion for different sequences are very similar to each other (Fig. 2.c) and 
thus all considered neurons are marked as belonging to the same cluster. 
This result supports the idea that required characteristic should measure 
not individual but relative dynamics of elements. 

(d)  Complete and lag synchronization metric application (Fig. 2.e, Fig. 2.f) 
results are somewhat similar to Shannon entropy’s. The concept of aver-
aging out that take place in case of these three metrics destroys or 
smooths out information about intricate structure of mutual fluctuations 
of neurons values in time and space. Though it is necessary to conclude 
that these metrics are applicable to cluster linear separable groups of ob-
jects in input dataset. 

(e) Gumenyuk integrated characteristic of elements order have rather similar 
values for chains that belong even to different clusters (Fig. 2.d). This 
can be explained that in spite of belonging to different clusters the nature 
of chains is chaotic thus sequences have very similar structure in terms of 
alphabet. The question of application homogeneous chains within inho-
mogeneous one remains for open discussion. 

6   Conclusions 

This paper finds out that Shannon information, Kolmogorov entropy, complete 
and lag synchronization metrics can be successfully applied to cluster compact, 
standing far from each groups of objects in input dataset. Application of fractal 
dimension and integrated characteristic of elements order leads to erroneous clus-
tering results due to losses information about unique structure of dynamic cluster 
(mutual interactions between neurons outputs are not considered). For all six  
considered characteristics in case of clustering complex datasets the following 
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statement is true: the more complex is the data, the more intricate oscillation  
clusters are formed, and the greater clustering mistake is produced when the  
considered metrics are applied. Discover of proper characteristic to decode  
self-organized clusters of chaotic nature is the issue of further investigation. 
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Classifier Ensemble Framework Based  
on Clustering 

Hamid Parvin, Sajad Parvin, Zahra Rezaei, and Moslem Mohamadi  

Abstract. This paper proposes an innovative combinational method how to select 
the number of clusters in the Classifier Selection by Clustering (CSC) to improve 
the performance of classifier ensembles both in stabilities of their results and in 
their accuracies as much as possible. The CSC uses bagging as the generator of 
base classifiers. Base classifiers are kept fixed as either decision trees or 
multilayer perceptron during the creation of the ensemble. Then it partitions the 
classifiers using a clustering algorithm. After that by selecting one classifier per 
each cluster, it produces the final ensemble. The weighted majority vote is taken 
as consensus function of the ensemble. Here it is probed how the cluster number 
affects the performance of the CSC method and how we can switch to a well 
approximation option for a dataset adaptively. We expand our studies on a large 
number of real datasets of UCI repository to reach a well conclusion. 

Keywords: Decision Tree, Classifier Ensembles, Bagging, AdaBoosting, 
Clustering. 

1   Introduction 

Two of the most common problems which have always been the hot spot for the 
researches in pattern recognition are Classification and Regression. In 
classification the aim is to determine a discriminative function, so that the function 
maps the n-dimensional feature space to decision regions. In regression the aim is 
to find a model of an unknown function that can map the n-dimensional feature 
space to an approximation of the target function. 

In other words, classification is the process of assigning data samples to 
predefined classes. Classification is also considered as a kind of supervised 
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schemes [11], [12]. One of the most important goals of artificial intelligence is to 
design models with high recognition rates. In pattern recognition, the input space 
is mapped into the high dimensional feature space, and in the feature space it is 
tried to determine the optimal hyperplane(s), so that the mapped function better 
approximates the main function for each unseen data.  

Although the more accurate classifier leads to a better performance, there is 
another approach to use many inaccurate classifiers specialized for a few data in 
the different problem-spaces and using their consensus vote as the classifier. This 
can lead to a better performance due to the reinforcement of the consensus 
classifier in the error-prone feature spaces. In General, it is ever-true sentence that 
combining diverse classifiers usually results in a better classification [6]-[7].  

Giacinto and Roli propose a clustering and selection method to deal with the 
diversity generation problem [5]. They first produce a large number of classifiers 
with different initializations, after that they select a subset of them according to 
their distances in their output space. They don’t take into consideration how the 
base classifiers are created. In this paper it is explored that usage of Bagging and 
Boosting as the sources of generators of diversity how can affect on their methods. 
Besides it is explored that selection of a classifier from each of clusters how can 
be done better. 

Generally, there are two important challenging approaches to combine a 
number of classifiers that use different train sets. They are Bagging and Boosting. 
Both of them are considered as two methods that are sources of diversity 
generation.  

The term Bagging is first used by [2] abbreviating for Bootstrap 
AGGregatING. The idea of Bagging is simple and interesting: the ensemble is 
made of classifiers built on bootstrap copies of the train set. Using different train 
sets, the needed diversity for ensemble is obtained. Breiman [3] proposes a variant 
of Bagging which it is called Random Forest. Random Forest is a general class of 
ensemble building methods using a decision tree as the base classifier. Random 
Forest algorithm which is one of the well known versions of Bagging classifier [7] 
is implemented and compared with the proposed method. Boosting is inspired by 
an online learning algorithm called Hedge(β) [4]. Another version of these 
algorithms is arc-x4 which performs as another version of recently ADAboost [7].  

Giacinto and Roli propose a clustering and selection method [5]. They first 
produce a large number of MLP classifiers with different initializations. After that 
they partition them. They select one classifier from each cluster of the partition. 
Finally they consider them as an ensemble and aggregate them to produce final 
decisions. 

Parvin et al. propose a framework for development of combinational classifiers. 
In their framework, a number of train data-bags are first bootstrapped from train 
data-set. Then a pool of weak base classifiers is created; each classifier is trained 
on one distinct data-bag. After that to get rid of similar base classifiers of the 
ensemble, the classifiers are partitioned using a clustering algorithm. The 
partitioning is done considering the outputs of classifiers on train dataset as feature 
space. In each partition, one random classifier is selected to participate in final 
ensemble. Then, to produce consensus vote, different votes (or outputs) are 
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gathered out of ensemble. After that the weighted majority voting algorithm is 
applied over them. The weights are determined using the accuracies of the base 
classifiers on train dataset [9]. 

2   Classifier Selection by Clustering 

The main idea behind the classifier selection by clustering method is to use the 
most diverse set of classifiers obtained by Bagging or Boosting mechanism. 
Indeed a number of classifiers are first trained by the two well-known 
mechanisms: Bagging or Boosting. After that the produced classifiers partitioned 
according their outputs. Then the nearest classifier to the head of each produced 
cluster is selected. Since each cluster is produced according to classifiers’ outputs, 
it is highly likely that selecting one classifier from each cluster, and using them as 
an ensemble can produce a diverse ensemble that outperforms the traditional 
Bagging and Boosting, i.e. usage of all classifiers as an ensemble.  

In training phase of the classifier selection by clustering method by Bagging, n 
subsets of dataset are bootstrapped with b percent of the train dataset. Then a 
classifier is trained on each of those subsets. Each classifier is also then tested 
over the whole of train dataset and its accuracy is calculated after that. The output 
of ith classifier over train dataset is denoted by Oi and its accuracy is denoted  
by Pi.  

In training phase of the classifier selection by clustering method by Boosting, a 
subset of dataset containing b percent of train dataset is again selected. Then the 
first classifier is trained on this subset. After that the first classifier is tested on the 
whole train dataset which this results in producing the O1 and P1. Using O1, the 
next subset of b percent of train dataset is obtained. This mechanism is continued 
in such a way that obtaining ith subset of b percent of train dataset is produced 
considering the O1, O2, …, Oi-1. For more information about the mechanism of 
Boosting, the reader can refer to Kuncheva [7].  

In final part of the method a dataset whose ith dataitem is Oi is first produced. 
Features of this dataset are real dataitems of under-leaning dataset. A new dataset 
having n classifiers and N features is available, where n is a predefined value 
showing the number of classifiers produced by Bagging or Boosting and N is the 
cardinality of under-leaning datasets. After producing the mentioned dataset, the 
dataset is partitioned by use of a clustering algorithm that this results in some 
clusters of classifiers. Each of the classifiers of a cluster has similar outputs on the 
train dataset; it means these classifiers have low diversities, so it is better to use 
one of them in the final ensemble rather than all of them. For escaping from 
outlier classifiers, the clusters which contain number of classifiers smaller than a 
threshold are ignored. 
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Table 1 Details of used dataset.  

Dataset Name # of dataitems # of features # of classes Data distribution per classes 

Breast Cancer* 404 9 2 444-239 

Balance Scale* 625 4 3 288-49-288 

Bupa* 345 6 2 145-200 

Glass* 214 9 6 70-76-17-13-9-29 

Galaxy* 323 4 7 51-28-46-38-80-45-35 

Half-Ring* 400 2 2 300-100 

SAHeart* 462 9 2 160-302 

Ionosphere* 351 34 2 126-225 

Iris* 150 4 3 50-50-50 

test Monk1 412 6 2 216-216 

test Monk2 412 6 2 216-216 

test Monk3 412 6 2 216-216 

train Monk1 124 6 2 62-62 

train Monk2 169 6 2 105-64 

train Monk3 122 6 2 62-60 

Wine* 178 13 3 59-71-48 

Yeast* 1484 8 10 463-5-35-44-51-163-244-429-20-30 

3   Experimental Study and Discussion 

The accuracy is taken as the evaluation metric throughout all the paper. All the 
experiments are done using 4-fold cross validation. The results obtained by 4-fold 
cross validation are repeated as many as 10 independent runs. The averaged 
accuracies over the 10 independent runs are reported. 

The proposed method is examined over 13 different standard datasets and one 
artificial dataset. It is tried for datasets to be diverse in their number of true 
classes, features and samples. A large variety in used datasets can more validate 
the obtained results. Brief information about the used datasets is available in Table 
1. These real datasets are available at UCI repository [1]. The details of half-ring 
dataset can be available in [8].  

Note that some of datasets which are marked with star (*) in Table 1 are 
normalized. All experiments are done over the normalized features in the stared 
dataset. It means each feature is normalized with mean of 0 and variance of 1, 
N(0, 1).  

The measure of decision for each employed decision tree is taken as Gini 
measure. The threshold of pruning is set to 2. Also the classifiers’ parameters are 
fixed in all of their usages. 

All multilayer perceptrons which are used in the experiments have two hidden 
layers including 10 and 5 neurons respectively in the first and second hidden 
layers, as well as they are iterated 100 epochs.  
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In all experiments n, b and threshold of accepting a cluster are set to 151, 30 
and 2 (i.e. only the clusters with one classifier is dropped down) respectively. All 
the experiments are done using 4-fold cross validation. Clustering is done by k-
means clustering algorithm with different k parameters.  

Table 2. Comparison of the results by considering Decision Tree as base classifier. * shows 
the dataset is normalized, and 4 fold cross validation is taken for performance evaluation. 

** shows that the train and test sets are predefined and averaged over 10 independent runs. 

 Arc-X4 Random Forest Classifier 
Selection By 
RF 

Classifier 
Selection 
By Arc-X4 

Cluster and 
Selection 

Breast Cancer* 95.74 96.32 96.47 95.05 93.68 

Balance Scale* 94.44 93.60 94.72 94.24 94.44 

Bupa* 70.64 72.09 72.97 66.28 64.53 

Glass* 65.04 70.28 70.28 62.26 60.85 

Galaxy* 70.59 73.07 72.45 70.28 70.94 

Half-Ring* 97.25 95.75 97.25 95.75 95.75 

SAHeart* 70.00 71.30 72.61 69.70 68.04 

Ionosphere* 90.31 92.31 91.45 89.74 87.64 

Iris* 96.62 95.27 96.62 95.95 94.59 

  Monk problem1** 98.11 97.49 98.76 97.37 98.34 

  Monk problem2** 97.01 86.64 97.62 86.73 97.14 

  Monk problem3** 87.29 96.92 96.97 96.34 87.31 

Wine* 96.07 97.19 97.19 95.51 92.61 

Yeast* 53.17 53.98 53.98 52.09 54.51 

Average 84.45 85.16 86.38 83.38 82.88 

 
Table 2 shows the accuracies of different methods by considering a DT as each 

of the base classifiers. Table 3 shows the accuracies of different methods by 
considering a MLP as each of the base classifiers. The parameter r is set to 33 to 
reach the results of the Table 2 and Table 3. 

While we choose only at most 22 percent of the base classifiers of Bagging, the 
accuracy of their ensemble outperforms the full ensemble of them, i.e. Bagging 
Method. Also it outperforms Boosting method and proposed method based on 
Boosting method. 

Because the classifiers selected in this manner (by Bagging along with 
clustering), have different outputs, i.e. they are as diverse as possible, they are 
more suitable than ensemble of all them. It is worthy to mention that the Boosting 
is inherently diverse enough to be an ensemble totally; and the reduction of 
ensemble size by clustering destructs their Boosting effect. Take it in the 
consideration that in Boosting ensemble, each member covers the drawbacks of 
the previous ones. 
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Fig. 1 The performance of CSC methods averaged over 14 datasets of Table 1 with n=151 
and different r and MLP as base classifier 

To see how the parameter r affects over the performance of classification over 
CSC methods (by bagging, boosting and Gianito [17]) with two base classifiers 
(MLP, DT), take a look at Fig. 1 and Fig. 2.  

These figures depict the accuracies of different method by 4-fold cross 
validation on some benchmarks. As it is inferred from these figures, increasing the 
cluster number parameter r is not always resulted in the improvement in the 
performance.  

Indeed an r=15 is a well choice for all of the datasets. It means that if the 
classifier number parameter, n, is 151 then r=15 is a well value for the cluster 
 

 

Fig. 2 The performance of CSC methods averaged over 14 datasets of Table 1 with n=151 
and different r and DT as base classifier 
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number parameter. In other words, using 10 percent of the base classifiers in the 
final ensemble can be a good option.  

Indeed in this option, a classifier is selected from a cluster of classifiers that 
contains about 10 classifiers, so it gives the method the ability to select each 
classifier from a good coverage of classifiers. 

The Fig. 1 and Fig. 2 depict the averaged accuracies over all 14 different 
datasets. Fig. 1 reports the performances of the framework by using the MLP as 
base classifier.  

Fig. 2 reports the performances of the framework by using the DT as base 
classifier. 

As it is illustrated in the Fig. 1 and Fig. 2, usage of bagging as generator of 
classifiers for CSC method is better than Boosting and Giacinto and Roli's 
methods. Also it is concluded that using r=33 instead of r=15 is a better choice for 
all of the 14 datasets. In other words, using 22 percent of the base classifiers in the 
final ensemble can be a better option.  

Table 3. Comparison of the results by considering MLP as base classifier. * shows the 
dataset is normalized, and 4 fold cross validation is taken for performance evaluation. ** 
shows that the train and test sets are predefined and averaged over 10 independent runs. 

 Arc-X4 Bagging Classifier 
Selection By 
Bagging 

Classifier 
Selection By 
Arc-X4 

Cluster and 
Selection 

Breast Cancer* 97.06 96.91 96.91 96.47 96.19 

Balance Scale* 93.27 91.99 91.35 92.95 95.75 

Bupa* 70.06 71.22 72.09 68.02 71.98 

Glass* 66.04 66.98 67.45 66.04 67.05 

Galaxy* 87.00 85.62 85.62 84.52 87.00 

Half-Ring* 97.25 95.75 97.25 97.25 97.25 

SAHeart* 73.04 72.39 71.52 71.09 70.18 

Ionosphere* 90.03 88.51 90.31 87.64 88.51 

Iris* 96.62 96.62 97.97 97.33 93.33 

  Monk problem1** 98.06 92.23 98.43 97.87 98.34 

  Monk problem2** 87.35 85.68 87.41 87.23 87.21 

  Monk problem3** 97.09 95.87 97.33 96.99 96.77 

Wine* 96.59 96.06 97.19 95.51 95.23 

Yeast* 60.85 61.19 61.19 60.85 60.56 

Average 86.45 85.50 86.57 85.70 86.10 

 
Comparing the Fig. 1 and Fig. 2 one can find out that the using the decision tree 

as base classifier increases the gap between the three approaches to generate the 
base classifiers. It is due to special feature of the decision tree. Because it is very 
sensitive to its train set, the use of decision tree as base classifier is very consistent 
with the Bagging mechanism.  
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4   Conclusion and Future Works 

In this paper, we have proposed a new method to improve the performance of 
classification.  The proposed method uses Bagging as generator of the base 
classifiers. Then using k-means we partition the classifiers. After that we select 
one classifier per a validated cluster. 

Also it is concluded that using 22 percent of the base classifiers in the final 
ensemble can be a well option generally.  

Using the decision tree as base classifier increases the gap between the three 
approaches to generate the base classifiers. It is due to special feature of the 
decision tree. Because it is very sensitive to its train set, the use of decision tree as 
base classifier is very consistent with the Bagging mechanism.  While we choose 
only at most 22 percent of the base classifiers of Bagging, the accuracy of their 
ensemble outperforms the full ensemble of them. Also it outperforms Boosting. 

As a future work, one can turn to research on the variance of the method. Since 
it is said about Bagging can reduce variance and Boosting can simultaneously 
reduce variance and error rate. 
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Resource Allocation Strategies to Maximize 
Network Survivability Considering  
of Average DOD 

Frank Yeong-Sung Lin, Pei-Yu Chen*, and Quen-Ting Chen  

Abstract. In this paper, an innovative metric called Average Degree of 
Disconnectivity (Average DOD) is proposed. The Average DOD combining the 
concept of the probability calculated by contest success function with the DOD 
metric would be used to evaluate the damage degree of network. The larger value 
of the Average DOD, the more damage degree of the network would be. An 
attack-defense scenario as a mathematical model would be used to support 
network operators to predict that all the likelihood strategies both cyber attacker 
and network defender would take. The attacker could use the attack resources to 
launch attack on the nodes of network. On the other hand, the network defender 
allocates existed resources of defender to protect survival nodes of network. In the 
process of problem solving, the “gradient method” and “game theory” would be 
adopted to find the optimal resource allocation strategies for both cyber attacker 
and network defender. 

Keywords: Average Degree of Disconnectivity, Average DOD, Contest Success 
Function, Gradient Method, Network Survivability, Optimization, Game Theory, 
Resource Allocation, Network Attack and Defense. 
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1  Introduction 

In the past, the security state of systems or infrastructures was classified in terms 
of two states: safe or compromised [1]. However, the network often faces many 
situations such as natural disasters, malicious attacks, and random error conditions 
which could result in different outcomes. Network security professionals must 
ensure the available and continuous services. Therefore, the binary concept is 
insufficient to describe a system’s state. As a result, more and more researchers 
studied the issue of network survivability. 

Traditionally, when measuring the survivability of a network, some researchers 
use the concept of Greatest Residual Region (GRR, or the largest component in 
remaining network). After partial of the network are disabled by attacks or 
failures, GRR is then used to assess the impact in terms of the proportion of nodes 
in the largest region of a broken network. However, this metric is insufficient to 
describe the sensibility of partial dysfunctional network yet. 

In [2], this paper proposed another metric of the network survivability which is 
called the Degree of Disconnectivity (DOD). The DOD metric could be used to 
evaluate the partial damage degree of network. The calculated value seems to be 
effectively represented the damage degree of network. However, there is still a 
disadvantage to DOD, which has assumed that the attacker would launch the 
attack either successfully or unsuccessfully. This assumption is limited, since the 
attack might not be 100% successful or unsuccessful. As a result, in this paper, an 
evolved DOD metric is proposed, which is narrated the average probability of 
each attack and defense case, the more details is explained in the next sections. 

Moreover, the interaction between cyber attackers and network defenders is 
similar to information warfare. The cyber attackers expect to minimize the degree 
of network survivability. On the other hand, the network defenders always expect 
to maximize the degree of network survivability. This attack-defense situation 
would become a min-max or max-min problem. The researchers solve this kind of 
attack-defense problem of network security by mathematical programming 
approach, such as game theory [3], Lagrangean Relaxation Method. [4] is 
considering one or several important nodes or systems in the topology. However, 
this assumption restricts to evaluate the generalize situation in the network. To 
enhance or reduce network survivability, both network defender and cyber 
attacker usually need to invest the fixed number of resources in the network. In the 
end, it would be a significant issue about how to efficiently allocate resources to 
the network both cyber attacker and network defender. The more details are 
described in the following. 

2  Problem Formulation and Notations 

The DOD metric, proposed in [3], assumed that the cyber attacker launches the 
attack either successfully or unsuccessfully, but this assumption is limited to 
describe the attack result that might not be completely compromised, which is a 
disadvantage to this metric. To improve this problem, we propose a new metric of 
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the network survivability which is called Average DOD. Average DOD combined 
the concept of probability calculated by the contest success function [5] with the 
DOD metric. The definition of contest success function is showed in Table 1 and 
equation (1). 

According to the definition of contest success function, if the attacker allocated 
more resource on a node, the more probability of the attacker could compromise 
the node. Similarly, if the defender allocated more resource on a node, the more 
probability of the defender could protect the node. Besides, m is a parameter 
which describes the intensity of the contest [6]. Here, we demonstrate an example 
to describe Average DOD. In a network, each network configuration would have a 
probability determined by the attack success or failure probability of each node; 
the method to calculate the probability of each kind of network configuration 
would be to multiply the attack success or failure probability of each node. If all 
the nodes of network are compromised by the attacker, the probability of this 
network configuration would be 9

1
i

i

S
=

∏ (Where Si means the attack success 

probability of the node i). However, if all the nodes of network are still functional, 
the probability of this network configuration would be 9

1

(1 )i
i

S
=

−∏ . Furthermore, each 

kind of network configuration would lead to different damage degree of network. 
The Degree of Disconnectivity (DOD) could be adopted to measure the damage 
degree of network. If all the nodes of network are still functional, the DOD value 
would be 0. 

The concept of expectation value the predicted mean value of the result of an 
experiment of statistics would be adopted to evaluate average damage degree of 
whole network. The calculated expectation value is defined as the Average DOD 
here. The larger number of the Average DOD value is, the more damage degree of 
the network would be. Meanwhile, the Average DOD value is influenced by the 
attack success probability calculated by the resource allocation of both cyber 
attacker and network defender. Therefore, the Average DOD value could be 
adopted to measure the damage degree of the network and find the optimal 
resource allocation in each node for both cyber attacker and network defender.  

Table 1 Given Parameters and Decision Variables 

Given parameter 
Notation Description 
Si(Ti, ti)) the attack successful probability on node i 

Ti the attack resource allocated on node i 
ti the defensive resource allocated on node i 
m contest intensity 

( , ) , 0, 0, 0
m

i
i i i m m

i i

T S S
S T t where m

T tT t

∂ ∂= ≥ ≥ ≥
∂ ∂+
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2.1  Problem Description 

Cyber attacker and network defender are always limited by the invested resources. 
How to make the decision to efficiently allocate resources to each node is an 
extremely significant issue for both cyber attacker and network defender. We 
proposed a new mathematical model to support both cyber attack and network 
defender to make the optimal decision. In this model, the damage degree of 
network is evaluated by the Average DOD value. 

In this attack-defense problem, cyber attacker and network defender are 
through some strategies to attend their goals. From the perspective of network 
defender, the defender is usually looking forward to minimizing the damage 
degree of network. On the other hand, the cyber attacker expects to maximize the 
damage degree of network. Both of them could take some strategies to attend their 
goal. It is usually constrained by the allocated resources. The cyber attacker needs 
to determine how to allocate resources to attack targeted network. Besides, the 
attacker could accumulate some experience that could help the attacker having 
higher probability to compromise network in next time. 

2.2  Problem Formulation 

The above problem is formulated as a maximization mathematical model as 
follows. Note that the network discussed here is at the AS level. Both the attacker 
and the defender have complete information about the targeted network topology 
and the budget allocation is assumed. For simplicity, since the targeted network is 
at the AS level, the attacker cannot simply attack any node directly. The notations 
used in this paper and problem formulation is defined in Table 2. 

Table 2 Given Parameters and Decision Variables 

Given parameter 
Notation Description 

V Index set of nodes 

Â  Total budget of attacker 

B̂  Total budget of defender  

iθ  Existing defense resource allocated on node i, where i ∈ V 

dri 
The discount rate of defender reallocate resources on node i in round r, where i ∈ V 

and r∈ R 

Decision variable 
Notation Description 

a  Attacker’s budget allocation, which is a vector of attack cost a1, a2 to ai, where i ∈ V 

b  Defender’s budget allocation, which is a vector of defense cost a1, a2 to ai, where i ∈ V 

ai Attacker’s budget allocation on node i, where i ∈ V 
bi Defender’s budget allocation on node i, where i ∈ V 

( , )D a b  
The Average DOD, which is considering under attacker’s and defender’s budget 

allocation are a  and b  
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The problem is then formulated as the following problem: 
 

Objective function: 
min max ( , )

b a
D a b , (IP 1) 

Subject to: 
ˆ

i
i VV

i i
i

b B dθ
∈∈

≤ +∑∑  (IP 1.1) 

ˆ.i
i V

a A
∈

≤∑   (IP 1.2) 

 
The objective function is to minimize the maximum the Average DOD. IP 1.1 
describes the sum of the allocated defense budgets in each node should not exceed 
the sum of the new allocated and reallocated budgets in that round. IP 1.2 
calculates the sum of the allocated attack budgets in each node should not exceed 
the attack budgets in that round. 

3  Solution Approach 

Here, how to optimize resource allocation in each node for both cyber attacker and 
network defender and to evaluate damage degree of network by the Average DOD 
value would be introduced. The gradient method [7] is used to calculate the 
Average DOD value and to find the optimal resource allocation strategy in each 
node for both cyber attacker and network defender. The detailed solution 
procedure would be discussed in first section. In addition, the concept of gradient 
method and the detailed method to calculate the Average DOD value would be 
introduced in second part. Finally, the time complexity of the solution approach 
would be analyzed. 

3.1  Gradient Method 

The gradient method is a general framework used to solve the optimization 
problems what is to maximize or minimize functions of continuous parameters. 
This problem is a min-max formulation and both cyber attacker and network 
defender are assumed that they could allocate continuous resources in each node. 
Here, the gradient method is adopted to solve this problem. 

The gradient method usually could be categorized into two types, one is 
gradient descent and the other one is gradient ascent [9]. The gradient descent 
method could be used to solve the optimal minimization problem. On the other 
hand, the optimal maximization problem could be solved by the gradient ascent 
method. The concept of gradient descent and gradient ascent is extremely similar, 
so both of them could adopt the following algorithm: The detailed process flow of 
the gradient method is also described in Table 3. 
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Table 3 The Algorithm of the Gradient Method 

Step1.Get a start point  
Step2.Determine a positive or negative direction 
Step3.Determine a step size 
Step4.Repeat 

a. Find the most impact of all dimensions 
b. Move a step of the most of all dimensions 
c. Update the start point 
Until a stop criterion is satisfied 

3.2  Using Game Theory to Find the Optimal Solution 

In this paper both cyber attacker and network defender need to determine how to 
efficiently allocate resources simultaneously in each node. This problem could be 
viewed as a simultaneous or imperfect information game. In addition, both cyber 
attacker and network defender have complete information about the strategies. 
Hence, this problem also could be regarded as a complete information game. Here, 
two players (cyber attacker and network defender), zero-sum, complete and 
imperfect information game would be used to solve this problem. 

The representation of game theory normally has two types, one is the extensive 
form and the other one is the normal form. The normal form would be introduced 
to solve this problem in this model, which is represented by a matrix which shows 
the players, strategies, and payoff values. For example, two players, one is on the 
first column and the other one is on the first row of the matrix, own lots of 
different strategies, respectively. For example, both two players have five different 
strategies (S11 to S15 and S21 to S25). The combination of two players with different 
strategies would produce 25 (U11 to U55) different results (the Average DOD 
value). 

Both cyber attacker and network defender have different strategies about the 
percentage resource allocation in each stage. In addition, the results of each kind 
of percentage resource allocation of each player would be calculated by the 
Average DOD. The solution approach of the complete and imperfect information 
game would be introduced in the following. Generally, the solution procedure of 
the complete and imperfect information game is shown as following. 
 

Step1. Dominant strategy eliminating. The dominant strategy means that 
no matter what kind of strategy that the opponent to take is better 
than other strategies. 

Step2. If only one strategy is left of each player, it would be the optimal 
strategy. Otherwise, go to step 3. 

Step3. Using the minmax strategy to find the optimal strategy of each 
player. If minmax strategy still could not find the optimal strategy, 
go to step4. 

Step4. Using the mixed strategy (Linear programming) to find the optimal 
strategy of each player. 
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3.3  Time Complexity Analysis 

The time complexity of the algorithm quantifies the amount of time taken by an 
algorithm to run as a function of the size of the input to the problem. It would 
influence the efficiency of the proposed algorithm. To calculate the Average DOD 
value, the gradient method would be used to find the optimal resource allocation in 
each node. In addition, the DOD value would be used to measure the damage degree 
of each configuration. The time complexity of the gradient method would be O(mV), 
since the impact degree of each node would be checked in each round. (Where m is 
the maximum number of the checked round and V is the node number in the 
network) In addition, the time complexity of the DOD value of each configuration 
would be O(WV2) (Where W is the number of the O-D pair), because the broken 
nodes of each O-D pair are needed to be checked. The checked method would adopt 
the Dijkstra’s shortest path algorithm, so the time complexity would be O(V2). 
However, to compute the Average DOD value, the 2V different kinds of network 
configuration would need to be considered. The time complexity to compute the 
Average DOD value would be O(2VWV2). As a result, once the number of node is 
too huge, it must take much time to compute the Average DOD value. 

4  Computational Experiments 

Because of the complexity of this problem, the number of network node 
considered in the experiments is 9. In addition, three kinds of network topology 
are considered, the grid network (GD), the random network (RD), and the scale-
free network (SF). The feature of the GD is really regular network. Besides, the 
SF is a kind of network whose degree distribution follows a power law. Finally, 
the RD is randomly connected with other nodes. Three kinds of network topology 
adopted to take the experiments in this paper are demonstrated in. 

4.1  Experiment Environment 

To find the optimal resource allocation strategy for both cyber attacker and 
network defender, there is something needing to be determined firstly. The 
resource reallocation policy of the defender would be that the defense resources of 
each stage would not be accumulated (RR1) and node recovery policy of the 
defender would be that all the compromised nodes would not be recovered (NR2). 
In addition, the accumulated experience of the attacker would not be considered in 
this experiment (NAE). The experiment results would be demonstrated in Table 4. 

Table 4 The Experiment under Different Topology 

Network Topology Grid Random Scale-free 
Average DOD 1.49871 1.49876 1.49886 

Strategy of Attacker 20 20 20 
Strategy of Defender 20 20 20 
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5  Conclusion 

In this paper, we first evaluate the network survivability with a new proposed 
survivability metric called Average DOD, which is more sensible to respond the 
largest connected component of the network. The metric combined the concept of 
the probability calculated by the contest success function with the DOD metric 
would be as a new tool to evaluate network survivability.  

In addition, an efficient attack-defense scenario is formulated. Considering the 
scenario of both cyber attacker and network defender utilize their resource and in 
each node are solved. The model is demonstrated under 3 different topologies and 
discussed. It seems that the grid network is fully connected is more robust among 
these topologies. However, considering of the interaction of attacker and defender, 
the model shall improve to solve multi-stage attack-defense issue. Moreover, some 
advanced technology, such as parallel processing system, could be considered to 
be adopted to improve efficiency in this model in the future. 
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Comparative Analysis of Two Distribution 
Building Optimization Algorithms 

Pavel Galushin, Olga Semenkina, and Andrey Shabalov  

Abstract. This paper proposes the modification of genetic algorithm, which uses 
genetic operators, effecting not on particular solutions, but on the probabilities  
distribution of solution vector's components. This paper also compares reliability 
and efficiency of basic algorithm and proposed modification using the set of 
benchmark functions and real-world problem of dynamic scheduling of truck 
painting. 

1   Introduction 

Modern simulation models become more and more complex. As the rule re-
searcher has no knowledge about properties of the model of interest, and model is 
not mathematical formula, but computer program. Moreover simulation model can 
contains stochastic elements. This facts heavily complicates model’s optimization 
l, since traditional optimization methods use values of objective’s gradients, which 
exist not always. In this situation, it is necessary to use direct search optimization 
methods. Important class of such optimizers is the class of evolutionary and distri-
bution building algorithms. This paper proposes new model building algorithm 
and compares it with Population Based Incremental Learning technique using set 
of benchmark problems and practical problem of dynamic scheduling. 

Population-based incremental learning (PBIL) is an attempt to create an algo-
rithm similar to the genetic algorithm (GA), which preserves the basic properties 
of the genetic operators, but defined in terms of the theory of incremental learning 
[2]. The PBIL explicitly computes the components of the vector of probabilities 
and updates it using incremental learning. The PBIL scheme is as follows: 
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1. Set all components of probability vector to 0.5 (uniform distribution). 
2. A given number of solutions are generated from the probability vector. 
3. The fitness of each solution is evaluated. 
4. The best solution is selected. 
5. Update probabilities vector: increase probability of solution’s components 

which is equal to 1 and decrease others. 
6. Mutate probability vector. 
7. Repeat steps 1-5 until termination condition was met. 

Thus PBIL explicitly uses some statistical information about objective. Baluja also 
mentioned [2] that this is possible to develop optimization method with mutation 
and selection operators, effecting not on the individuals, but on genes' values  
distribution, but preserve statistical properties of standard genetic operators. 

2   Selection 

Let us consider selection in the genetic algorithm. On this step, intermediate  
population is generated using given selection and crossover scheme (probability to 
be selected into the intermediate population is higher for individuals with better 
objective values). 

Let population contain individuals x1,...,xn, probabilities to be selected (in one 
experiment) are g1,...,gn. Expected value of probability that i-th gene will be equal 
to 1, is 

k

n

=k

i
k

i gx=p ∑
1

)()( ,                                              (1) 

Where xk
(i) is the value of i-th variable of k-th individual. Using this formula, it is 

possible to calculate distribution of genes in the intermediate population and gen-
erate solution according to this distribution without explicit selection procedure. 
Such approach can be called “asymptotic”, since it gets genes distribution which is 
the limit for distributions, generated by traditional approach, if population size 
tends to infinity. Proportional and ranking selection methods calculate selection 
probabilities explicitly, and therefore asymptotic approach can be applied to these 
methods directly. 

During tournament selection explicit selection probabilities are not calculated, 
therefore asymptotic approach can’t be applied here without modifications. How-
ever, tournament selection is known to be more efficient and reliable than other 
selection methods in many cases, and therefore an expanding of asymptotic ap-
proach on tournament selection is an important task. 

To construct asymptotic selection method, which is equivalent to tournament 
selection; it is necessary to find out dependency between selection probabilities 
and fitness ranks. 

Let population size be equal to N, tournament group size be equal to t. y1,...,yN 
are objective values of current population solutions. We need to calculate proba-
bilities g1,...,gN of reproduction. Let Y1,...,YK be a set of unique objective values 
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sorted in ascendant order, where K is the number of unique objective values (K ≤ 
N). Let us also suppose that ni solutions have objective value Yi. It is clear that fol-
lowing equality holds: 

Nn
K

i
i =∑

=1

.                                              (2) 

As bi we will denote the reproduction probability of value Yi, cumulative probabil-
ities of reproduction will be denoted as Bi: 

∑
=

=
i

j
ji bB

1

.                                                (3) 

By its definition, Bi is the probability of reproduction for solution which objective 
value is less or equal than Yi. Since tournament groups are created regardless of 
objective values, then this probability is equal to number of tournament groups, 
containing solutions with objective values not greater than Yi, divided by total 
number of tournament groups of given size. 

Let us denote number of tournament group with size t for population of size m 
as s(m,t), and partial sums of numbers of values as 

i

i

j
j Nn =∑

=1

.                                             (4) 

The following equality will take place: 
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i = .                                              (5) 

If cumulative probabilities are known, we can obtain probabilities of reproduction 
of objective values as adjacent differences. Since reproduction probabilities of ob-
jective values are calculated, we can return to calculation of reproduction proba-
bilities for solutions. Number of solutions with objective value Yi is equal to ni, 
and all solutions with given objective values must have same reproduction proba-
bility. Therefore selection probability of solution may be expressed by the formula 

ij
j

j
i yYj

n

b
g == :, .                                       (6) 

Now we must obtain expression for function s(k,t) defining number of tournament 
groups. If random sampling for tournament group admits repetitions, then this 
function has simple expression: 

tktks =),(1 .                                               (7) 
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If tournament group is generated without repetitions, then formula becomes 
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Let us estimate difference between probabilities in these two schemes: 
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This difference is analogous to statistic of Kolmogorov-Smirnov test. If Dt,N is  
sufficiently small, we can say, that two sampling schemes difference is not statis-
tically significant. 

Since expansion of function domain cannot result in decreasing of its exact 
higher bound on this domain, then 
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In this formula, variable x can be real. If x < t, then s(x,t)=0 and therefore 
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For the case t=2 upper bound can be obtained easily: 
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Therefore we can conclude, that 
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Using methods of calculus and discrete mathematics we can prove that 
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Sum in this formula can be expressed using harmonic numbers: 
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Since holds following equality 
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where γ ≈ 0.577 is Euler constant [3], therefore we can conclude that 
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Now we can write following inequality for dt,N: 
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Thus, difference between reproduction probabilities in two sampling schemes of 
tournament selection goes to zero if population size grows and tournament group 
size is sufficiently small (relatively to population size). 

This result allows us to use less computationally complex formula to calculate 
selection probabilities for tournament selection method in the case of relatively 
small tournament group. 

3   Mutation 

Now we can consider mutation in the genetic algorithm from statistical point of 
view as we did it for selection. Since genes mutate independently, we can study 
only one gene. Let p denotes a probability, that gene was equal to 1 before muta-
tion. Now we will determine the probability p' to be equal to 1 for same gene after 
mutation. Mutation probability will be denoted as pm. 

Gene can be equal to 1 after mutation in two cases: it was equal to 1 before mu-
tation and was not mutated or it was equal to 0 before mutation and was mutated. 
Therefore following equality holds 

)2(1+ mm ppp=p' − .                                     (20) 

Such transformation can be called asymptotic mutation operator. Time consump-
tion of this step does not depend on population size and does not need random 
numbers generation. Probabilities of genes’ values are computed independently. 
This approach does not contain conditional logic and is well-suited for modern 
processors [1]. 
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Using introduced asymptotic mutation and selection operators, we can define 
pseudo-Boolean optimization algorithm with following scheme: 

1. Set all components of probability vector to 0.5 (uniform distribution). 
2. A population is generated from the probability vector. 
3. The fitness of each population member is evaluated. 
4. Create new probabilities vector using asymptotic selection (1). 
5. Apply asymptotic mutation to the new probabilities vector (20). 
6. Replace old probabilities vector with new one. 
7. Repeat steps 1-5 until termination condition was met. 

This optimizer can be called Asymptotic Genetic Algorithm (AGA), since its mu-
tation and selection operators behave as corresponding operators of standard ge-
netic algorithm if population size tends to infinity. 

4   Algorithm Comparison Using Benchmark Problems 

Since proposed algorithm is a stochastic optimization algorithm, it is necessary to 
perform many experiments and average their results to estimate its equality.  
Primary quality measure is the reliability (number of experiments in which  
algorithm found global optimum divided by total number of experiment) 

We use following settings: population size is equal to 100, maximum iterations 
number – 50, number of experiments for quality characteristics estimation – 100. 

First used benchmark problem is pseudo-Boolean optimization problem: 
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Second benchmark function has one real argument and strongly oscillates: 
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Third function is the function with two real variables: 
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Following function of two real variables have four local minima with equal func-
tion values; three of them have irrational coordinates. 
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Fifth function has one global maximum and many local one: 
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Reliabilities of algorithms are summarized in the Table 1. 

Table 1 Maximal reliability of optimizers 

Problem PBIL AGA 
f1 (max) 0.29 0.45 
f2 (max) 1.00 1.00 
f3 (min) 0.25 0.59 
f4 (min) 1.00 1.00 
f5 (min) 0.97 1.00 

 
It is easy to see, that AGA is better than PBIL on some problems and has same 

efficiency on others. We can conclude that proposed asymptotic genetic algorithm 
may be more reliable that PBIL for some optimization problems. Therefore it may 
be promising to use some hybridization of these two algorithms to get optimizer 
that combines their advantages. 

5   Algorithm Comparison Using Dynamic Scheduling Problem 

Let us consider following problem [4]: assigning trucks to paint botches in a truck 
facility: trucks get out of the assembly one per minute. The color that truck should 
have is determined by customer order. It takes 3 minute to paint a truck, but it 
takes more time if the color of paint in the booth must be changed: it takes 3 
minute more. Booths can randomly go down; fixing breakdown takes random 
amount of time (1 to 20 minutes). One of the heuristic algorithms of dynamic 
scheduling is market based algorithm [4]. 

In the numerical experiments we use following settings: booths’number is 6, 
trucks number is 420, breakdown probability – 0.01. Objective function is time 
needed to complete painting of trucks: we run model 10 times and use average 
value of completion time. Population size was equal to 50, generations’ number – 
20. AGA uses tournament selection with the group size 2. Each algorithm was run 
30 times. Average completion time for PBIL was equal to 3.8, and for AGA – 3.5. 
Student’s t-test shows that difference between these two values is significant on 
the level 0.05 (standard deviation of mean is equal to 0,14). 

6   Conclusion 

We can conclude that proposed Asymptotic Genetic Algorithm can be used to dy-
namic scheduling algorithms’ parameter tweaking. It outperforms Population 
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Based Incremental Learning technique on particular real-world problem and per-
forms comparable with PBIL on set of benchmark optimization problems. 
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Development of a Computational Recommender 
Algorithm for Digital Resources for Education 
Using Case-Based Reasoning and Collaborative 
Filtering 

Guadalupe Gutiérrez*, Lourdes Margain, Alberto Ochoa, and Jesús Rojas  

Abstract. This paper describes the development proposal of a Computational  
Recommender Algorithm (ReCom), to support user to find the correct Digital  
Resource of Education (DRE), in this case the learning objects (LO) that meet the 
needs and study preferences of the user. The search is performed on a database 
that contains a collection of metadata of learning objects of different topics related 
to Software Architect. The algorithm ReCom proposed uses the technique Colla 
borative Filtering (CF) and artificial intelligence technique known as Case-Based 
Reasoning (CBR) using for it the framework jCOLIBRI2. The preliminary test 
plan is presented to evaluate the effectiveness of the recommendations for the  
user, considering the user profile and the value of variables of influence. It also 
presents the proposal of a mathematical equation to measure the degree of  
satisfaction of user recommendations. 

1   Introduction 

At present there is a wide variety of LO in warehouses or databases called reposi-
tories. Search engines have been the pillar for the process of locating this type of 
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DRE, but the results presented are regularly inadequate because they do not con-
sider information for each individual, therefore arise recommender systems which 
considering information of a user profile provide the major resource suited to 
needs and preferences user [1]. 

The CBR technical proposes the reuse of past experiences, or the previous  
cases to solve new problems of the user.  

To determine the reliability of ReCom is required to undertake a process of  
experimentation with a database that contains at least one hundred metadata of LO 
and user data. The organization of this paper is as follows: firstly describes the  
literature of the recommender systems, CBR and LO. Then presents the descrip-
tion of the architecture diagram of the algorithm ReCom, as well as a preliminary 
test plan and the equation proposed to evaluate the effectiveness of the recom-
mendations for the user and finally the results and conclusions made. 

2   Recommender System 

The use of recommender systems began in the area of electronic commerce to 
supporting the user to choose a service or resource best suited to your preferences. 
Wang [2] indicates that a recommender system considers the needs of the user to 
select the resources that are stored and characterized based on their attributes.  

The recommender systems are based on differents recommendation techniques 
to work, among which are: content-based, collaborative filtering and based on 
knowledge. The collaborative filtering is one of the techniques applied in com-
mercial recommender systems (e.g. Amazon1 y Netflix2), however, also has been 
used in recommender systems of LO along with the content-based technique.  

In the algorithm ReCom described in this paper is applied the recommendation 
technique known as knowledge-based using CBR and the CF to generate more 
recommendations to users and avoid falling into the problem of over-
specialization. In the next section presents the basis for CBR theory. 

3   Case-Based Reasoning (CBR) 

The CBR technique is based on a collection of cases decided considering a 
problem from the past that has one or more successful solutions. The CBR cycle 
proposed by Aamondt [3] shown in the Fig. 1 is the reasoning process of this 
technique.  The purpose of the CBR technique is adapt solutions to new problems 
considering previous similar cases stored in a Library of Case (The "Library of 
Case" means like as the set of cases that have a successful solution). Ochoa [4] 
says that solutions similar to the current problems are the basis for the solution of 
a new problem, and can make changes or repairs to the cases to improve the 
similarity with the proposed solution. 

                                                           
1 www.amazon.com 
2 www.netflix.com 
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• Hibernate is a tool for object-relational mapping in Java applications. This 
technology is used to recommend for all transactions in the database by pro-
viding a structure for storing and accessing information. 

• Spring is a framework used to recommend facilitating the manipulation of ob-
jects and xml files eliminating the need for different and varied types of con-
figuration files. 

• Web Services technology is applied to recommend for processing queries and 
recommendations on different servers.  

In the following section briefly describes the theory of LO, which are the 
resources that the algorithm uses to suggest to the user. 

4   Learning Objetcs (LO) 

The LO have emerged in order to support users to learn about a specific topic. 
Wiley [5] states that the LO are digital entities that can be used or reused by 
multiple users for different learning contexts. It is important that each of these 
digital resources for education is accompanied by its respective metadata, which 
as discussed Margain [6] are used to describe the resource and facilitate their 
search, management and location. The following section shows the architecture of 
the algorithm ReCom. 

5   Computational Recommender Algorithm (ReCom) 

The algorithm ReCom consists of five phases: Phase of Retrieve, Phase of Reuse, 
Phase of Revise, Phase of Retain and Phase of Collaborative Filtering (see Fig. 2). 
The first four phases are part of the CBR technique. 

5.1   ReCom with CBR 

Phase of Retrieve: after configure and load the Library of Cases in memory by the 
methods: set() and precyle(), it proceeds to the execution of the method of cycle(), 
starting with the retrieval phase in which is considered a query of user to obtain 
the resource most similar to your preference or need. In this process is used the  
algorithm k-NN (k Nearest Neighbor) to compare the influence of user (user's  
profile) with the attributes of the LO showing only those that meet the user's  
profile.  

• Phase of Reuse: this phase also known as adaptation process, seeks to adjust 
the solution of the retrieved cases with the user's query using a direct numeri-
cal ratio between the values of consultation and case. 

• Phase of Review: in this phase, the proposed solution is evaluated, so that is 
necessary the user evaluates the recommended resources in order to know 
how accurate are the recommendations established and if it finds one of them 
as a solution to consultation, if so the case will be kept in the Case Library.  
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vectors x and y in space, so the similarity between them is given by the cosine of 
the angle. The equation (2) for the calculation is as follows: 
 , ∑∑ ∑                                            (1) 

5.2.2   Prediction 

Once made the similarity process between the RDE is necessary to make the  
prediction process of the user for RDE, for this is used the technique known as 
weighted sum, which calculates the prediction of a "resource i" by "user u" as the 
sum of the evaluations of "users ua" about items similar to i. Each of these  
assessments is weighted by the corresponding similarity s (i, j) between i and j. 
The equation of weighted (3) sum is: , ∑ ,∑ | |                                              (2) 

Where k is the k most similar to user resources ia. Through this technique attempts 
to capture how the active user evaluates similar resources that want to predict. The 
refining process on the recommendations of RDE will be better when the users 
evaluate new resources and increasing their User Profile with more attributes.  

5.3   Equation Proposed to Measure the Satisfaction  
of the Acceptance of the Recommendation 

To measure user satisfaction factor with respect to the recommendations made is 
proposed a mathematical formula by which statistical evaluation will be made. 
This formula is proposed considering Ochoa [1]. Following is the mathematical 
equation (4) proposed for measuring user satisfaction factor with respect to the 
recommendation. ∑ /                                                    (3) 
Where: 

S = factor of satisfaction of the recommendation 
i = expected satisfaction 
j = satisfaction received 
α = attributes associated with satisfaction 
k = recommendation 
β = weight of the attributes (class) 
t = current satisfaction 

 
To measure the satisfaction factor of recommendation is necessary to evaluate the 
expected satisfaction versus the satisfaction received.  
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6   Preliminary Test Plan to Evaluate the Effectiveness  
of the Recommendations 

To test the technique of RBC have a situation in which a user named "Albert" is 
looking for an OA about cryptology, which interacts with the algorithm and cap-
ture your User Profile, and some of the attributes required to have the object. The 
requirement’s user is:  

 

 

7   Results and Conclusions  

The results presented with CBR on the recommendation after applying the solu-
tion are: 

 
Object returns = criptografía 
Priority / return value objetc (max) = 4 / .866666 
Priority / return value object (min) = 1 / .533333 
 
As you can see "ReCom" returns the user object with a higher priority Crypto-

graphy (4) and a value of .86666, and it recommends another resource the lowest 
priority (1) with a value of .533333. Below are the values obtained by the equation 
(4) to measure the factor of acceptance of recommendation. 

• When value = .86666 the acceptance factor of the recommendation = 87% 
• When value = .53333 the acceptance factor of the recommendation = 32% 

The objetc of highest priority (when k = 1) has a value of 8666 in terms of 
similarity with the user, obtaining 87% in terms of acceptance of the 
recommendation. However, when k = 2 we obtain 32% in the effectiveness of the 
recommendation because the recommended order is not accurate enough for the 
user. Applying now the sum of the recommendations is a factor obtained 
acceptance of the recommendation equal to 74% under the RBC technique, which 
is considered feasible in this case. 
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