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Foreword

Alexander Kolobov and Junji Tominaga have in this book made a remarkable,
indeed a monumental achievement. They cover the very large field of amorphous
and glassy materials and phase change memories and their various manifestations,
which is quite a task. Both authors are very important contributors to our field and
are highly regarded. Their remarkable ability to cover such important basic science
and technology and also understand that new concepts and mechanisms are con-
tinually expanding the field should be welcome to all who labor in this growing
area. It is exemplary that this is the first book in our literature recognizing that the
field of the chalcogenides is now playing an important part in the exciting field of
topological insulators.

There are still broad and deep areas that our scientific efforts are addressing, and
I believe there always will be. This book certainly provides a great and informative
core which is a basis for new work. The outreach that the authors have given us is
very impressive and comprehensive especially because the authors are strong
participators and offer original insights of their own.

Their understanding and their own considerable talents make this a book that
I believe will get the attention it deserves for amorphous materials generally and
uniquely for the chalcogenides whose physics is now impacting various other
applications where they are receiving great attention. I believe that the chalcog-
enides have entirely new physical, electronic, structural mechanisms effectively
presented in this book that will be a source of knowledge for the readers who with
enhanced understanding can make possible many new approaches and will interest
many in the field. There should be a single book that covers the field of many
investigations so that there is a commonality of knowledge for the reader. This is
such a book.

Ovonic phase change and threshold switching devices are now being studied for
important new functionality, cognitive computing, and multi-function thin film
devices that open up a whole new group of potential applications including a
provocative possibility that includes dynamic superconductivity.

The authors are personally wonderful models of the type of creativity that
always seeks, explores, and contributes. I am certainly familiar with the important
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contributions of Junji Tominaga and I have long recognized the contributions,
creativity, and excitement that Alex Kolobov provides to our field. We honor them
for their leading roles and pay homage to those who preceded them. Japan has a
leading role in development of phase change memory and Kolobov represents
Russia with great pride as a student of Boris Kolomiets and pays respect to the
Russian literature.

The authors have made a great contribution and the book lives up to its title.
Metastability, chalcogenide glasses, and phase change alloys certainly deserve to
be addressed in a scholarly, descriptive, and informative manner as they are indeed
a rapidly expanding field with entirely new materials, physics, and electronic
mechanisms. I am sure the book will be read and studied, and it will become the
reference of choice by those who are involved and interested in what has become
an area of not only such exciting research and development but a basis for
expanding existing and valuable new industries.

The subjects of the book are expanding and important new fields of innovative
science and technology are already being considered and proposed and certainly
now one speaks of usages that will advance not our world’s knowledge but the
needed economic growth of our planet. Thus we are entering into a new advanced
era and it promises a great time for its participants and builders.

This outstanding book is a welcomed contribution with the ambition and
actualization to embrace the present field and lay the groundwork for future
understanding. I heartily recommend this book by these very important authors for
its publication is a landmark event.

Bloomeld Hills, MI, January 2012 Stanford R. Ovshinsky
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Preface

The discovery in the mid-1950s by N. A. Goryunova and B. T. Kolomiets
at A. F. Ioffe Physico-Technical Institute in Leningrad of the semiconducting
properties of amorphous chalcogenide alloys opened up a new field in solid state
physics, namely, amorphous semiconductors. The existence of semiconducting
properties, i.e. of the forbidden energy gap in the density of states of disordered
materials was very puzzling since the band structure of solids had been usually
derived from the long-range order, or the periodic nature of the crystalline phase.
Another important class of amorphous semiconductors includes hydrogenated
amorphous silicon and related tetrahedrally bonded materials. While chalcogenide
glasses typically possess p-type conductivity and cannot be doped, hydrogenated
amorphous silicon can be doped which opened up completely new perspectives of
the creation of amorphous semiconductor devices attracting further interest to this
new field of research.

Possessing the typical properties of their crystalline counterparts, amorphous
semiconductors additionally have characteristics unique to the amorphous phase.
Intrinsically metastable, they can undergo transformations between different
structural states with concomitant property changes. Such changes are known for
both chalcogenide glasses and tetrahedrally bonded amorphous semiconductors.
A special class of materials, the so-called phase-change materials exhibit a
reversible transition between the crystalline and amorphous phases with an
unusually large optical and electrical property contrast between the two phases.
The proposal by S. R. Ovshinsky in the early 1960s to use these materials for
memory applications marked the beginning of a vast and extremely fruitful field.

The reader may have never thought about this, but when one takes a laptop
computer in one’s hands, or watches a high-resolution TV one comes into contact
with amorphous silicon: most of the flat panel displays contain thin film transistors
that utilise amorphous silicon. Should one save data on a re-writable optical disc,
one uses phase-change materials, another class of amorphous chalcogenides
without which modern multimedia systems would have been impossible. In recent
years phase-change materials have been attracting increasing attention due to their
excellent scaling and cycling characteristics which made them the leading
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candidate to replace the currently ubiquitous FLASH memory. Samsung and
Micron Technology Inc. have already started commercial production of phase-
change random-access memory chips and Samsung has also started to use the latter
in their mobile phones. Not only are amorphous semiconductors suitable for these
applications, they are unique materials which ensured that the present computers,
TVs, DVDs and quite a few other mobile devices became available to modern
society.

The present monograph is devoted to structural metastability in both classes of
chalcogenide alloys, i.e. chalcogenide glasses and phase-change alloys. While
these two classes of materials are usually considered separately in the published
literature, they possess numerous similar features and the authors believe that the
inclusion of them under a single cover will close the gap and be enriching.

The structure of this book is as follows. Chapter 1 deals with the fundamentals
of amorphous semiconductors whose properties are described in Chap. 2. Since
material properties are determined by the structure, the latter is of significant
importance and methods to investigate it are described in Chap. 3. Chapters 4–7
are dedicated to photo-induced metastability in chalcogenide glasses. This
description starts with reversible photostructural changes (Chap. 4), followed by
phenomena induced by polarised light (Chap. 5). Photo-induced crystallisation and
amorphisation are the subject of Chap. 6 and phenomena occurring in chalco-
genide glass–metal structures are described in Chap. 7. Chapters 8–11 concentrate
on phase-change alloys. First, the structure of phase-change alloys in the crys-
talline (Chap. 8) and amorphous (Chap. 9) phases is described. Chapter 10 reviews
pressure-induced transformations in phase-change alloys and this part of the book
is concluded by Chap. 11 where atomistic mechanisms of the phase-change pro-
cess are discussed. Finally, in Chap. 12 we discuss the present and future appli-
cations of these materials.

The authors are grateful to K. Shimakawa, K. Mitrofanov and especially
P. Fons for critical reading of the manuscript and numerous useful suggestions. We
sincerely hope that this monograph will be a useful reference not only for scientists
and engineers working in the fields of solid-state physics, amorphous semicon-
ductors and memory devices but also for graduate and post-graduate students
specialising in solid-state physics and materials science.

Tsukuba, January 2012 Alexander V. Kolobov
Junji Tominaga
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Amorphous Semiconductors



Chapter 1
Fundamentals of Amorphous Semiconductors

1.1 Definitions

Amorphous semiconductors can be largely divided into two classes. One main group
of these materials is represented by chalcogenide glasses (also called chalcogenide
vitreous semiconductors). Chalcogenides are materials containing one (or more)
of the elements from Group VI of the periodic table, namely, S, Se or Te. While
oxygen, strictly speaking, is also a chalcogen, oxide materials are usually treated
separately. The other group includes hydrogenated amorphous silicon (a-Si:H) and
related materials. The present monograph is dedicated to the first group of materials,
i.e. chalcogenides.

Possessing typical semiconductor properties of crystalline materials, amorphous
semiconductors also exhibit a number of effects that are unique to the amorphous
phase: intrinsically metastable, they can undergo various transformations between
different states. The metastability of chalcogenides is the main subject of this book
and in this chapter we describe the most important attributes of amorphous semicon-
ductors. The first step is to define the amorphous phase and to discuss what conse-
quences this has on properties of amorphous materials. Numerous monographs have
been devoted to this issue (e.g. Refs. [1–8]); here we shall discuss only those aspects
that are relevant to the content of this book.

In order to introduce the concept of an amorphous material we start with the
definition of a crystal. A perfect crystal is a solid in which the atoms are arranged
in a pattern that repeats periodically in three dimensions to an infinite extent. This
means that if one knows positions of just a few atoms that form the irreducible
unit cell and the way their arrangement is repeated in space (the space group), one
can unambiguously determine positions of all other atoms in the crystal. A crucial
requirement for a solid to be in the crystalline phase is thus extended periodicity or
long-range order.

A solid that does not possess the long-range order (or translational periodicity)
characteristic of a crystal is called non-crystalline or amorphous. A few words should
be said here about terminology related to the non-crystalline phase of solids. The

A. V. Kolobov and J. Tominaga, Chalcogenides, Springer Series 3
in Materials Science 164, DOI: 10.1007/978-3-642-28705-3_1,
© Springer-Verlag Berlin Heidelberg 2012
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terms amorphous and non-crystalline are complete synonyms and can be used inter-
changeably. While the term glassy (or vitreous) is often used to mean non-crystalline,
it is, strictly speaking, more restrictive. A glass is an amorphous solid that exhibits
a glass transition (see Sect. 1.2). All glasses are amorphous materials but not all
amorphous materials are glasses. The term glass has been conventionally reserved
for bulk amorphous solids prepared by quenching the melt, but those materials that
are good glass formers can also be prepared in the glassy phase as thin films. Some
differences in the structure and properties between bulk glasses and thin films are
usually observed but they tend to disappear as the latter are allowed to anneal at
temperatures close to the glass-transition temperature.

1.2 Glass Transition

1.2.1 Phenomenology of Glass Transition

When a liquid is cooled, it can solidify either discontinuously to form a crystal or in a
continuous way to form a glass. A very simplified picture of this process is based on
the idea that as the temperature of the melt decreases, the viscosity becomes larger
and at a certain point the structure can no longer follow the change in temperature.
One obtains a supercooled liquid and subsequently a glass. The process is illus-
trated in Fig. 1.1 where temperature dependence of the volume is shown. For good
glass formers, the relationship between the glass-transition temperature Tg (K) and
the melting point of the corresponding crystal Tm(K) is roughly given by
Tg ≈ 0.7 · Tm [9].

A supercooled liquid can be classified as ‘strong’ or ‘fragile’, according to the
rapidity with which its viscosity and relaxation times change as it approaches the
glass transition. In strong liquids the viscosity behaves in nearly Arrhenius fash-
ion, whereas fragile liquids display a more complex behaviour, with the viscosity
changing very rapaidly at temperatures near the glass-transition temperature [10].

The crystallisation process, characterised by discontinuity of the volume and
entropy, is a first-order transition. Glass formation, on the other hand, does not
exhibit such discontinuity; instead, derivatives of V (T ) and S(T ), i.e. α(T) and
CP (T ) are discontinuous which determines this process to be a second-order transi-
tion. It should be noted that changes in α(T) and CP (T ) are not abrupt but develop
across a certain temperature interval. Figure 1.2 shows the CP (T ) dependence for a
typical chalcogenide glass As2S3 [11]. The glass transition manifests itself as a step
(with a small superimposed peak) in the temperature dependence of the specific heat.

The above description is thermodynamic but kinetic aspects of the transition also
play an important role, e.g. Tg slightly changes with the cooling rate. Additionally, if
a glass is annealed just below Tg , the peak superimposed on the step-like feature in the
temperature scan gradually increases [12, 13] (Fig. 1.3) which has been associated
with structural relaxation of the glass network through the glass-to-supercooled liquid
phase transition [14].
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Fig. 1.1 Schematic repre-
sentation of two possible
pathways for solidification,
namely, crystallisation and
glass-formation

Fig. 1.2 Specific heat for
crystalline, glassy and liq-
uid As2S3. Reprinted from
Blachnik and Hoppe [11] with
permission from Elsevier

1.2.2 Glass-Formation Criteria

Whether a particular material crystallises upon cooling or forms a glass depends on
various conditions such as the cooling rate. As follows from the above description,
nearly all materials can be prepared in a glassy state if cooled fast enough. What
is ‘fast enough’ depends on the material in question. Some materials form glasses
easily whereas others can be made amorphous only under extreme conditions such
as an extra high cooling rate. The former are called good glass formers and most
S- and Se-based chalcogenides belong to this category and form glasses even at
cooling rates as low as a few Kelvins per second. At the same time, Te-based
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Fig. 1.3 Heat capacity versus
increasing temperature in the
region of the glass transition
of amorphous (1 − x)As2Se3 ·
xSb2Se3 (x = 0.3) after
annealing for various times
at 413 K. Reprinted from Das
et al. [13] with permission
from Elsevier

chalcogenides often require cooling rates in the order of 108 K/s in order to obtain
the amorphous phase, a value that is rather difficult to achieve experimentally.

Despite a long history of glass science, there is no established theory that could
predict whether or not a particular material is a good glass former. The first success-
ful attempt to formulate the necessary conditions for glass formation was made by
Zachariansen [15]. He argued that materials most likely to form glasses would have
an internal energy in the amorphous state only slightly larger than in crystals. One
of the most important issues in this approach was that non-periodic arrangement of
atoms is achieved mainly as a result of variations in the bond angles.

It was suggested [16] that the ability of a material to form a (semiconducting)
glass is related to directional, i.e. covalent bonds but it should be noted that covalent
bonding is not a sufficient condition to form a glass, e.g. silicon is a typical semicon-
ductor but cannot be prepared as a glass. At the same time, liquid silicon is a metal.
Hence a requirement of the covalent nature of bonding in the melt may be a more
appropriate formulation.

There have also been attempts to relate glass-forming ability to the electronic
structure of the constituent elements. In particular, it was argued that in order to be a
good glass former a material has to possess a concentration f of lone-pair electrons
(i.e. pairs of valence electrons that do not participate in forming covalent bonds with
the neighbouring atoms) relatively high compared to the total number of valence
electrons ( f = 0.5 ÷ 0.66) [17].
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Fig. 1.4 S. R. Ovshinsky giving a talk at MRS Fall 2003 meeting (courtesy of E. Mytilineou)

1.2.3 Reversible Amorphous-to-Crystal Transition

As described earlier, a melt can be solidified in two different ways (Sect. 1.2.1;
Fig. 1.1). If the melt is cooled slowly, an equilibrium crystalline phase is formed. If,
on the other hand, the melt is cooled fast enough so that the structure cannot follow
the change in temperature, the disordered phase is frozen; one obtains a supercooled
liquid and subsequently a glass. When the obtained glass is annealed at temperatures
between the glass-transition temperature and the melting point, it gradually trans-
forms into the crystalline state. One can thus cycle a material between the ordered
crystalline and disordered amorphous phases. With respect to chalcogenide alloys,
the reversible crystal-to-amorphous transformation is called a phase-change process
and materials undergoing such changes—usually Te-based alloys—are called phase-
change materials. They are characterised by an unusually large optical and electrical
property contrast and back in the 1960s Ovshinsky (Fig. 1.4) suggested to use these
materials for memory devices [18]. The present section deals with this class of chalco-
genides. The interested reader is also referred to a recent volume edited by Raoux and
Wuttig [19].

From the description above it follows that almost any material can be prepared in
either crystalline or amorphous phases. While this is generally true, there are several
factors that determine practicality of such reversible changes between the ordered
and disordered phases.

One of the major parameters is the characteristic time scale. Thus good glass
formers possess a very high viscosity and crystallisation of such glasses can take
years even at temperatures very close to the glass-transition temperature. Marginal
glass formers, on the other hand, can crystallise in nanoseconds.
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Another important parameter is cyclability, or the number of crystallisation–
amorphisation cycles the material can withstand without degradation of properties.
This is predominantly determined by the ability of a material to maintain the same
single phase in the crystalline, amorphous and liquid phases. Materials that are sub-
ject to phase separation usually exhibit strong degradation of properties after several
cycles.

R&D of phase-change optical storage has a long history starting with the discovery
of the switching effect in some chalcogenide alloys [18, 20, 21]. In particular, in
Si12Te48As30Ge10 it was found that upon application of a voltage that exceeds a
critical value called threshold voltage, the chalcogenide alloy switched from the
low-conductivity state to the high-conductivity state [18]. As the current in the high-
conductivity state was reduced below the characteristic value termed the holding
current the unit switched back to the original low-conductivity state. The observed
switching process was reversible and could be repeated many times. The observed
increase in the conductivity was attributed to the formation of a current filament,
growing in diameter with increasing current flow. In the same paper [18] it was
reported that by tuning the composition a memory effect was observed that was
attributed to a change in the structure of the material, namely, “after switching from a
highly resistive state, structural changes result in the preservation of a conductive state
even when the current is totally removed. The material can be reversibly switched
back to the highly resistive state by application of a current pulse of either polarity
exceeding a threshold value”. This finding marked the beginning of intensive—and
extensive—research on phase-change materials.

A group of materials, typically (but not exclusively) Te-based alloys, exhibit
very high amorphisation and crystallisation rates in the order of nanoseconds which,
combined with large cyclability and a pronounced property contrast between the
crystalline and amorphous phases, makes them ideal for memory applications. The
most studied materials lie along the quasibinary GeTe-Sb2Te3 tie-line and are usually
referred to as GST alloys. Other groups of phase change materials include Ag-In-
Sb-Te (AIST) alloys based on Ag- and In-doped Sb2Te. Ge-Sb alloys are yet another
example of phase-change materials. It should be noted here that there is an impor-
tant difference between these alloys: while the crystallisation process in nucleation
limited in Ge-Sb-Te alloys, it is growth limited in AIST alloys. The detailed descrip-
tion of various phase-change materials is summarised in [22]. In this volume we
concentrate on Ge-Sb-Te alloys as the most studied and best understood class of
phase-change materials.

The description of the phase-change process given at the beginning of this section
relies on a glass-transition diagram, but are phase-change materials glasses? Despite
years of research in this area, it is only recently that the glass transition has been
observed in phase-change materials subject to preannealing [23] which provides
a justification for the use of glass-transition concept to describe the phase-change
process.1

1 Effect of thermal treatment on the intensity of the glass-transition features in the phase diagram
is described in Sect. 1.2.
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Fig. 1.5 Time-temperature-
transformation diagram of an
undercooled liquid
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The crystallisation process takes place below the melting point (Tm) but above
the glass-transition temperature (Tg) (we do not discuss any undesired recrystalli-
sation of amorphous marks below the glass-transition temperature). A schematic
plot of the crystallisation speed is illustrated by the time-temperature-transformation
(T-T-T diagram) shown in Fig. 1.5. As the material is cooled below the melting tem-
perature (undercooled liquid), the free-energy difference between liquid and crystal
favours the formation of the crystalline state, i.e. the driving force to form crystalline
nuclei increases with decreasing temperature. At the same time, atomic mobilities
rapidly decrease because the viscosity becomes higher at lower temperatures. As
a consequence, the highest crystallisation speeds are encountered at intermediate
temperatures between Tm and Tg .

The phase diagram for quasibinary GeTe-Sb2Te3 phase-change alloys is shown
in Fig. 1.6 [24, 25]. Figure 1.7 shows crystallisation times for different GST alloys
[26]. It should be noted that, when talking about crystallisation times, one should be
careful, since as-deposited films that are usually studied experimentally may require
(significantly) larger times to crystallise than is required in subsequent cycles and
the values reported in the literature do not always take this distinction into account.
For example, while as-deposited Gex Te1−x (x = 29.5–72.4) films need as long
as 100–109 ns to crystallise (depending on composition), melt-quenched films (i.e.
films that underwent at least one crystallisation–amorphisation cycles) require one
to almost four orders of magnitude shorter (again depending on composition) times
in order to crystallise [27].

The activation energy for crystallisation for various Ge-Sb-Te alloys has been
determined by various authors to be around 2.3 eV. At the same time it should be
noted that recently it was demonstrated that the liquid phase of phase-change alloys
is ‘fragile’ (cf. Sect. 1.2.1), i.e. the temperature behaviour of viscocity does not obey
the Arrhenius law [28]. This suggests that while the reported rather large value of the
activation energy is appropriate to describe the retention properties at temperatures
well below the glass-transition temperature, crystallisation in real devices, that takes
place at much higher temperatures, may have a significantly smaller value of the
activation energy.

In GeTe-Sb2Te3 phase-change alloys, the crystallisation temperature increases
with the concentration of GeTe and can also be increased by doping with additional
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Fig. 1.6 Phase diagram of
the GeTe − Sb2Te3 system
after Abrikosov and Danilova-
Dobryakova [24]
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Fig. 1.7 Threshold crystalli-
sation laser pulse durations for
as-deposited Ge-Sb-Te films
(laser power of 8 mW, active
layer of 100 µm sandwiched
between ZnS protective lay-
ers. Reprinted with permission
by Japan Society of Applied
Physics from Yamada et al.
[26]

elements. For example, doping with nitrogen increases the crystallisation temperature
from 180 ◦C in the undoped Ge-Sb-Te to 230 ◦C for films containing 3 at.% nitrogen
[29]. Very importantly, doping with nitrogen concurrently increases the number of
overwrite cycles [29].

Exposure to intense laser pulses or current pulses results in heating of the materials
due to the non-radiative recombination of non-equilibrium charge carriers or Joule
heating and consequently the phase-change process can be induced which is the basis
of phase-change memory devices (cf. Chap. 12). Most investigators believe that the
sole role of light or current pulses is to heat the material, the role of electronic
excitation is usually neglected. The role of electronic excitation is discussed later in
this volume (cf. Chap. 11).

http://dx.doi.org/10.1007/978-3-642-28705-3_12
http://dx.doi.org/10.1007/978-3-642-28705-3_11
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Fig. 1.8 Professor
B.T. Kolomiets (1908–
1989), father of amorphous
semiconductors

1.3 Atomic Structure

Amorphous chalcogenides, often also referred to as vitreous (or glassy) chalco-
genides or chalcogenide glasses, are not new. What is relatively new is the discovery in
1954 by Kolomiets and Goryunova (Fig. 1.8) that these glasses possess semiconduc-
tor properties [30, 31]. This discovery opened a new field in semiconductor physics,
namely, amorphous semiconductors. Following the pioneering work by Goryunova
and Kolomiets, amorphous chalcogenides attracted a lot of attention due to their
unique properties. First, it was very strange that amorphous, that is non-crystalline,
materials could be semiconducting. The band structure of a crystalline solid is gener-
ally derived from translational symmetry in its structure that is absent in amorphous
materials. How then can an amorphous material be a semiconductor? Second, amor-
phous materials possess a large number of defects that, in turn, should create a high
concentration of states in the forbidden gap. Glasses, however, are transparent. How
can a large number of defects coexist with such high transparency? In order to answer
these questions, knowledge of the structure is needed and this issue is discussed below
in this chapter.

1.3.1 Long-Range Order

As already mentioned, the main characteristic feature of crystals is their extended
periodicity. If one plots the number of atoms as a function of distance for a given
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Fig. 1.9 RDF for an amor-
phous (top) and crystalline
(bottom) material as a func-
tion of r/d, where d is the
bond length. The broad peaks
at lower distances are located
at positions corresponding to
those of a crystal, at longer
distanced the function asymp-
totically approaches the curve
(dashed line) characteristic of
atomic distribution in a diluted
gas
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atom, the so-called radial distribution function (RDF), for the perfect crystal with its
periodic arrangement of atoms, one obtains (at 0 K) a series of delta functions. On
the other hand, in a diluted gas where the atomic positions are completely random
with an average number density of N particles per unit volume, RDF is determined
as N times a shell volume of 4πr2dr .

Amorphous solids are, in this sense, intermediate between the perfectly ordered
crystals and completely random gases (Fig. 1.9) with their RDF described as J (r) =
4πr2ρ(r)dr , where ρ(r) is the density function. At short distances, the RDF is char-
acterised by peaks that are broadened due to the distribution in bond lengths and
bond angles. As the distance increases, i.e. as the disorder accumulates, the peak
intensity decreases and the width increases asymptotically approaching the curve
characteristic for a completely disordered array of atoms (gas). The structural origin
of broad peaks in an amorphous solid is illustrated by Fig. 1.10 [32].

Liquids, that are characterised by a larger amplitude of thermal vibrations and
much larger diffusion coefficients, possess RDF features that damp faster than those
of the corresponding amorphous material. It should be noted that the RDF is a one-
dimensional representation of a three-dimensional structure and as such is spatially
averaged [3].

1.3.2 Short-Range Order

As was mentioned above, glasses lack translational periodicity of crystals. At the
same time, the atomic positions in the glass are not random. Since both crystals
and glasses are obtained from the same melt, it is not unreasonable to assume that
the atomic bonding in them would be rather similar. In crystals that possess perfect
periodicity all equivalent interatomic distances and bond angles are equal. At the
same time, in glasses, the bond lengths and bond angles are nearly equal. The bond
angles typically possess a broader distribution than the bond lengths.
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Fig. 1.10 Schematic illustration of the structural origin of certain features in the density function
ρ(r) for an amorphous solid. Reprinted from Ziman [32] with permission by Cambridge University
Press

Fig. 1.11 Comparison of the local structure, or short-range order, in a crystal (left) and in the
corresponding glass (right) with the composition of A2B3

While the lack of long-range order results in randomness at large separations, the
short-range order on the atomic-scale, also called local structure, is not random and
usually similar to that in the corresponding crystals. The short-range order is a way
in which an atom is connected with its nearest neighbours and comprises interatomic
distances, the coordination number, and the nature of bonding between the atoms.

Schematical differences in the short-range order between the crystal and the glass
is illustrated in Fig. 1.11 for a A2B3 compound. One can see that in both cases
atom A is bonded to three atoms of type B and atom B is bonded to two atoms of
type A but in the glass both the bond lengths and bond angles fluctuate.
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1.3.3 Medium-Range Order

The existence of extended order in amorphous solids that extends above the short-
range order was revealed in the mid-1970s by Grigirovici and Popescu who wrote
that “many low-coordinated elements and compounds exhibit a more complex dis-
order or even a special kind or ordering at not too large a scale” [33]. A couple of
years later Phillips [34] and Lucovsky and Galeener [35] introduced the concepts of
medium-range order and intermediate-range order, respectively, with the same mean-
ing. The medium-range order originates from the propagation of the order from the
first coordination sphere and typically extends to about 1 nm.

1.3.4 Melting of Semiconductors

An important question is how do the structure and properties of an amorphous semi-
conductor change when the latter melts? Since both states are disordered, one might
expect the average structure to remain essentially unchanged. This, however, is not
always so. For a dedicated monograph an interested reader is referred to [36].

Generally, molten semiconductors can be largely divided into two classes. In the
first class, semiconductor properties are preserved after melting, i.e. a
semiconductor =⇒ semiconductor transition takes place and the molten semicon-
ductor is a true liquid semiconductor. Sulphur- and Se-based chalcogenides generally
belong to this group. The retention of semiconductor properties in the liquid phase
has been attributed by Regel to preservation in the liquid state of the short-range
order of the solid state [36].

The transition of the second type is a semiconductor =⇒ metal transition and
such transitions are observed when silicon, germanium and most III–V compounds
are molten [36]. The change in the conductivity type is attributed to a change in the
short-range order upon melting, namely, to an increased coordination number in the
melt.

An intermediate type is a transition when the melt initially preserves semicon-
ducting properties but changes to a metal as the temperature is further increased; a
typical representative of this type is tellurium [36].

To understand the different behaviour of different semiconductors upon melting,
it is informative to remember that by quenching a melt only those materials that are
good glass formers can be prepared in the amorphous state. Other materials, such
as silicon, can be made amorphous (e.g. using sputtering or ion implantation) but
cannot be prepared in the glassy state. This difference is fundamental and establishes
a link between the structure (and properties) of a solid amorphous material with its
melt.

A glass that has been derived from a melt and preserves essential elements of
its structure naturally reverts to the same state upon melting. Good semiconducting
glasses are thus expected to preserve semiconducting properties in the molten state.
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On the other hand, the inability to freeze the disordered molten (metallic) phase of
Si or GaAs suggests that the reverse transition is also not straightforward.

In this respect we would like to remind the reader that one of the criteria for a
material to be a glass former is a relatively large concentration of lone-pair electrons
[17] that act to form weaker interchain/interlayer bonds. The presence of bond energy
hierarchy can be crucial for the melting behaviour. Thus, in a good glass former,
melting is a result of rupture of weaker interchain/interlayer bonds preserving the
covalent nature of the stronger covalent bonds and hence the semiconducting nature
of the melt. The role of lone-pair electrons in this process has been discussed in detail
in [17].

In materials such as Si or in III–V compounds, on the other hand, all bonds
are characterised by the same energy. Melting thus results in the destruction of the
covalent network proper and subsequent loss of semiconductor properties.

Both chalcogenide glasses [1] and, possibly, also phase-change materials [37, 38]
retain their semiconductor properties upon melting.

1.4 Structure of Prototypical Chalcogenides

Many chalcogenides are molecular solids. In this class of materials, strong—
primarily covalent—bonds coexist with weak—intermolecular, primarily Van-der-
Waals bonds. As a result, the cohesive molecular grouping is formed when
internally strongly bound fragments interact via weak forces. Depending on the
extent of macroscopic extension of the covalently bonded unit one can introduce a
concept of network dimensionality. Thus sulphur that consists of S8 molecules is
zero-dimensional, selenium that is built of extended Se chains is one-dimensional,
and As2S(e)3 possesses a two-dimensional layered structure. Ge-based materials
may possess three-dimensional networks. In what follows we provide the reader
with more details about the structure of typical amorphous chalcogenides.

1.4.1 Elemental Chalcogens

We start this section with the structure of selenium. Selenium is a Group VI element
possessing two s-electrons and four p-electrons. Two of the p-electrons are located
at px and py orbitals and are used to form covalent bonds with the neighbouring
atoms. The remaining two form a non-bonding pair located at pz orbital and are
usually called lone-pair electrons. Since p orbitals are orthogonal, the bonding angle
subtended by Se atoms is rather close to 90 degrees with the lone-pair electrons
occupying the orbital directed perpendicular to the plane formed by px and py

orbitals. The structure of selenium can be thus viewed to zeroth approximation as
nearly cubic (Fig. 1.12).
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Fig. 1.12 Schematics of a selenium zig-zag chain in a simple cubic lattice. To obtain the real
structure, intrachain atom distanced have to be decreased and interchain atom distances increased
with a concomitant increase in the bond angle

Fig. 1.13 Bonding in tetrahedrally bonded (left) and lone-pair (right) semiconductors

Kastner was the first to point out [39] the important role of lone-pair electrons
in the chemistry of chalcogenides. In particular, he noted that while in tetrahedrally
bonded semiconductors such as Si or Ge the hybridised sp3 orbitals split into bonding
(σ) and antibonding (σ∗) molecular states that are subsequently broadened into the
valence and conduction bands, respectively in the solid, in chalcogens (S, Se, Te),
the s states lie well below the p states and need not be considered. Because only two
of the three p orbitals can be utilised for bonding, one normally finds chalcogens in
twofold coordination. This leaves one non-bonding electron pair, termed lone pair.
In a solid, these unshared, or lone-pair, electrons form a (LP) band near the original
p-state energy. The bonding (σ) and anti-bonding (σ∗) bands are split symmetrically
with respect to this reference energy. Both the (σ) and lone-pair bands are occupied.
As a result, the bonding band is no longer at the top of the valence band; this role is
played by the lone-pair band (Fig. 1.13). To account for this rather special situation
Kastner suggested to use the term ‘lone-pair semiconductors’ when referring to
chalcogenides.

Depending on the dihedral angle sign sequence (sense of rotation), the Se atoms
can either form extended SeN chains (for −,−,−,−,−, etc. and +, +, +, +, +, +, +, +,
etc) or eight-membered rings (for +,−,+,−,+,−,+,−) as illustrated in Fig. 1.14.
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Fig. 1.14 Trigonal (top) and monoclinic (bottom) phases of selenium

The former modification is called trigonal (or hexagonal) selenium and the latter is
monoclinic selenium. Bonding within a chain/ring is covalent. Bonding between the
chains/rings is much weaker and is generally considered to be of van-der-Waals nature
with a certain covalent component, although in several publications it has also been
referred to as resonant [40, 41]. It should be noted that although the intermolecular
interaction is significantly weaker, it is this interaction that is responsible for the long-
range order in crystalline selenium. It may also be of interest to note that although
sulphur and tellurium atoms have the same electronic configuration of the outer shell,
the lighter sulphur atoms tend to form rings while the heavier tellurium atoms favour
chains.

In amorphous chalcogens, intermolecular interaction is much weaker and the
structure can be viewed as random arrangement of (possibly entangled) chains. The
average coordination number in amorphous selenium slightly exceeds two [17, 42,
43] suggesting that a certain amount of Se atoms is more than twofold coordinated.

1.4.2 Chalcogenide Glasses

Binary chalcogenides are usually grouped into As-containing and Ge-containing
materials. As-chalcogenides with an As:Chalcogen ratio of 2:3 such as As2S(e)3
possess the layered structure shown in Fig. 1.15. Crystals with 1:1 ratio of arsenic to
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Fig. 1.15 The layered
structure of As2S3

chalcogen are built of “spherical” As4S(e)4 molecules [44, 45] as shown in Fig. 1.16.
Similar to the case of elemental chalcogens, bonding within layers (molecules) is
covalent with the mean As-Se bond lengths of 2.38 Å and As-As bond lengths
of 2.44–2.56 Å [44, 45] and the layers (molecules) are kept together by weaker
interactions.

Ge-chalcogenides such as GeS(e)2 possess a GeS(e)4 tetrahedron as the main
building block as shown in Fig. 1.17. The tetrahedra can be cross-linked either at
corners or at edges, the former arrangement is called corner-sharing and the latter is
called edge-sharing.

1.4.3 Phase-Change Materials

Structure of phase-change materials, such as Ge-Sb-Te alloys, in both crystalline and
amorphous states have recently been very intensely investigated both experimentally
and using ab initio simulations. This vast and rapidly developing subject is discussed
in detail in Part III.

http://dx.doi.org/10.1007/978-3-642-28705-3
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Fig. 1.16 The intermole-
cular arrangement in the
low-temperature crystalline
form of c-As50Se50 (As4Se4)
showing close interatomic
distances (in Å). Reprinted
from Goldstein and Paton [44]
by permission from IUCr

Fig. 1.17 Structure of crys-
talline GeSe2 (small circles
Ge, large circles Se). Both
corner-sharing and edge-
sharing GeSe4 tetrahedra
can be seen (encircled)

1.5 Defects

1.5.1 Ideal Glass and the “8–N” Rule

Talking about defects in amorphous solids which, in a sense, are totally defective
may seem strange at the first glance. To establish a starting point, we should give a
definition of a non-defective, ideal glass. We shall call a glass in which all atoms
satisfy their valence requirements an ideal glass. Valence in this context is defined
to mean the number of single (σ-type) covalent bonds necessary for the atom to
complete, via the shared electrons comprising the bonds, its outer shell of s and p
electrons. Since the complete shell contains 8 electrons, the atoms generally obey
the “8–N” rule when N > 4, where N is the number of valence electrons and the
coordination number is given by 8–N. For example, in the case of As2Se3 this means
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that all arsenic atoms are threefold coordinated and selenium atoms are twofold
coordinated. The 8–N rule was proposed for chalcogenides glasses in order to account
for the observation that chalcogenide glasses were insensitive to doping. This rule is
often referred to as the Mott rule.2

We would like to note here that while the terms “Mott rule” and “8–N rule” are
often used interchangeably, originally Mott proposed that in order to account for
insensitivity of amorphous chalcogenides to doping [46], the atoms “use all their
valence electrons in bonds with surrounding atoms or ions, modifying the local
coordination to make this possible”. The “8–N” formulation is a later attempt to
quantify this requirement. Satisfaction of the covalent bonding requirements locally
minimises the energy and thus allows one to obtain the total energy of the glass
closest to that of the corresponding crystal in agreement with the Zachariansen’s
criteria (cf. Sect. 1.2.2) of glass formation.

In addition, in order to possess the short-range order similar to that of the cor-
responding crystal, local stoichiometry should be preserved; that is, arsenic species
should only have selenium species as the first nearest neighbours and vice versa;
in other words no “wrong” homopolar bonds, such as As-As or Se-Se bonds, exist
in the ideal As2Se3 glass. The latter requirement is often loose because the glass-
formation regions are quite large and in materials deviating from the stoichiometric
composition As2Se3, presence of homopolar bonds is inevitable.

There are different approaches to model an amorphous structure. One such model
is called the continuous random network (CRN) model. As the name implies, in this
model the bonds are distributed in purely statistical terms, determined only by the
local coordination numbers of atoms and concentrations of constituents. Any pref-
erential ordering effects are neglected. Another often used model is the chemically
ordered network (CON) model in which heteropolar bonds are favoured.

It may be fair to say that as-deposited amorphous films that are fabricated under
highly non-equilibrium conditions are better described by the CRN model while for
well-annealed films and bulk glasses the CON model may be more appropriate.

1.5.2 Topological Defects

Dangling Bonds

Deviations from the 8–N rule give rise to topological defects in the CRN network of
the glass. The most straightforward kind of a topological defect would be atoms with
unsatisfied, or broken, or dangling bonds. Thus any open S8 ring will generate two
dangling bond defects. Extended chains that are the building blocks of selenium also
possess two dangling bonds at their ends. Each dangling bond contains one electron

2 Sir Nevill F. Mott, P. W. Anderson and J. H. Van Vleck won the Nobel Prize in Physics in 1977 for
their work on the electronic structure of magnetic and disordered systems, especially amorphous
semiconductors.
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and is electrically neutral. Such defects should be present in large quantities in an
amorphous network consistent with the fact that the Fermi level in chalcogenide
glasses is pinned near the middle of the gap [1]. At the same time, in amorphous
chalcogenides a dark electron spin resonance (ESR) signal is usually not observed
(with the exception of Ge-S glasses) whereas a large concentration of defect states has
been demonstrated by techniques such as photoluminescence [47] and alternating
current (ac) conductivity [48]. This inconsistency suggested that dangling bonds,
while easy to imagine, do not form the major kind of topological defects in amorphous
chalcogenides.

Negative-U Centres

To account for the above controversy, Anderson postulated [49] that, due to a strong
electron–phonon coupling, electron pairing becomes energetically favourable despite
the endothermic cost in energy required to place two electrons on one site. Such
defects are called negative correlation energy, or negative-U, centres. This model
was applied by Street and Mott to a case example of an elemental chalcogen [50].
They argued that the majority of defects in chalcogens are pairs of positively and
negatively charged dangling bonds:

2D0 −→ D+ + D− (1.1)

where D stands for a dangling bond and the superscripts describe the charge. The
resulting system is diamagnetic (i.e. all electrons are paired), which explains the
absence of an ESR signal.

Valency Alternation Pairs

In the model subsequently put forward by Kastner et al. [51], usually known as
the valence-alternation pair (VAP) model or Kastner–Adler–Fritzsche model, the
formation of over-coordinated defects through involvement of lone-pair electrons
was suggested. The essence of this idea is that an empty orbital of a positively
charged dangling bond interacts with lone-pair electrons of a neighbouring chain,
forming a threefold coordinated defect and lowering the energy of the system:

C+
1 + C0

2 −→ C+
3 (1.2)

where C stands for chalcogen, the subscripts describe the coordination, and the
superscripts correspond to the charge. This process is demonstrated in Fig. 1.18.

The gain in energy due to the formation of an extra bond was considered to be the
driving force for compensating the energy cost for creation of the doubly occupied
site at the negatively charged dangling bond. The energy levels of various defect
configurations that may exist in a-Se are schematically shown in Fig. 1.19. Within
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Fig. 1.18 Configuration-
coordinate diagram depicting
the formation of VAPs in
chalcogenide glasses. Dots
indicate lone-pair electrons
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Fig. 1.19 Configurations and
energy levels for coordina-
tion defects in selenium. In
configurations, straight lines
represent bonding (σ) orbitals,
lobes represent the lone-pair
orbitals and large circles
represent the anti-bonding
(σ∗) orbitals. Arrows repre-
sent electrons. Energies are
given using lone-pair energy
as zero. Reprinted with per-
mission from Kastner et al.
[51]. Copyright 1976 by the
American Physical Society

this model, the most stable defects are pairs consisting of triply coordinated positive
sites and singly coordinated negative sites, i.e. C+

3 C−
1 pairs. The energy of this VAP

defect is almost the same as the energy of two atoms within a chain (2C0
2). If the two
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atoms are located in immediate proximity of each other, the defect pair is called an
intimate valence-alternation pair (IVAP).

As regards neutral defects, a triply coordinated atom (C0
3) was argued to be the

most stable. Later, this model was extended to compound chalcogenides [52].

Quasimolecular Defects

After the appearance of the VAP model, it was suggested [53, 54] that defects in
amorphous chalcogenides are likely to consist of more than just one atom with a
changed coordination. Interaction between the lone-pair electrons and the bonding
electrons of the neighbouring chain may result in the formation of linear “electrono-
surplus” or orbital-deficient bonds. Such defects were called quasimolecular defects
or many-centred bonds.

Although there has been no direct experimental evidence for such defects, this
idea is supported by a variety of data such as the high viscosity of liquid selenium,
which implies a polymeric nature of the melt, and its average coordination number
larger than 2.0 [17, 42]. Molecular dynamic calculations have also found that about
15% of selenium atoms are threefold coordinated pairs [43]. Although the electronic
nature of such states has not been discussed, it is not impossible that they are the
quasimolecular defects.

Wrong Bonds

In stoichiometric glasses, any deviation from stoichiometry is also a defect. Thus an
As2S3 glass should ideally contain only As-S bonds whereas real glasses possess a
large fraction (up to 10%) of so-called “wrong” or homopolar bonds (As–As and S–S
bonds) whose concentration is especially pronounced in as-made evaporated films
of amorphous chalcogenides [55].

1.5.3 Soft Configurations

While in a crystal the constituent local atomic configurations are identical, in a glass
various kinds of spatial fluctuations from these “ideal” configurations are possible.
The necessary presence of such fluctuations is the basis of the “soft-configuration
model” of low-energy atomic dynamics in glasses suggested in [56, 57].

The essence of the model is that low-energy atomic dynamics is determined by
strongly anisotropic fluctuations on the nanometer size scale in medium-range-order
regions, the interatomic spring constants and (possibly) local density in these regions
being much smaller than the average values, such local configurations are “soft” and
their potential energy curves are, in general, anharmonic and rather flat. A fraction of
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Fig. 1.20 Soft configurations
that generate almost flat
(double-well) potential reliefs

such soft configurations is characterised by double-well potentials when the central
atom is usually closer to one of its neighbours (Fig. 1.20).

It has been argued that vibrational atomic motions in most of the soft configura-
tions may also determine the dynamics of glasses at higher temperatures, e.g. inter-
actions of electrons with soft configurations can result in the formation of negative-U
centres [58]. The concept of soft configurations has also been applied to interpret the
effect of pressure on chalcogenide glasses [59].

1.6 Electronic Structure

The existence of the bandgap in crystalline semiconductors is derived in most text-
books on solid-state physics on the grounds of perfect periodicity of crystals. In the
presence of a perfectly periodic array of atoms, the eigenstates of the one-electron
Hamiltonian can be chosen to have the form of a plane wave times a function with the
periodicity of the Bravais lattice of the crystal. This statement is known as Bloch’s
theorem. The electrons propagating in crystals are sometimes referred to as Bloch
electrons (in contrast to free electrons). The effect of a periodic potential can be
described using the concept of the effective mass when the motion of an electron in
a crystal can be treated identical to that of a free particle but with the effective mass,
m∗, used instead of the free-electron mass. What happens in an amorphous solid
where the atomic arrangement is not periodic? What is the origin of the bandgap in
a glass? How does disorder effect the motion of charge carriers?

1.6.1 Origin of the Bandgap

On the basis of earlier studies of electronic transport in liquids, Ioffe and Regel
[60] postulated that the “fundamental electronic property of a solid, i.e. whether it
is a metal, semiconductor or insulator, is determined principally by the short-range
order,” that is, the nature of chemical bonding and the coordination number. This
changed the paradigm that existed before and related the existence of the bandgap
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Fig. 1.21 Schematic illustration of the Anderson localisation. When the “width” of the disorder
W exceeds the overlap bandwidth B, disorder-induced localisation takes place. Reproduced from
Zallen [69] with permission by Wiley-VCH Verlag GmbH

to the periodicity of the crystal. It was later demonstrated [61] using a simple model
Hamiltonian that a gap is, indeed, expected for an ideal tetrahedrally coordinated
amorphous solid, provided that the interactions are of a certain magnitude.

Because the local short-range structure in an amorphous material is almost the
same as in the corresponding crystal, the overall electronic structures are also similar.
Small deviations in the bond lengths and angles as well as other structural imperfec-
tions result in broadening of the band edges making them not as abrupt as in crystals.
An exception from this rule is phase-change materials that are characterised by pro-
nounced differences between the local structure in the crystalline and amorphous
phases.

1.6.2 Anderson Localisation

How does disorder effects transport properties? This issue was first addressed by
Anderson in his famous paper “Absence of diffusion in certain random lattices”
[62]. Anderson demonstrated that in a lattice with randomly distributed depths of
potential wells (Fig. 1.21) the electron wave function becomes localised when the
distribution of the depth of the random potential W becomes larger than the char-
acteristic bandwidth B in the absence of disorder. Thus, while for small W/B the
electronic states are delocalised (as in a crystal), for a sufficiently large disorder
parameter W/B the states in the valence band are localised [2]. Such localisation of
the electron wave function is called Anderson localisation.

The concept of disorder-induced localisation was subsequently extended [63, 64].
When Anderson’s localisation criterium is satisfied, all of the states in the band are
localised. In particular, it was pointed out that smaller degrees of disorder lead to
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Fig. 1.22 Density of states
in a crystal (left) and in the
corresponding amorphous
solid (glass) (right)
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localisation of the states at edges, or tails, of the bands. (For historical fairness we
would like to note that a couple of years earlier Gubanov conjectured [65] that states
near the edges of conduction and valence bands are localised.) For energies on one
side of the localisation threshold, the states are delocalised while for those on the
other side of the threshold the states are localised. This means that deep in the valence
and/or conduction bands the carriers are delocalised (extended) but the states in the
band tails are localised [62] with a localisation radius of typically a few bond lengths.
The boundary between the localised and delocalised states is usually referred to as a
mobility edge. States at band edges are called tail states. The related value of mobility
gap replaces the concept of bandgap used for crystals when transport properties are
described. Comparison between the density of states (DOS) in an amorphous solid
and the corresponding crystal is shown in Fig. 1.22.

Although the number of states in the tails is much smaller than the number of
extended states, they play a very important role in transport and recombination of
non-equilibrium charge carriers. Intensive efforts are therefore made to understand
the nature and DOS in the gap of amorphous semiconductors.

It is interesting to note that Anderson localisation has also been proposed to
account for the electrical properties of crystalline phase-change alloys [66].
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1.6.3 Percolation

Another way to describe localisation of carriers is using the percolation approach.
Disorder in atomic arrangement present in an amorphous solid causes local fluctua-
tions in the electron potential. This results in creation of potential energy pockets of
different heights (Fig. 1.23, upper panel). Electrons with a certain energy E can only
reside in regions with an energy lower than E. At low energy, the allowed energy
regions are isolated and small. As the energy is increased, the isolated regions grow
larger and eventually merge. Finally, at a critical energy a continuous channel is
formed that allows an electron to travel throughout the entire volume. This threshold
energy is called percolation level or percolation threshold.

An easy way to visualise this concept is to consider water filling a landscape
with hills and mountains of different height and shape. For the low water level (low
electron density), water is localised in small reservoirs. As the water level rises, one
can travel extended distances and finally as the water level rises above the percolation
level one is free to go into the “open” sea (Fig. 1.23, lower panel).

One can also visualise the percolation threshold using the vandalised grid concept
[2]. Imagine measuring conductivity of a metallic grid as shown in Fig. 1.24. If one
cuts several segments interconnecting the grid nodes, the conductivity of the grid
remains essentially unchanged. As this process continues, at a certain stage there
will be no continuous conductive path between the electrodes and the conductivity
drops to zero. Depending on whether nodes or bonds are eliminated from the grid, site
and bond percolation can be introduced, respectively. The percolation thresholds are
usually sharp and occur at pc ≈ 0.5 fraction of a conductive phase in two dimensions
but only at pc ≈ 0.15 in three dimensions [68]. In one dimension it is, of course,
1.00.

1.7 Fabrication of Amorphous Semiconductors

The general idea of making an amorphous material is based on the fact that the
amorphous state is thermodynamically less favourable than the crystalline state; that
is, it is characterised by a greater free energy. There are various ways to fabricate
amorphous materials.

1.7.1 Melt Quenching

The oldest technique to produce amorphous solids, especially bulk glasses, is melt
quenching. In practice, using this method, a melt is rapidly cooled down by either sim-
ply turning off the oven, or by dropping an ampule with the melt into ice-cold water
or liquid nitrogen depending on the required cooling rate. For most chalcogenides,
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Fig. 1.23 Upper panel Symmetric part of long wavelength potential fluctuations. E0 is an average
optical gap, Ec and Ev are mobility edges or percolation thresholds. Reprinted from Fritzsche
[67] with permission from Elsevier. Lower panel Visualisation of the percolation threshold: as the
water level (electron energy) increases, individual reservoirs (left Okama crater lake, Japan) grow
in size and merge (centre Fuji Five Lakes, Japan), eventually forming continuous pathways (right
Matsushima Bay, Japan)

water or ice cooling are sufficient to generate the glassy phase. In extreme cases, the
so-called splat cooling is used when a small droplet of the melt falls between two
rotating drums that are cooled down using liquid nitrogen. This method allows one
to obtain cooling rates in the order of 106–107 K/s and is usually used to produce
amorphous metals.

1.7.2 Vapour Deposition

Thermal Evaporation

The melt quenching described above is a technique for obtaining bulk glasses. Thin
amorphous films are usually prepared by vapour deposition. The simplest way to
prepare a film is by thermal evaporation, in which a material to be evaporated is placed
into a boat or crucible and heated in a vacuum. The produced melt evaporates and is
collected on a substrate, forming a thin film. The parameter similar to the cooling rate
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Fig. 1.24 Illustration of the
percolation threshold con-
cept. As one randomly cuts
segments between nodes
of a metallic grid, the con-
ductivity drops to zero at
the percolation threshold.
Reproduced from Zallen
[69] with permission by
Wiley-VCH Verlag GmbH

in melt quenching is the deposition rate (whereas the substrate temperature is also
important). The faster the film is deposited, the more “amorphous” it is. Sulphur-
and Se-based chalcogenides, being good glass formers, usually do not impose strict
requirements on the deposition rate.

Another parameter that makes these materials very suitable for this technique is
their low melting points. The latter increases as one goes from elemental chalco-
gens to As- and Ge-based chalcogenides [70]. The method is ideal for preparing
films of materials that melt congruently. If, however, it is used to evaporate a glass
whose constituents have much different melting temperatures the resulting film has
a composition (i) different from that of the bulk source and (ii) varying throughout
its thickness.

Flash Evaporation

To ensure “simultaneous” evaporation of multicomponent glasses, a modification of
this technique known as flash evaporation is used. In this method, a fine powder of
the starting material is prepared and then dropped in small quantities onto a very hot
filament. Pieces of powder “burst” and the material is transferred onto a substrate
whereby the composition of the starting bulk is well preserved.
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Since in the flash evaporation process the particle “explodes” into fragments
that are large enough to preserve the composition of the starting bulk material it
is not unreasonable to think that the structure of the initial materials is also partially
preserved, i.e. the structure of films prepared by flash evaporation should be closer
to that of the bulk glass that obtained by thermal evaporation when much smaller
fragments of the materials are transferred through the gaseous phase.

At the same time it should be noted that the high temperature of the filament leads
to radiation heating of the substrate and, for example, in the case of As-S glasses,
results in partial re-evaporation of sulphur thus causing a change in the composition. It
may also lead to partial crystallisation of films with a low crystallisation temperature.

Pulsed laser deposition is another technique that allows for regular stoichiometric
transfer of target material to the films, and offers a possibility to fabricate films of
unusual compositions [71].

Sputtering

Sputtering is a process whereby the target material is ablated by bombardment with
energetic ions from an electrical plasma struck in a gas. Ejected material is transferred
to the substrate in the form of ionised atoms or clusters of atoms.

If an inert gas is used the process is known as physical sputtering where the target
material is simply physically transferred to the substrate. One of the main advantages
of sputtering is that most elements have rather similar sputtering rates which allows
one to obtain films with (approximately) the same composition as that of the target.
The deposition rates, however, are usually quite slow, in the order of 1–10 Å/s. If
a reactive gas is included in the sputtering gas, chemical sputtering may occur and
the resulting films are a synthesis of the target and the gas. Chemical sputtering can
be used, for example, to make Si3N4 films by sputtering a silicon target using a
N2-containing gas.

The simplest way to induce sputtering is to apply a large d.c. voltage to the target,
thereby attracting positively charged ions from the plasma struck in the sputtering
gas that sputter away the target surface. However, this technique can only be used to
sputter metals or other conductive materials when the target can act as an electrode.
D.c. sputtering does not work for insulators. In order to sputter poorly conductive
materials, an a.c. (usually 13.56 MHz radio frequency) field is applied between a
non-conductive target and an electrode that is connected to the Earth (ground).

Magnetron Sputtering

The technique was developed to improve the film deposition rate of dc- and
rf-sputtering. In normal sputtering, plasma is created between two electrodes, i.e.
a target and a counter electrode with a substrate. However, the concentration of ions
and electrons generated from the gas (Ar or Kr) injected to hold the plasma is rather
low. In order to increase their concentration, two magnets with a strong magnetic



1.7 Fabrication of Amorphous Semiconductors 31

field are placed under the target. The target is usually 3–5 mm thick, the magnetic
field penetrates the target and generates a field on the surface. Electrons generated by
the plasma are accelerated by the oscillating electric field and have a circular momen-
tum along the magnetic flux. Therefore, a large number of electrons is trapped at the
target and effectively collide with neutral gas atoms, resulting in generation of more
ions available for the target bombardment.

Helicon-Wave Sputtering

Helicon-wave sputtering has been specially designed for fabricating atomically flat
films. In dc- and rf-sputtering, it is difficult to maintain a plasma at low pressure
(<0.1 Pa). In addition, the distance between the target and the electrode is usually
set at 40–50 mm to keep the plasma stable. Under such conditions, the surface of the
deposited film and substrate is irradiated by hot electrons and recoiled ions with a high
energy. Therefore, the film surface is not flat. To obtain flatness comparable to that
achievable using epitaxial growth techniques, the target-substrate distance should
be long enough. In helicon-wave sputtering, an additional generator is connected
to a helical antenna, which is placed just above the target in order to stabilise the
plasma under low pressure. Helicon-wave sputtering has been successfully used for
deposition of atomically controlled phase-change layers [72, 73].

Chemical Vapour Deposition

Chemical vapour deposition (CVD) is a chemical process used to produce high-
purity, high-performance solid materials. The process is often used in the semicon-
ductor industry to produce thin films. In a typical CVD process, the wafer (substrate)
is exposed to one or more volatile precursors, which react and/or decompose on the
substrate surface to produce the desired deposit. In some cases, volatile by-products
are also produced, which are removed by gas flow through the reaction chamber.
CVD is especially useful for applications where conformal coverage of surfaces
that contain features with high aspect ratio. It can be used for fabrication of both
chalcogenide glasses and phase-change materials [74, 75].

1.7.3 Spin Coating

Spin coating is a cheap technique ideal for mass production and consists of the
following. The composition to be deposited is dissolved in an appropriate solvent
and a small amount of the solution is deposited onto a rapidly rotating (spinning)
substrate. Due to centrifugal forces the solution is uniformly distributed on the surface
and after evaporation of the solvent a thin amorphous film of the starting material is
formed.
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Various chalcogenide glasses have been successfully fabricated using this tech-
nique [76]. However, not all compositions can be deposited using this method, the
main problem being a choice of an appropriate solvent. Thus as regards phase-change
materials the available literature reports are limited to GeSbSe [77].

1.7.4 Ion Implantation

One can also fabricate amorphous layers by ion bombardment where exposure of
crystals to energetic ions results in their disordering. By tuning the ion energy and/or
using a combination of implantation energies one can generate rather uniform amor-
phous layers [78–80]. While this method is rather expensive and not commonly used,
it has an advantage of being able to fabricate small localised amorphous regions with
high spatial resolution and also to control precisely the doping level [81–83].
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Chapter 2
Properties of Amorphous Chalcogenides

2.1 Electrical Properties

Electrical properties of amorphous semiconductors have been described in various
monographs, e.g. in [1]. As in the previous chapter, we shall only discuss the issues
related to the subject of this book.

2.1.1 Pinning of the Fermi Level

In contrast to crystals, amorphous chalcogenides do not exhibit any significant change
in conductivity upon doping. This fact was first established by Kolomiets [2] and is
usually explained by the Mott rule (cf. Sect. 1.5.1).

The temperature dependence of the dark conductivity of chalcogenide glasses
follows an exponential dependence (Fig. 2.1) with the activation energy close to Eg/2
implying (i) intrinsic-like semiconducting behaviour and/or (ii) a large concentration
of gap states that fix the Fermi level at midgap position [1]. This situation is usually
called pinning of the Fermi level. Even when impurities are added in concentrations
that do change the optical gap, the Fermi level remains pinned close to the centre of
the gap. Similar results, i.e. the location of the Fermi level remaining in the middle
of the gap independent of doping, have been reported for the amorphous phase of
phase-change materials [3].

While under certain circumstances the chalcogenide glasses can be doped, the
concentration of impurities (usually Bi) is usually larger than 10% [4]; this process
is usually referred to as modification.

2.1.2 P-Type Conductivity

With just a few exceptions, amorphous chalcogenides are p-type semiconductors.
The reason for this is not clear [6]. One of the explanations offered was that the
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Fig. 2.1 Temperature depen-
dence of dark conductivity of
typical chalcogenide glasses
(Reprinted with permission by
Oxford University Press from
Mott and Davis [5])

fluctuations in the conduction band tail are larger than those in the valence band,
which leads to stronger localisation of electrons [6]. For crystalline GeTe that is an
end point for the quasibinary Ge2Sb2Te5-Sb2Te3 phase-change alloys it was argued
that p-type conductivity is due to presence of vacancies on the Ge sublattice [7].

2.1.3 Hall Effect Anomaly

The conductivity type (p-type) of chacogenide glasses is determined by thermo-
conductivity measurements using the Seebeck effect. Application of Hall effect
measurements usually yields an opposite (n-) sign for the conductivity type. This
phenomenon is referred to as the anomalous Hall effect and has been interpreted in
terms of small polarons [8] or three-site interactions [9]. The Hall effect anomaly
has also been observed for amorphous phase-change materials [10].

2.1.4 Phase-Change Materials

Phase-change materials of which Ge2Sb2Te5 is a prototypical example, crystallise
at temperatures around 160 ◦C. Crystallisation results in a drastic increase in their
conductivity [11, 12] as illustrated by Fig. 2.2.

The temperature dependence of the dark conductivity of Ge2Sb2Te5 in the amor-
phous and crystalline phases is shown in Fig. 2.3 [13]. In addition to the fact that
conductivity in the crystalline phase is several orders of magnitude higher than in
the amorphous phase, one can also see that while the amorphous and fcc phases are
semiconducting (the conductivity increases with temperature), the hexagonal phase
is believed to be metallic.
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Fig. 2.2 Drastic change in dark conductivity accompanying the crystallisation of Ge-Se-Te alloys.
Reprinted from Morales-Sánchez et al. [12] with permission from Elsevier

Fig. 2.3 Temperature depen-
dence of the electrical dark
conductivity of Ge2Sb2Te5
in amorphous and crystalline
(both the stable hexagonal
and metastable face-centered
cubic) phases. Reprinted with
permission from Lee et al.
[13]. Copyright 2005 by the
American Institute of Physics
(The label ‘present work’ in
the figure refers to the cited
work)

Semiconductors of Metals?

It is interesting to note that there is no general consensus on the conductivity type
of the crystalline phases of GST. Thus, Lee et al. [13] proposed that the hexagonal
phase of Ge2Sb2Te5 is a narrow-gap degenerate semiconductor, where the Fermi
level is within the valence band while based on the sign of the slope of temperature
dependence of conductivity Wuttig argued that this phase is metallic [11, 14].
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Fig. 2.4 Resistance of amor-
phous Cu57Zn43 as a function
of temperature (with and with-
out a magnetic field shown in
Tesla). Reprinted from Fritsch
et al. [15] with permission
from IOP Publishing Ltd.

The fcc phase is generally described as a degenerate p-type semiconductor with a
hole concentration of ca. 1020 cm−3 and a mobility of ca. 1 cm2/V s although there
are some results suggesting that the fcc phase is nondegenerate. At the same time,
it should be noted that the experimentally observed variation in the temperature
dependence of the conductivity is rather weak and similar to those observed in amor-
phous or ‘dirty’ metals [16] as illustrated in Fig. 2.4. The latter also refers to the
liquid phase of Ge2Sb2Te5.

It is interesting to note that the dielectric constant ε1(ω) of most phase-change
materials (except GeTe) remains positive at all frequencies [17], which, again, is
typical of ‘dirty’ metals where the plasma oscillations are overdamped [18].

2.1.5 Chalcogenides as Topological Insulators

Recently, a new class of materials called topological insulators [19] has been intensely
investigated. Topological insulators are materials with a bulk insulating gap and pro-
tected conducting surface states arising from a combination of spin–orbit interactions
and time-reversal symmetry which limits possible candidates to heavy elements and
rather narrow bandgap materials. It was speculated that topological insulators may
be promising materials for quantum computing [20]. So far, topological insulator
behaviour has been observed in Bi1−x Sbx alloys and some A2B3 crystals including
Sb2Te3 [21–23].

It was also predicted that topological properties of Ge2Sb2Te5 strongly depend on
the stacking sequence along the 〈111〉 direction (cf. Sect. 8.1.2). Thus, Ge2Sb2Te5
with the Petrov stacking sequence along the 〈111〉 direction was predicted be a

http://dx.doi.org/10.1007/978-3-642-28705-3_8
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Fig. 2.5 Temperature varia-
tion of conductivity for sev-
eral chalcogenide glasses in
the solid and liquid states
(a) As30Te48Si12Ge10;
(b) As2Te3; (c) As2S3Tl2Te;
(d) As2SeTe2; (e) As2Se2Te;
(f) As2Se3 (Reprinted with
permission by Oxford Uni-
versity Press from Mott and
Davis [5])

topological insulator while the Kooi sequence should exhibit surface-like conduct-
ing states [24]. A further prediction is that pressure modifies topological insulator
properties of phase-change alloys. In particular, it was shown using DFT simulations
that hexagonal Ge2Sb2Te5 with the Kooi layer sequence transforms from a normal
semiconductor to a topological insulator at a hydrostatic pressure of ca. 2.6 GPa, and
reverts to a semiconductor at ca. 4.5 GPa, while Ge2Sb2Te5 with Petrov sequence
maintains a topological insulator state from zero pressure to 2.3 GPa.

2.1.6 Liquid Chalcogenides

Upon melting, chalcogenide glasses tend to preserve the semiconducting behaviour
as illustrated by Fig. 2.5 for typical chalcogenide glasses [1]. This behaviour suggests
that melting of chalcogenides proceeds without destruction of the covalent backbone
of the structure.

A similar conclusion was made for liquid Ge2Sb2Te5 based on the sign of the
temperature dependence of conductivity (Fig. 2.6) [25] although the observed tem-
perature dependence of conductivity was rather weak.
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Fig. 2.6 Temperature depen-
dence of conductivity of liquid
Ge2Sb2Te5 alloy. Reprinted
with permission by Japan
Society of Applied Physics
from Endo et al. [25]
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Fig. 2.7 Spectral dependence
of optical absorption above
the absorption edge for typical
amorphous semiconductors
(Reprinted with permission by
Oxford University Press from
Mott and Davis [5])

2.2 Optical Absorption

2.2.1 Interband Absorption

Figure 2.7 shows spectral dependencies of absorption coefficients for typical amor-
phous semiconductors [1]. As can be seen, this dependence can be described by the
relation

αhν = B(hν − E0)
2 (2.1)

This relationship is often called the Tauc law. The coefficient B is of the order of
105 cm−1eV−1 . This kind of spectral behaviour is fairly easy to understand assuming
parabolic dependencies for the density of valence and conduction band states.
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Fig. 2.8 Exponential absorp-
tion edge in amorphous semi-
conductors at room tempera-
ture (Reprinted with permis-
sion by Oxford University
Press from Mott and Davis
[5])

2.2.2 Absorption Edge (the Urbach Rule)

The presence of sharp band edges in crystals results in a sharp increase in the absorp-
tion coefficient when the photon energies exceed the optical gap. In amorphous
chalcogenides, the presence of energy band tails results in significant absorption
even at photon energies below the optical gap. Typical spectral dependencies for
energies at the absorption edge [1] are shown in Fig. 2.8.

It can be seen that the absorption below the edge is described by an exponential
dependence:

α = α0 exp[−γ(E0 − hν)/kT ] (2.2)

which is usually called the Urbach rule. Here γ is a material constant and T is absolute
temperature down to a critical value T0 and equals T0 for lower temperatures. It is
interesting to note that, despite rather large differences in the bandgap, the slope of
the Urbach edge, γ, is almost the same for various materials, typically ca. 50 meV.
This constancy weakens a possible explanation that the Urbach rule results from
the exponential distribution of the tail states that should vary from one material to
another. Several possible mechanisms have been proposed [26–29]. In [27] it was
suggested that the Urbach edge arises from an electric-field broadening of the exciton
line. Although usually the exciton line has a Gaussian shape, in the presence of a
uniform electric field it was shown to become exponential over a wide range of
energies [27]. The responsible electric fields may arise, for example, from static
spatial fluctuations, density variations and presence of charged defects.

An electric field was also considered to cause exponential absorption dependence
through interaction of a bound exciton with lattice vibrations [26] leading to electric-
field broadening of the absorption edge similar to the Franz–Keldysh effect.
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Fig. 2.9 Spectral dependence
of absorption coefficients α of
as-deposited amorphous and
crystalline Ge2Sb2Te5
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Strong electron–phonon interaction was argued to be an alternative reason for the
exponential dependence of the absorption coefficient [28, 30]. Within this approach,
the slope of the Urbach edge (u = kT/γ) and absorption at larger energies were
shown to be related through the following equation:

u = (4α0 E0/3B)1/2 (2.3)

where α0 is the absorption coefficient at the bandgap energy E0 and B is a parameter
used for the interband absorption coefficient.

To summarise this discussion, it should be noted that such a variety of “successful”
approaches to explain the exponential dependence is at the same time an indication
that the question of its origin still remains open.

2.2.3 Phase-Change Materials

The spectral dependencies of optical constants for the prototypical phase-change
material Ge2Sb2Te5 in as-deposited amorphous and crystalline phases have been
studied by various authors [13, 31–34] and there is a very good agreement between
the results obtained by different groups. Fig. 2.9 shows generic absorption spectra
for the amorphous and crystalline phases. The optical gaps have been determined as
0.7 eV for as-deposited amorphous Ge2Sb2Te5 and 0.5 eV for the crystalline phase
and the Urbach energy was found to be 80 meV for Ge2Sb2Te5 [13], the latter value
is slightly higher than that for chalcogenide glasses despite a smaller bandgap.

Since in optical devices using phase-change materials a change in optical reflec-
tivity is employed, it is occasionally more convenient to use optical constants n and
k to characterise the amorphous and crystalline phases [35]. The corresponding plots
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Fig. 2.10 Optical constants n (a) and k (b) of amorphous, fcc and hexagonal phases of Ge2Sb2Te5,
after Lee and Bishop [35]. Reprinted with permission from Springer

are shown in Fig. 2.10. It is interesting to note that computer simulations of the opti-
cal properties of Ge-Sb-Te phase-change alloys started in 1997 [36] and produced
the results that are in very good agreement with experiment.

2.3 Photoexcitation and Recombination

Illumination of semiconductors with light having photon energies exceeding that of
the optical gap generates electron–hole pairs. The photoexcited charge carriers of dif-
ferent signs can then either separate, giving rise to photoconductivity, or recombine,
either radiatively (photoluminescence) or nonradiatively. Non-radiative recombina-
tion can, in principle, transfer the material into a state different from the one prior
to irradiation. Such a possibility is especially likely in amorphous semiconductors,
where the structure is more flexible than in the corresponding crystals and where
structural disorder leads to localisation of charge carriers.

The recombination is called geminate if the very same electron and hole that
were created recombine. This happens when the carriers do not drift apart, that is, at
low temperatures, low mobilities or low light intensities. Below we briefly discuss
specific features of photoluminescence in chalcogenide glasses.

2.3.1 Photoluminescence

Photoluminescence and excitation spectra for typical chalcogenide glasses, a-Se,
As2S3 and As2Se3 [37, 38], are shown in Fig. 2.11. The main feature is a broad
band centred at about half the bandgap energy. Interestingly, similar features are
observed in crystalline chalcogenides [39].
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Fig. 2.11 Top Photolumi-
nescence spectra, excitation
spectra and absorption spectra
for a-Se (reprinted from Street
et al. [37] with permission
from Taylor and Francis).
Middle and bottom Photolu-
minescence spectra, excitation
spectra and absorption spec-
tra for As2Se3, and As2S3.

Reprinted with permission
from Bishop and Mitchell
[38]. Copyright 1973 by the
American Physical Society

The large difference between the luminescence energy and the bandgap implies
that recombination occurs through deep states. Early models suggested that recom-
bination takes place from the conduction band into deep states or between the tail
states. These models tacitly assumed that the electron–phonon interaction is weak.
It seems more likely, however, that electron–phonon coupling plays an important
role in the recombination process [39].

The essence of this approach is illustrated by the coordination-coordinate diagram
shown in Fig. 2.12. The adiabatic potentials are given by

E1(q) = Aq2 (2.4)

E2(q) = E0 + Aq2 − Bq (2.5)

for the ground and excited states, respectively; A is related to the vibrational fre-
quency ω through the equation A = Mω2/2, where M is the effective mass and
B is the measure of electron–phonon coupling. The meaning of other parameters is
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Fig. 2.12 Configuration-
coordinate diagram illustrat-
ing optical absorption and
emission in a system with
strong electron–phonon cou-
pling

obvious from the figure. It can be easily shown [39] that within this approximation
the photoluminescence line shape is Gaussian and shifted by 2W to lower energies
compared to the absorption edge.

The excitation spectrum measures the dependence of luminescence intensity on
the excitation energy. In most chalcogenides this spectrum is presented by a broad
peak close to the bandgap. The excitation mechanism is band-to-band absorption fol-
lowed by the capture of carriers by recombination centres. A decrease in the intensity
at lower energies is due to incomplete absorption whereas a decrease at higher ener-
gies most likely arises from the energy dependence of the quantum efficiency [39].

No data are available in the literature on photoluminescence in phase-change
materials.

2.3.2 Photo-Induced Metastability

The phenomena described above do not change the structural state of the material.
At the same time, being intrinsically metastable, amorphous semiconductors can
be easily transferred between different metastable states by external stimuli such
as light [40–42]. We would like to mention here that metastable does not mean
unstable. Thus diamonds are a metastable form of carbon with the stable phase
being graphite. Despite this metastability diamonds are stable over a very large
temperature and pressure range. Another example of a stable metastable state is
stained-glass windows of medieval churches that remained essentially unchanged
for centuries. Various aspects of metastability of chalcogenide glasses are described
in detail in Chaps. 4 and 6 and structural transformations in phase-change materials
are the subject of Chaps. 10 and 11.

http://dx.doi.org/10.1007/978-3-642-28705-3_4
http://dx.doi.org/10.1007/978-3-642-28705-3_6
http://dx.doi.org/10.1007/978-3-642-28705-3_10
http://dx.doi.org/10.1007/978-3-642-28705-3_11
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Chapter 3
Methods of Structure Analysis

3.1 Experimental Methods for Investigating
Atomic Structure

3.1.1 Bragg Diffraction and Its Limitations

Bragg diffraction occurs when monochromatic electromagnetic radiation or sub-
atomic particle waves with wavelength comparable to interatomic spacings is inci-
dent upon a crystalline sample, elastically scattered in a specular fashion by the atoms
in the system and undergoes constructive interference in accordance with Bragg’s
law. For a crystalline solid, the waves are scattered from lattice planes separated by
the interplanar distance d. Where the scattered waves interfere constructively, they
remain in phase since the path length of each wave is equal to an integer multiple
of the wavelength. The path difference between two waves undergoing construc-
tive interference is given by 2d sin θ, where θ is the scattering angle. This leads to
Bragg’s law that describes the condition for constructive interference from successive
crystallographic planes of the crystalline lattice:

2d sin θ = nλ (3.1)

where n is an integer and λ is the wavelength. A diffraction pattern is obtained
by measuring the intensity of scattered waves as a function of scattering angle.
Very strong intensities known as Bragg peaks are obtained in the diffraction pattern
when scattered waves satisfy the Bragg condition. Powder Bragg diffraction data
are usually analysed using the Rietveld refinement procedure [1] and allow one to
obtain the atomic positions with 10−5 Å accuracy. At the same time, the requirement
that a Bragg peaks form originates from a minimum spatial extent (vis-a-vis the
Scherrer equation [2]) of typically more than 10 nm; this requirement inevitably
leads to averaging over this or greater length scales.

A. V. Kolobov and J. Tominaga, Chalcogenides, Springer Series 49
in Materials Science 164, DOI: 10.1007/978-3-642-28705-3_3,
© Springer-Verlag Berlin Heidelberg 2012
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Fig. 3.1 Being a technique that probes an ensemble average structure, Bragg diffraction cannot
distinguish between the structures with soft modes (left) and with stochastic local distortions (right).
In both cases it “sees” a broad plane of atoms interpreted as a large isotropic thermal factor

In perfect crystals, the average structure is usually the same as the local structure.
However, there are numerous cases when the average structure is different from the
local structure even in crystals. One such example is crystals with stochastic local
displacements. Consider two hypothetical two-dimensional crystals (Fig. 3.1), one
with cation atoms loosely bound at the centre of the cell confined within a “soft”
potential (cf. Sect. 1.5.3) so that the amplitude of thermal vibrations is rather large,
and the other one with random local distortions. From the point of view of Bragg dif-
fraction that probes periodic arrangement of atoms, the two structures are identical:
in both cases Bragg diffraction will see a broad cation plane with a large isotropic
thermal factor. Experimentally, this manifests as a decrease in the peak intensities.
As a result, Bragg diffraction cannot distinguish between displacive and order-
disorder transitions in solids as exemplified below (cf. Sect. 8.1.1) for the case exam-
ples of GeTe and Ge8Sb2Te11.

Another somewhat related example when Bragg diffraction fails to obtain precise
structural information is solid crystal solutions. While Vegard’s law, derived from
diffraction measurements, holds that a linear relation exists, at constant temperature,
between the crystal lattice parameter of an alloy and the concentrations of the con-
stituent elements, locally the bond lengths between the same elements remain almost
constant. This is illustrated by Fig. 3.2 for the Zn1−x Mnx Te system [3]. The same
discrepancies between the average interatomic distance obtained through diffraction
measurements and the actual bond lengths measured using extended X-ray absorp-
tion fine structure (EXAFS) (cf. Sect. 9.1.2) have been reported for various mixed
crystals, e.g. Si1−x Gex , Ga1−x Inx As, etc [3, 4].

A further example when use of the average bond length can lead to erroneous
interpretation of the structure is silica when use of neutron powder diffraction detected
a decrease in the average Si–O bond lengths while the pair-distribution-function
(PDF) analysis (cf. Sect. 3.1.2) of the same dataset demonstrated that the actual bond
length remained unchanged or even slightly increased [5]. The moral of the story is
that the average structure may be quite different from the actual local structure.

A specific limitation of Bragg diffraction is that the Bragg peaks arise from dif-
fraction on clouds of electrons that form crystal planes. If cation and anion possess
a similar number of electrons, structural analysis based on X-ray diffraction (XRD)

http://dx.doi.org/10.1007/978-3-642-28705-3_1
http://dx.doi.org/10.1007/978-3-642-28705-3_8
http://dx.doi.org/10.1007/978-3-642-28705-3_9
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Fig. 3.2 The concentration
dependence of the nearest
neighbour distance obtained
from Bragg diffraction
(triangles) and XAFS (circles)
results for mixed crystals of
Zn1−x Mnx Te. Reprinted with
permission from Hosokawa
et al. [3]. Copyright 2009 by
the American Physical Society
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may lead to misinterpretation of the structure. Thus, in the case of KCl that pos-
sesses the rocksalt structure, XRD pattern is the same as that for a simple cubic
structure since K+ and Cl− ions are indistinguishable from the point of view of
XRD [6].

An additional complication for application of diffraction to amorphous materials
is that the latter lack long-range order. As a consequence, Bragg diffraction, that is a
very powerful tool to investigate crystals, yields broad features that are very difficult
to interpret unambiguously.

3.1.2 Pair-Distribution-Function Analysis

A crystal structure is never perfectly periodic, even if the crystal is perfect, because
atoms are vibrating due to either thermal or zero-point quantum vibrations. Devia-
tions of atoms from their equilibrium positions due to vibrations are accounted for
by the Debye–Waller factor. Contrary to intuitive expectations, when the atoms
vibrate, the Bragg peaks do not broaden but their intensity is diminished. This
“decreased” intensity gives rise to diffuse scattering between the Bragg peaks. The
diffuse intensity is widely spread over Q-space and has an intensity much lower than
that of the Bragg peaks. In powder diffraction, the diffuse scattering is usually con-
sidered as a broad background and discarded from analysis although it can provide
important information regarding the local deviations from the average structure, be
they due to dynamic or static disorder. Extraction of this information is done through
a PDF analysis.

The PDF analysis method is a powerful tool for the study of glasses, liquids and
amorphous materials, as well as crystalline or partly crystalline materials. The PDF
method, which involves the direct model-free Fourier transformation of X-ray or
neutron powder diffraction data, gives the probability of finding any two atoms at
a given interatomic distance. Unlike other better known methods, PDF analysis can
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provide information not only about the long-range (>100 Å) atomic ordering but
also about the short-range order in materials. This is because the technique takes into
account both the Bragg as well as diffuse scattering (which is known to be related
to short-range order effects). The interested reader is referred to the monograph
by Egami and Billinge very appropriately titled “Underneath the Bragg peaks” [5].
Since PDF analysis does not depend on the periodicity of the lattice, it allows one to
obtain accurate information about the local structure (which may be different from
the average structure).

3.1.3 X-Ray Absorption Fine Structure Spectroscopy

A very powerful technique for determining local (short-range order) structure is
X-ray absorption fine structure (XAFS) spectroscopy. A recent review of the tech-
nique can be found in [7].

XAFS is structured absorption on the high-energy side of an X-ray absorption
edge. A simplified description of the underlying physics is the following. At the
absorption edge of an element (when the energy of the incident X-ray matches the
binding energy of a core electron) X-ray absorption abruptly increases and for ener-
gies above the edge energy, a core electron is ejected from the atom. The ejected
core electron can be thought of as a spherical wave propagating outward from the
absorbing (central) atom. The photoelectron wavelength is determined by its kinetic
energy, which is in turn determined by the difference between the incident X-ray
energy and the core-electron binding energy.

In a solid, the X-ray-excited outgoing photoelectron wave is scattered by the
neighbouring atoms. If the outgoing and backscattered photoelectron waves are in
phase, constructive interference leads to a local maximum in X-ray absorption; when
they are out of phase, a local minimum in the X-ray absorption appears. As a result
of this interference, the absorption above the absorption edge oscillates and such
oscillations are called the fine structure. This is schematically illustrated in Fig. 3.3
(upper panel) that shows an X-ray absorption spectrum of copper, showing both
X-ray absorption near-edge structure (XANES) and EXAFS regions. An artistic
vision of such a process is shown in the lower panel of Fig. 3.3.

XANES is often used to refer to the structure in the near (around 50 eV) region of
the edge. The sharp feature at the absorption edge is called the white line. EXAFS
typically refers to structured absorption from approximately 50 to 1,000 eV or more
above the absorption edge. XAFS’s principal advantage is that it is a local structure
probe and does not require the presence of long-range order. This means that it can
also be used to determine the local structure in non-crystalline samples. The other
advantage is that it is element selective, i.e. allows one to probe independently the
local structure around different chemical species in a solid.

The magnitude of EXAFS oscillations χ(E) is obtained from the measured spec-
trum μ(E) by subtracting the atomic background μ0(E) and normalising to the jump
of the absorption at the edge energy μ(E0):
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Fig. 3.3 Upper panel XAFS spectrum of copper. The upper insets show multiple scattering and
single scattering processes responsible for XANES and EXAFS features, respectively; the lower
inset illustrates the scattering interference between the on-going and back-scattered waves generat-
ing fine structures in the X-ray absorption spectrum. Lower panel An artistic illustration of XAFS
seen in a Japanese zen garden
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χ(E) = μ(E) − μ0(E)

μ(E0)
(3.2)

Usually, photoelectron momentum, k is used instead of energy, the two being
related via the following formula:

k =
√

2m(E − E0)

�2 (3.3)

Within a simple single scattering theory [7] the formula for EXAFS can be
presented as:

χ(k) =
∑
i, j

�
(

Ni S2
0 Feff

i (k)

k R2
i

sin[2k Ri + 2δ(k) + ϕi (k)]e−2σ2
i k2

e−2Ri /λ(k)

)

(3.4)
The sum is taken over all shells of atoms j . The magnitude of oscillations is

proportional to the coordination number Ni and decreases for larger interatomic
distances Ri . It also depends on a backscattering amplitude of surrounding atoms
Feff . The fine structure is sinusoidally modulated by a function that, in addition
to the distance R, involves the phase shift of the electrons, both at central, 2δ(k),
and surrounding, ϕi (k), atoms. The EXAFS also depends on the mean free path
of the electrons λ(k), and the mean-square relative displacement σ2

i . The EXAFS
oscillations damp relatively quickly so that only the first few shells contribute to the
fine structure. Structural disorder within EXAFS is described as mean-square rela-
tive displacement (MSRD) which, in contrast to Debye–Waller factor in diffraction
studies, represents variations in the bond lengths for a pair of atoms (i.e. the inter-
atomic distance) and not in positions of individual atoms.

The Fourier transformed data χ(R) contain information that is similar to PDF with
three major differences. Firstly, χ(R) is obtained with respect to a particular kind of
chemical species (an advantage). Secondly, the apparent distances are displaced to
smaller values due to phase shifts (a disadvantage from the visualisation perspective).
And thirdly, although χ(R) plots may look similar to radial distribution functions,
they are Fourier transforms of an interference pattern between different scattering
paths and as a result may contain features that do not represent any real interactomic
distances. Both the phase shifts and interference effects are accounted for during the
fitting [8].

The data are analysed using curve fitting analysis, for disordered materials some
authors prefer to include the reverse Monte Carlo procedure [9, 10] to account for
a broad distribution of bond lengths and bond angles. As the PDF analysis, EXAFS
data also provide one-dimensional information such as distances to the first nearest
neighbours and their chemical nature as well as the degree of bond disorder but do not
allow direct unambiguous determination of the three-dimensional structure. While
inclusion of multiple scattering paths may be sensitive to the bonding geometry, the
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effect of higher paths is rather weak and the success of the analysis, especially for
amorphous solids, relies on the choice of the structural model used.

Different from EXAFS, XANES is strongly influenced by multiple scattering and
contains information about spatial arrangement of neighbours within ca. 1 nm from
the central atom, i.e. XANES is a three-dimensional probe [11]. This is a big advantage
when one needs to distinguish between structures with similar interatomic distances
but different spatial arrangement of atoms. On the other hand, XANES analysis is
much more complicated than EXAFS (and not as widely used) and in most cases
XANES spectra of the material under study are compared to those of reference
materials with the known structures that contain fingerprints of certain local atomic
arrangements.

Use of synchrotron radiation, especially at so-called third-generation sources, that
allows one to obtain high quality data for amorphous films as thin as a monolayer
and recent significant progress in theory [12–14] made XAFS the method of choice
to investigate thin amorphous films.

The same principle is used by diffraction anomalous fine structure technique
(DAFS) when intensity of Bragg peaks is measured as a function of the excitation
energy across the absorption edge of constituent atoms [15]. Because DAFS com-
bines the capabilities of diffraction and XAFS into a single technique, it has two
enhanced sensitivities compared to the separate techniques, namely, DAFS contains
EXAFS- and XANES-like information for the specific subset of atoms selected by the
diffraction condition and, additionally, DAFS can provide site-specific absorption-
like spectroscopic and structural information for inequivalent sites of a single atomic
species within the unit cell. It has also been successfully used to analyse the structure
of the amorphous phase in presence of the crystalline phase of the same composition
[16]. The backside is a rather complicated data analysis procedure.

3.1.4 Nanobeam Electron Diffraction

Recently, nanobeam electron diffraction has been used to directly observe local
atomic order in amorphous materials [17]. Nanobeam electron diffraction with a
coherent electron beam smaller than 1 nm in diameter enabled the authors to acquire
two-dimensional diffraction patterns from a nanoscale region to detect local atomic
structure. While a selected area diffraction pattern for larger beam diameters is typical
of an amorphous solid with a full halo ring without any detectable diffraction spots,
upon reducing the beam diameter to 0.36 nm a diffraction pattern with a set of twofold
symmetric spots, analogous to that of a single crystal can be observed (Fig. 3.4).
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Fig. 3.4 Experimental scheme of nanobeam electron diffraction. The three-dimensional profile of
a calculated electron nanoprobe with a FWHM beam size of 0.36 nm is shown in the upper right
inset (spherical aberration coefficient Cs = 0.002 mm, defocus Δ f = 0 mm, convergence angle
α = 3.3 mrad). The lower right insets show examples of the nanobeam size dependence of electron
diffraction patterns. A large number of diffraction patterns from nanosized regions of a metallic
glass were recorded by a television-rate CCD camera during nanoprobe scanning. Reprinted by
permission from Macmillan Publishers Ltd.: Nature Mater. [17], copyright (2011)

3.2 Electronic Structure

3.2.1 Band Structure

The two major techniques that allow one to probe the gross features of the electronic
structure are photoemission and ultraviolet (UV) and X-ray absorption.

Photoemission

Photoemission spectroscopy, also known as photoelectron spectroscopy, refers
to the measurement of the energy of electrons emitted from solids, gases or liquids
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Fig. 3.5 Photoemission
spectra near the valence-band
top of the amorphous (open
circles) and crystalline (closed
circles) (GeTe)1−x (Sb2Te3)x
films for x = 0 (GeTe) and
1/3 (Ge2Sb2Te5 ). The zero
energy indicates the Fermi
energy. Reprinted from Kim
et al. [18]. Copyright 2009
by the American Physical
Society
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by the photoelectric effect, in order to determine the binding energies of electrons in
a substance. The term refers to various techniques, whether the ionization energy is
provided by an X-ray photon, an extreme ultraviolet (EUV) photon or an UV photon.

X-ray photoelectron spectroscopy (XPS) is used to study the energy levels of
atomic core electrons, primarily in solids. Since the core levels have small chemical
shifts depending on the chemical environment of the atom which is ionised, XPS
measurements allow for chemical structure to be determined. An alternative name
for this technique is electron spectroscopy for chemical analysis (ESCA).

While the escape length of electrons using typical laboratory equipment is
on the order of a nanometer limiting the obtained information to surfaces, use of
high-energy X-rays at synchrotron light sources allows one to probe the bulk proper-
ties. The latter is sometimes called hard X-ray photoelectron spectroscopy (HXPES).

In addition to core-level spectroscopy, due to the high brilliance of the third-
generation synchrotron sources this method also offers high-energy resolution that
enables one to obtain the valence-band structure. An example of such measurements
is shown in Fig. 3.5 for crystalline and amorphous phases of quasibinary GeTe–
Sb2Te3 alloys [18].

Other variations of photoelectron spectroscopy include UV photoelectron spec-
troscopy and EUV photoelectron spectroscopy.

X-ray and UV Absorption

In X-ray absorption the initial core state is a very narrow level and the absorption
is primarily determined by the density of unoccupied (conduction band) states. For
this reason, X-ray absorption near the corresponding absorption edge, the so-called
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Fig. 3.6 Evolution of Ag L2-edge during the reduction process from AgO to Ag2O to metallic Ag.
Reprinted with permission from Kolobov et al. [19]. Copyright 2004 by the American Institute of
Physics

XANES, alternatively called near-edge X-ray absorption fine structure (NEXAFS),
exhibits features that contain information about the local density of states as well as
the chemical state of the element. Variation in XANES during the reduction process
from AgO to Ag2O to metallic Ag [19] is illustrated in Fig. 3.6.

For the UV range both the valence band and conduction band densities contribute
to the absorption. A review of this technique with respect to amorphous materials is
given in [20].

Although the two previous methods probe the band structure (including tails)
they do not provide sufficient information about states whose density is orders of
magnitude smaller. For this purpose other spectroscopic methods are used, the most
important of which are briefly described below.

3.2.2 Defect Spectroscopy

Electron Spin Resonance

Electron spin resonance is a probe for unpaired electron spins. In tetrahedrally bonded
amorphous materials neutral (paramagnetic) defects such as dangling bonds can be
detected with a good sensitivity. In chalcogenide glasses, however, ESR signals are
generally observed only after photoexcitation. The only exception are glasses of the
Ge-S system that have a pronounced dark ESR signal. Although the reason for this
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exception is not well understood, a suggestion was made that it results from the fact
that recombination between broken bonds in the melt proceeds much more slowly
in Ge-S than in, say, As-S(e) glasses, so that broken bonds remain as paramagnetic
defects in Ge-X glasses. Use of photo-induced ESR for defect analysis in chalco-
genides is discussed in detail later in conjunction with photo-induced metastability
(Sect. 4.3.1).

Photoluminescence

Photoluminescence probes the radiative recombination of optically created electron–
hole pairs. After excitation, the created electron and hole thermalise rapidly until
they are captured by localised states from which further thermalisation has a low
probability. These can be either tail states or deep states. In photoluminescence exper-
iments only information related to radiative centres can be accessible and a fraction
of electron–hole pairs that recombine radiatively is called quantum efficiency.

The luminescence spectrum contains information about the distribution and
properties of the radiative defects. The excitation spectrum, which represents the
dependence of the luminescence intensity on the excitation energy, to a zeroth
approximation resembles the spectral dependence of the absorption coefficient at
the low-energy side.

Optical Absorption

Optical absorption in the sub-bandgap range photon energies can also provide indi-
rect information about the density of states. The absorption coefficient can be mea-
sured either directly or, at very low absorption coefficients, using more sophisticated
methods such as photoacoustic spectroscopy [21].

Time of Flight

In this technique, a sample is photoexcited by a short pulse of strongly absorbed light
and a current across the sample thickness (in the “sandwich” geometry) is measured
[22, 23]. The time at which the package of photoexcited carriers reaches the opposite
side of the sample is called the time of flight. This technique usually measures the drift
mobility, but because the mobility is determined by multiple trapping and excitation
of carriers its temperature dependence can be used to obtain information on the
density of localised states. It has been argued that investigation of the current change
in the post-transit time range provides more accurate information [24].

http://dx.doi.org/10.1007/978-3-642-28705-3_4
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3.3 Structural Modelling

The goal of structural modelling is to obtain a model that would account for the
experimentally observed data and/or predict the structure of a material that is difficult
to study experimentally.

3.3.1 Reverse Monte Carlo Modelling

Reverse Monte Carlo (RMC) modelling is a technique for generating structural con-
figurations based on experimental data. The logic is very appealing: any model of
a complex material worthy of further study should, at a minimum, agree with what
is known (that is, experiment). In an ideal implementation, one should find a model
agreeing with all known information. The approach was originally developed in
[10, 25] for liquid and glassy materials for lack of alternative routes to explore experi-
mental data, but in recent years progress has been made towards modelling crystalline
systems as well. Starting with a suitable configuration, atoms are displaced randomly
using the periodic boundary conditions until the input experimental data (usually the
one-dimensional structure factor or the radial distribution function) match with the
data obtained from the generated configuration. This is achieved by minimising a cost
function which consists of either the structure factor or radial distribution function
along with some appropriately chosen constraints to restrict the search space.

In order to avoid unphysical models, an appropriate choice of constraints is crucial.
For example, in order to avoid the atoms getting too close to each other, a certain
cut-off distance is imposed which is typically of the order of interatomic spacing.
In RMC modelling, this value is usually obtained from the radial distribution function
by Fourier transform of the measured structure factor. This is equivalent to adding a
hard-sphere potential cut-off in the system which prevents the catastrophic build up of
potential energy. In spite of the fact that RMC has been applied to many different types
of system such as liquid, glasses, polymer and magnetic materials, questions are often
raised about the reliability of results obtained from RMC simulation. The method
has never been accepted without some degree of controversy, and the most popular
criticism is the lack of the unique solution from RMC. This lack of uniqueness is not
surprising, since usually only the pair correlation function or structure factor is used
in modelling the structure. Additionally, a large number of fitting parameters RMC
that can produce multiple configurations having the same pair-correlation function.
Use of multiple experimental data sets for RMC simulations is essential to generate
a unique structural solution [26]. Another promising approach is to combine RMC
and ab-initio simulations [27].
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3.3.2 Ring Statistics

The analysis of topological networks (liquid, crystalline or amorphous systems) can
be based on the part of the structural information which can be represented in the
graph theory using nodes for the atoms and links for the bonds. The absence or
existence of a link between two nodes in the structure is determined by the analysis
of the total and partial radial distribution functions of the system. In such a network
a series of nodes and links connected sequentially without overlap is called a path.
A ring is a closed path and a N-membered ring is a ring containing N nodes.

There are different criteria to determine rings, e.g. a ring can be viewed as the
shortest path which comes back to a given node (or atom) from one of its nearest
neighbours [28]. Alternatively, a ring can be represented as the shortest path between
two of the nearest neighbours of a given node [29]. It should be noted that use of
different criteria may result in different ring statistics.

In binary (or quasibinary) materials without “wrong” bonds, only ABAB, i.e. the
so-called even-membered rings, exist. On the other hand, the homopolar bond defects
can have a significant influence on the ring statistics and, in particular such bonds
often manifest themselves as odd-membered rings.

3.3.3 Ab-Initio Density-Functional Theory Simulations

In order to be able to reproduce the experimental results and possess predictive power,
computer simulations should be based on first principles of quantum mechanics,
i.e. be independent of any empirical parameters, hence the name ab-initio, or first
principles, simulations.

An exact ab-initio solution of the Schrödinger equation for a many-body system
comprising nuclei and ions is virtually impossible. In order to study such systems
with realistic computational costs, a range of approximations has been introduced
[30]. One of the most successful approaches based on the single particle approxi-
mation is the density functional theory (DFT). Using this theory, the properties of
a many-electron system can be determined by using functionals, i.e. functions of
another function, which in this case is the spatially dependent electron density. DFT
is among the most popular and versatile methods currently available in condensed-
matter computational physics and chemistry.

The major problem with DFT is that the exact functionals for exchange and
correlation are not known except for the free electron gas. However, approximations
exist which permit accurate calculations of certain physical quantities. In physics the
most widely used approximation is the local-density approximation (LDA), where
the functional depends only on the density at the coordinate where the functional is
evaluated:

ELDA
XC [n] =

∫
εXC (n) · n(r)d3r (3.5)
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An extension of LDA is the generalised gradient approximation (GGA) which
additionally takes into account the gradient of the density at the same coordinate:

EGGA
XC [n] =

∫
εXC (n,∇n) · n(r)d3r (3.6)

Using the latter (i.e. GGA), very good results for molecular geometries and
ground-state energies have been achieved.

DFT simulations have recently been successfully applied to investigate phase-
change materials as reviewed in [31]. The related results are discussed in detail later
in this volume.
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Part II
Chalcogenide Glasses



Chapter 4
Reversible Photostructural Changes

Reversible photostructural change is a phenomenon unique to vitreous chalcogenides
and is not observed in either amorphous group IV semiconductors, a-As, or in crys-
talline chalcogenides. Possible reasons for this are discussed later in this chapter and
we start with a phenomenological description of this phenomenon.

4.1 Photodarkening

4.1.1 Reversible and Irreversible Photodarkening

The first reports of photodarkening in amorphous chalcogenides date back to the
late 1960s–early 1970s [1–3]. The effect was first observed in thin films but later
was reproduced for melt-quenched bulk glasses [4]. The effect manifests itself as a
reversible change of optical absorption induced by the bandgap light and is repre-
sented in Fig. 4.1 for the typical chalcogenide glasses As2S3 and As2Se3 [5]. Upon
exposure to the bandgap light, the absorption edge of an as-deposited film (solid
curve) shifts to lower energies, or longer wave lengths (dotted curve). This effect is
called photodarkening. Subsequent annealing near the glass-transition temperature
results in a recovery of the initial parameters, which, however, is never complete: the
curve corresponding to the annealed state occupies an intermediate position between
those of the as-deposited and irradiated films. Should the annealed film be irradi-
ated by the same light, one observes a completely reversible behaviour during the
irradiation-annealing cycle.

The irreversible component of the photodarkening can be annealed out at tempera-
tures close to the glass-transition temperature. It is believed that the irreversible com-
ponent is related to thermal or photo-induced polymerisation of the as-evaporated
film as well as disappearance of homopolar bonds. As mentioned in the previous
chapter, in an ideal glass, the energetically favourable heteropolar bonds are predom-
inantly formed. During the evaporation that is a non-equilibrium process, numerous

A. V. Kolobov and J. Tominaga, Chalcogenides, Springer Series 67
in Materials Science 164, DOI: 10.1007/978-3-642-28705-3_4,
© Springer-Verlag Berlin Heidelberg 2012
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Fig. 4.1 Reversible shift of the absorption edge of typical chalcogenide glasses, As2S3 and
As2Se3, under photoillumination and thermal annealing. Reprinted from De Neufville et al. [5]
with permission from Elsevier

like-atom, or wrong, bonds can also be formed. Annealing results in a reorganisation
of the amorphous network with the rupture of the wrong bonds and formation of
energetically more stable heteropolar bonds.

Depending on the composition of the material, this process can lead to both an
increase (e.g. in As-based glasses) and a decrease (e.g. in Ge-based glasses) of the
material bandgap [6]. Accordingly, when the “wrong” bonds are broken and energet-
ically more favourable heteropolar bonds are formed the bandgap either decreases or
increases. Thus, while in as-deposited As-based films photodarkening is observed,
in Ge-based films the absorption decreases upon illumination (photobleacing) [7].
At the same time, it should be pointed out that in the annealed films illumination
always results in photodarkening independent of the composition [7]. Although the
photo-induced changes in as-deposited films are crucial for certain applications, such
as photoresists, they will not be further discussed here.

Usually the shift of the absorption edge is referred to as parallel, i.e. rigidly
displaced, but in reality the slope also changes upon irradiation. This change was
studied in detail for a-Se [8]. It was found that a change in the slope was equal to 629
and 316 cm−1/2 eV−1/2 after illumination for 120 min at 13 and 77 K, respectively.
This change in slope is correlated with a shift of the absorption edge by 0.157 eV
(13 K) and 0.108 eV (77 K). It was suggested that the change in the slope results from
the change in the width of band tails. The latter is claimed to arise from dihedral angle
distortions. Although such a mechanism does sound reasonable, it should be noted
that the observed changes correspond to energies in the range 2.1–2.3 eV; whereas
the optical gap of a-Se equals 2.05 eV at room temperature [9]. The probed energy
range thus corresponds not to the tail states but to the delocalised states above the
mobility edge. Although it is quite likely that the same happens at lower energies,
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Fig. 4.2 Spectral response of photodarkening in As-based chalcogenide glases, As2S3 and As2Se3,
Reprinted from Ka. Tanaka [10] with permission from Elsevier

an unambiguous conclusion cannot be made from the preceding data. The results
of in situ EXAFS, IR absorption, Raman scattering and ESR studies described in
detail later clearly show that bond switching plays a decisive role in this process.
The bond-angle distortions most likely are a consequence of the bond switching.

The spectral dependence of the reversible photodarkening of As2S3 and As2Se3
[10] films is presented in Fig. 4.2. The long-wavelength edge of the spectral depen-
dence of the photodarkening roughly coincides with the spectral dependence of the
optical absorption coefficient. This fact suggests that for the photodarkening to occur
bandgap excitation is necessary. It has been argued that the quantum efficiencies,
normalised to an absorbed photon, are comparable for bandgap and sub-bandgap
light [11]. At higher energies, the photodarkening either levels off (As2S3) or
slightly increases (As2Se3) with photon energy [10]. In elemental vitreous chalcogens
(Fig. 4.3) the spectral dependence of the photodarkening has a pronounced peak at
the energy corresponding to the energy gap [12], which implies that excitation into
localised band-tail states should be more efficient for the photodarkening than the
excitation into higher lying extended states.

The kinetics of photo-induced structural change is described by a stretched logistic
equation [13]. It has been further argued that creation of defects is initiated around
pre-existing defects and that the created defects, in turn, induce weak bonds that
further facilitate defect formation. The saturated value depends only on the total
exposure at lower temperatures; that is, reciprocity holds between light intensity and
exposure time. At higher temperatures, the saturated value of the photodarkening
becomes light-intensity dependent [14] (Fig. 4.4).
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Fig. 4.3 Spectral response of
photodarkening in elemental
a-Se (top) and a-S (bottom).
Reprinted with permission
by Japan Society of Applied
Physics from Tanaka [12]

Fig. 4.4 Saturated photo-
darkening in an As50Se50 film
at different temperatures as
a function of light intensity.
Reprinted from Averyanov
et al. [14] with permission
from Elsevier

The magnitude of photodarkening in the As–Se system increases in As-rich films,
which has lead investigators [15] to conclude that As plays an important role in the
process. Although this conclusion is certainly correct, the role of arsenic is not deci-
sive: photodarkening is not observed in pure amorphous arsenic [16] whereas it does
occur in pure chalcogens although this process can only be achieved at lower tem-
peratures [1, 12, 17]. A selenium film photodarkened at 77 K has the initial absorp-
tion restored at room temperature within a few seconds. This result can be easily
understood if one takes into account the fact that the glass-transition temperature of
selenium is just above the room temperature [18].
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Fig. 4.5 Magnitude of
photodarkening as a function
of temperature (normalised to
the glass-transition tempera-
ture). Reprinted from Tanaka
[19] with permission from
Elsevier

The above results indicate that there is a correlation between the temperature at
which photodarkening is annealed out and the glass-transition temperature, that is,
flexibility of the glassy network. The latter decreases as threefold coordinated arsenic
or fourfold coordinated germanium atoms are added into the twofold coordinated
selenium matrix, making the latter less reconstructable and thus requiring higher
annealing temperatures. This correlation is clearly seen from Fig. 4.5, which shows
that, for a fixed chalcogen species, the annealing temperature correlates very well
with the glass-transition temperature [19], the latter being dependent on the flexibility
of the glassy network.

4.1.2 Recovery of Initial Parameters

Annealing at temperatures higher than the temperature at which the irradiation was
performed leads to recovery of initial transmission. The recovery process was studied
by various authors [2, 17] who found that, in stoichiometric films, any increase of
temperature above the photodarkening temperature leads to partial bleaching; that
is, the recovery of the initial parameters is gradual. This result suggests that there is a
broad distribution of different states responsible for the photodarkening. In contrast,
in As-rich materials, for example for As50Se50, annealing at temperatures below
100 ◦C does not result in a noticeable recovery of parameters [17].

In As-rich selenides and in some sulphides, photoirradiation of previously dark-
ened films results in partial bleaching [17, 20], provided that the second illumina-
tion is performed at a higher temperature than the initial one. This is illustrated in
Fig. 4.6. Should the film photodarkened to saturation at room temperature (curve 1)
be heated in the dark to a higher temperature and exposed to the same light as
that which caused the photodarkening, its transmission increases (curve 2). The
steady-state value of the absorption established on illumination of a previously
photodarkened film is the same as that achieved by illumination of the annealed
sample by the light with the same intensity and wavelength and at the same temper-
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Fig. 4.6 Exposure of certain
chalcogenides can lead to
both photodarkening and
photobleaching depending on
the state of the film prior to
the latest illumination. The
final steady-state value is fully
determined by temperature
and the parameters of light
during the latest illumination

ature (curve 3). This result demonstrates that the final state of the illuminated film is
fully determined by the parameters (in this case, temperature) of the latest treatment
and does not depend on the film’s eartlier history.

The photo-induced shift of the absorption edge increases with decreasing tem-
perature [21]. Besides, in contrast to the photo-induced change observed at room
temperature, the spectrum caused by irradiation at low temperature (14 K) cannot be
characterised by a simple shift of the absorption edge. This additional low-temperature
component of the photodarkening can be annealed out by warming the sample to room
temperature or by illuminating it with light for which hν < Eg . The presence of two
components suggests that there can be at least two different mechanisms responsible
for the photodarkening.

4.2 Reversible Structural Changes

4.2.1 Manifestations of Structural Changes

Reversible changes in the optical absorption are accompanied by (reversible) changes
in the refractive index [15], electrical and photoelectric properties [22–25],
volume [4], microhardness [26], glass-transition temperature [27, 28], dissolution
rate in various solvents [29], etc. The totality of these changes has led investigators
to the conclusion that the photo-induced changes in optical absorption are caused by
changes in the structure. The first direct proof of the reversible structural changes was
given by Ka. Tanaka [30], who demonstrated that the first peak (the so-called first
sharp diffraction peak) in the X-ray diffraction pattern underwent reversible changes
on illumination and subsequent annealing (Fig. 4.7).

Of special interest is the photo-induced volume change. A change in the volume
(thickness) of a chalcogenide film (As2S3) was first reported in [4] and was one of
the first indications that the structure of the material changed as a result of photoex-
citation. The observed increase in the thickness of about 0.5% can be explained
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Fig. 4.7 Reversible change
in the X-ray scattering pattern
of As2S3. Reprinted with
permission from Ka. Tanaka
[30]. Copyright 1975 by the
American Institute of Physics

by the assumption that light “pumps in” energy into the system, leading to its
further disordering. The anharmonicity of the interatomic potential provides a simple
explanation of the result. Illumination of As2S3 (Eg = 2.4 eV) by sub-bandgap light
(He–Ne laser, ca. 2 eV 104 W/cm2) results in much larger expansion reaching 6%
(giant photoexpansion) [31].

Another possible explanation includes the photo-induced creation of “wrong”
As-As bonds that are longer (2.57 Å) than heteropolar As-S bonds (2.24 Å). It should
be noted, however, that S–S bonds (2.05 Å) are shorter than the heteropolar bonds.
The heteropolar-to-homopolar bond conversion, therefore, does not necessarily result
in the volume expansion.

For a long time it was believed that photodarkening and photoexpansion were two
different sides of the same phenomenon. However, parallel studies of photodarken-
ing and photoexpansion [33] have demonstrated that photoexpansion under bandgap
irradiation increases faster than photodarkening. In contrast, under sub-bandgap irra-
diation photoexpansion increases more gradually than photodarkening. This result
demonstrates that there is no one-to-one correlation between the two phenomena.

In Fig. 4.8 photoexpansion and photodarkening are shown as a function of expo-
sure time for bandgap (top) and sub-bandgap (bottom) illumination. The absence
of a direct correspondence between the processes is clearly seen. The indepen-
dence of the two phenomena was further demonstrated by isochronal annealing
characteristics [33]. A study of photoexpansion in As2S3 under intense light
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Fig. 4.8 Photoexpansion
�L and photodarkening
�E as a function of expo-
sure time in As2S3 for the
bandgap (top) and subbandgap
(bottom) light. Reprinted
with permission from Tanaka
[33]. Copyright 1998 by the
American Physical Society

(pulsed light was used to avoid heating) has shown that the expansion is maximal
at about 2.0 eV, that is sub-bandgap illumination is more efficient than the bandgap
light [34].

It is interesting to note that the photo-induced volume change has stable and
transient components. Partial recovery of the volume change in an As2Se3 film is
illustrated in Fig. 4.9. Similar results were obtained for a-Se, a-As2S3 and GeSe2
implying that this is a general result.

4.2.2 Phenomenological Description: Configuration-Coordinate
Model

Chalcogenide glasses are characterised by a strong electron–phonon coupling. As
a result, the system in the excited state undergoes a significant lattice relaxation.
The newly stabilised structure may be metastable and persist after cessation of
the electronic excitation This metastable state has been described as a self-trapped
exciton [35]. A phenomenological description of the photostructural changes has
been given using a configuration-coordinate diagram approach (Fig. 4.10), origi-
nally developed for description of defects in solids.
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Fig. 4.9 a An example
of surface height map for
a-As2Se3 film (λ = 532 nm,
W = 86 mW/cm2). b Time
evolution of the surface height
for a-As2Se3 film. Reprinted
from Ikeda and Shimakawa
[32] with permission from
Elsevier

Fig. 4.10 Schematic illus-
tration of the model for the
self-trapping of excitons in
chalcogenide glasses. Optical
excitation (I) to an exciton
state can be followed by two
non-radiative decay channels
[35], either directly back to
the ground state (III) or to the
metastable self-trapped exci-
ton state (IV ). Reprinted after
Street [35] with permission
from Elsevier

Any of a large number of atomic displacements may influence an atom in a solid.
Often, a very specific combination of displacements is especially important and
usually a combination of different normal modes are needed to make up the config-
urational coordinate Q. For a detailed description the interested reader is referred to
the monograph by Itoh and Stoneham [36].

Depending on the details of the structural transformation, the models used to
describe the photostructural change somewhat differ in detail [37–39] (Fig. 4.11),
but all assume that the ground state of the system is characterized by a double-
well potential with a barrier separating the ground and metastable states. Annealing
returns the system to the ground state, overcoming the energy barrier.
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Fig. 4.11 Configuration-
coordinate diagrams describ-
ing reversible photostruc-
tural change in chalcogenide
glasses

In this chapter we consider the diagram shown on the right in Fig. 4.11 in more
detail following [39]. “Vertical” optical transitions can occur between the two states,
followed by thermal relaxation of the system to the position of new equilibrium. An
equation of detailed balance for two optical transitions and a thermal transition from
the metastable state to the ground state is

dN2/dt = Q(σ1 N1 − σ1 N1) − N2/τ (4.1)

where N1 and N2 are the number of sites in the ground and metastable states respec-
tively, Q is the photon flux, σ1 and σ2 are the cross-sections for the photon absorption
followed by the Frank–Condon transition from the ground state to the metastable state
and vice versa, τ is the lifetime of the metastable state and depends exponentially on
temperature:

τ−1 = ν · e−�2/kT (4.2)

where �2 is the depth of the metastable state potential well, and ν is the “attempt-
to-escape” frequency.

The optical cross-sections are given by

σ1,2 = σ1,2(0){�ω/kT }e−E1,2(ω)/kT (4.3)

where σ1,2(0) = |4πx12,21|2e2/hcn0 is the characteristic cross-section of the pho-
toprocess depending on the coordinate matrix element x12 (x21); n0 is the refractive
index at the frequency ω; E1,2(ω) are energies of thermal excitations on a ground
(metastable)-state curve when the vertical distance between the curves equals the
photon energy (see Fig. 4.11).

Introducing the value γ = N2/(N1 + N2), that is, the fractional population of the
metastable state, the balance equation takes the form

dγ /dt = −[1/τ + Q(σ1 + σ2)]γ + Qσ1 (4.4)

The solution of the equation is
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γ (T ) = (γ0 − γ∞)e−αt + γ∞ (4.5)

where γ0 and γ∞ are the starting and final values of the metastable state population,
respectively, and α = Q(σ1 + σ2) + 1/τ .

The saturated value of the population of the metastable state γ∞ is

γ∞ = {1 + [σ2(0)/σ1(0)]exp{[E1(ω) − E2(ω)]/kT }−1 (4.6)

If E1(ω) < E2(ω), γ∞ decreases with temperature as observed experimentally for
the photodarkening. In the limit of high light intensities the saturated value of γ is
determined only by temperature, in agreement with the experimental results. At lower
light intensities (higher temperatures) the steady-state value of γ∞ should become
light-intensity dependent, which has been observed experimentally (Fig. 4.4).

Since probabilities of the transitions depend on E1,2(ω), i.e. on the photon energy
of excitation, the steady-state value, γ∞ also depends on the photon energy (wave
length) of the excitation light and through appropriate choice of the latter both pho-
todarkening and photobleaching can be achieved.

Effect of Pressure

Because the probabilities of optical transitions depend on the mutual positions of
atoms (configurational coordinate) they should also change with pressure. The pres-
sure dependence of photodarkening has been confirmed by different groups although
the details differ. Thus, in one experiment a film of As2Se3 was deposited on a sub-
strate that was bent elastically in two dimensions by placing it between two coaxial
tubes with different diameters and illuminating with light propagating along the tubes
axis (Fig. 4.12). Depending on the location of the chalcogenide film (at the upper
or lower surface of the substrate) the film was either stretched or compressed in
two directions. Application or release of a load resulted in a reversible change of the
stationary photodarkening value for both tensile and compressive stress [40] as shown
in Fig. 4.13. It was found that compression of the film resulted in a decrease of
the photodarkening with stretching giving rise to a larger effect [40] as shown in
Fig. 4.14.

Application of hydrostatic pressure to As2S3 and Se results in an increase of the
photo-induced shift of the [41, 42] as shown in Fig. 4.15. When the pressure is
released, the state resulting from irradiation under pressure is stable in the dark but
is reduced to 30 meV under irradiation. Investigation of the pressure dependence
of photodarkening in a wide range of pressures has found that photodarkening in
As2S3 reaches a maximum at about 5 kbar and then decreases gradually, vanishing
at 57 kbar [43].
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Fig. 4.12 Schematics of
illumination of a chalcogenide
film under two-dimensional
deformation used in Ref. [40]

substrate
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Fig. 4.13 Reversible change of photodarkening of a As2Se3 film exposed to light of different
intensities (solid and dashed curves) under application and release of a load for the deformation
conditions shown in Fig. 4.12 (panel a corresponds to compressing and panel b to stretching defor-
mation). A load is applied at moment B and released at moment D. Drops (jumps) in transmission at
these points are associated with the pressure dependence of the optical gap. Reprinted from Kolobov
et al. [40] with permission from Elsevier

4.2.3 Microscopic Nature of Photostructural Changes

Although the configurational approach to photostructural changes proved to be
very efficient in phenomenological description of the process, it was unable to
explain its microscopic nature. Next we present the results of earlier works in which
chalcogenide samples before and after photodarkening were studied using different
structure-sensitive techniques.

A reversible change in the intensities of Raman peaks situated at 231 cm−1 and
187 cm−1 was detected in [44]. This change was attributed to an increase (∼6%) in
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Fig. 4.14 Pressure depen-
dence of (normalised) photo-
darkening of a As2Se3 film
for the deformation conditions
shown in Fig. 4.12. Reprinted
from Kolobov et al. [40] with
permission from Elsevier

Fig. 4.15 Photodarkening
as a function of applied
hydrostatic pressure.
Reprinted from Tsutsu et al.
[41] with permission from
Elsevier

the number of heteropolar As-As bonds in stoichiometric As2S3 on illumination. At
the same time a reversible change in the Boson peak was detected [44]. Although an
unambiguous interpretation of the Boson peak change is still a matter of controversy,
it is usually agreed that this change represents a change in the medium range order.

This result shows the important role of As-As bonds in the process of photo-
structural changes and is in agreement with the conclusion based on the observation
that an increase in arsenic content leads to a substantial increase of photo-induced
changes of a viariety of properties of As-based chalcogenides [15]. The result, how-
ever, seemed to contradict the experimental fact that the optical gap of chalcogenides
decreases on illumination, because any deviation from stoichiometry in the As-S(e)
system should lead to an increase of the optical gap [6]. In addition, the formation of
wrong bonds completely fails to explain photodarkening in elemental chalcogens.
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Fig. 4.16 A model of photostructural change in As2S3 proposed from EXAFS analysis and con-
sisting of opening up of the valence angle subtended at a S atom with simultaneous change of the
dihedral angle. Reprinted from Paesler and Pfeiffer [46] with permission from Elsevier

Studies using EXAFS (cf. 9.1.2), which is a local probe having the advantage
of being able to probe independently the surroundings of different chemical con-
stituents, is confirmed [45] that there is a small (∼1%) increase in the concentration
of As-As bonds but found no other changes in the first coordination sphere. The main
changes occur in the second coordination sphere of arsenic. The interatomic distance
between the two arsenic atoms bridged by a chalcogen atom reversibly increases,
which means that the valence angle subtended by a chalcogen atom opens up on
illumination. Interestingly, the distances in the third coordination sphere (As-S-As-
S) remain unchanged, which led the authors to the conclusion [45] that the dihedral
angle between two adjacent AsS3 pyramids changed simultaneously with the increase
of the valence angle at the bridging chalcogen atom (Fig. 4.16). (While the higher
order shells are usually smeared out in amorphous materials, the authors observed
a reversible change between the illuminated and annealed structures measured at
low temperature.) Further studies using differential anomalous X-ray scattering [47]
have led to a similar conclusion. It was suggested that excitation of lone-pair elec-
trons and creation of an exciton change the electrical screening locally around the
chalcogen atom. The atomic arrangement responds to this through fluctuations of
the bond angles. The disorder in the bond angle strengthens the localised state. The
exciton finally recombines either to the new (metastable) or to the old (ground state)
geometry. This model is in essence very close to the one previously suggested in
[42].

A unified model for photostructural changes has been suggested in [48]. It was
suggested that not just the primary covalent (intramolecular) bonds but also weaker
(intermolecular) bonds between non-bonded chalcogen atoms in neighbouring layers
should be considered in this process. Within this approach, after absorption of a pho-
ton and subsequent excitation of an electron into the conduction band (anti-bonding
states), the attractive interaction decreases. This changes the balance between the
attractive and repulsive interactions and causes an increase in the intermolecular
bond length. One consequence of this model is that a reversible increase in volume
is predicted on illumination. An estimation of the expected expansion of the glass
using experimental data for the photo-induced change in the elastic moduli gives a
value for photo-induced expansion of 0.63% in As2S3 which compares well with

http://dx.doi.org/10.1007/978-3-642-28705-3_9
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the experimentally observed volume expansion of 0.6% [4]. Intramolecular bond
breaking processes, such as homopolar-to-heteropolar bond conversion (and vice
versa) and self-trapped excitons have also been considered in detail and it has been
concluded that intermolecular, rather than intramolecular, bond breaking processes
are predominant in the As-based chalcogenides.

A different approach was suggested in [49]. These authors argue that remnants
of crystalline layers are preserved in the glass. Upon photoexcitation, electron–hole
pairs are generated. The holes diffuse apart while electrons get trapped. The Coulomb
repulsion between trapped electrons changes the interlayer interaction and, conse-
quently, the geometry, resulting in repulsion of the layers (photoexpansion) and a
slip motion along the layers. Such a change in the layer geometry results in the
photodarkening through the mechanism proposed in [50], namely due to increased
repulsive interaction between the lone-pair electrons.

4.2.4 In Situ Studies of Reversible Photostructural Changes

Earlier measurements were performed ex situ; that is, only annealed films and irra-
diated films were studied. As a result, information about the excited state of the
semiconductor and hence about the mechanism of the structural change has been
missing. Next we present results of in situ studies that provided direct information
on the nanometer-scale mechanism of the photostructural change.

In Situ EXAFS

In this experiment, first an EXAFS spectrum of the starting (annealed) amorphous
Se film was measured after cooling the sample down to 30 K. The sample was sub-
sequently irradiated in a cryostat for several hours and an EXAFS spectrum of the
photoexcited film kept under light irradiation was measured. Immediately after this,
the light was switched off and the EXAFS spectrum of the irradiated sample (but no
longer kept under light irradiation) was measured [51].

Raw EXAFS oscillations as a function of photoelectron wavenumber k for the
annealed and photoexcited a-Se fiim and the corresponding Fourier transforms are
shown in Fig. 4.17. A higher amplitude of the signal for the photoexcited sam-
ple is clearly seen. The data analysis reveals a reversible increase in the coordina-
tion number by about 5% in the photoexcited state (Fig. 4.18). Associated with the
change in coordination, the disorder (mean-square relative displacement, or MSRD)
also increases under light irradiation. After the cessation of illumination, the local
change of coordination disappears whereas the light-enhanced structural disorder
remains [51].

The observed light-induced increase in the coordination number indicates the
formation of higher than twofold coordinated sites. This may look very unusual
because normally one would expect the occurrence of photo-induced bond breaking,
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Fig. 4.17 Raw EXAFS oscil-
lations (top) and magnitude of
Fourier transforms (bottom)
for the as-deposited and pho-
toexcited a-Se film. Reprinted
with permission from Kolobov
et al. [51]. Copyright 1997
by the American Physical
Society

and hence a decrease in the average coordination. This unusual behaviour observed
in a-Se has been interpreted as follows.

Under light irradiation, electrons from the top of the valence band, formed in this
case by lone-pair electrons, are excited into the conduction band, leaving behind
unpaired electrons in the former lone-pair orbitals. If the excited atom finds itself
close to the neighbouring chain, its unpaired electron in the formerly lone-pair orbital
interacts with lone-pair electrons of the neighbouring chain, creating an interchain
bond (Fig. 4.19). Comparison of total energies for the photoexcited atom close to
a neighbouring chain and for two cross-linked chains, shown at the bottom of the
same figure, clearly demonstrates that such a process is energetically favourable [52].
A pair of threefold neutral defect sites, 2C0

3, is therefore formed, introducing local
distortion of atoms observed as an increase in MSRD. Subsequent evolution of the
2C0

3 defect pair is described in Sect. 4.3.1.
The formation of these new interchain bonds is expected to introduce a local

distortion around the threefold coordinated sites, which would result in an increase
in the MSRD. The formation of dynamical bonds would also cause a displacement
of near-neighbour atoms. In situ EXAFS studies of photostructural changes in binary
chancogenides were also performed [53].
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Fig. 4.18 Reversible increase
in the average coordination
number and disorder in the
photoexcited state of a-Se.
Reprinted with permission
from Kolobov et al. [51].
Copyright 1997 by the Amer-
ican Physical Society

Fig. 4.19 Energy diagram of
the formation of an interchain
Se-Se bond in the photoex-
cited state. Left-side panel a
photoexcited Se atom next to
a neighbouring chain. Right-
side panel a dynamical bond
formed through interaction
of the unpaired electron of
the photoexcited Se atom and
the lone-pair electrons of the
neighbouring chain. Reprinted
from Kolobov et al. [52] with
permission from Elsevier

Raman Scattering

Further arguments for the formation of triply coordinated pairs in the photoexcited
state come from Raman scattering studies. Figure 4.20 shows Raman spectra for an
HV configuration (the electric-field vectors of the exciting and scattered light are
orthogonal) taken at 20 K [52, 55] for the same three states of the sample: annealed,
under photoexcitation and after photoexcitation.
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Fig. 4.20 Polarised Raman
scattering spectra demon-
strating an appearance of
new peaks in photoexcited
Se, Reprinted from Kolobov
et al. [54] with permission
from Elsevier

The spectrum for the photoexcited state is clearly different from those for the
unexcited sample, both prior to irradiation and after the excitation (photodarkened
but no longer photoexcited sample). New peaks at 280 and 158 cm−1 appear, none of
which have been previously reported for selenium. These two peaks provide direct
evidence of changes in the bonding configuration in the photoexcited state. A con-
clusion that “the nature of bonding during excitation is fundamentally different from
that before and after” has also been made from structural modelling [56].

It is interesting to note that a similar result, that is, the appearance of a new
peak shifted by about 25 cm−1 to higher energies as a result of photoexcitation
was observed in the binary As2Se3 glass (Fig. 4.21) [57]. That study was performed
ex situ but we believe that the very low temperature used (1.6 K) kept the photoexcited
structure stable for some time and the comparison with the in situ data is justified.

4.2.5 Why Photostructural Changes are Restricted to Vitreous
Chalcogenide Semiconductors

The top of the valence band in chalcogenides is formed by chalcogen lone-pair elec-
trons and it is believed that a change in the interaction of lone-pair electrons resulting
from the structural change is responsible for the photodarkening. The importance of
the chalcogen lone-pair electrons is further emphasised by the fact that photodark-
ening disappears in metal-doped chalcogenides. This result was obtained for the
incorporation of Cu, Ag and Zn [58, 59]. One of the reasons for the disappearance
of photodarkening could be that, upon addition of the metals, the coordination of
the chalcogen atoms increases. The chalcogen atoms become fourfold coordinated;
that is, lone-pair electrons are no longer present in Cu-doped glasses containing
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Fig. 4.21 Raman spectra
of As2Se3 glass before
(1) and after (2) illumi-
nation. Reprinted from
Cernogora et al. [57] with
permission from Elsevier

about 25 at.% of copper [60]. The nanoscale mechanism uncovered by the in situ
EXAFS [51, 52] clarifies the role of lone-pair electrons: their presence is vital for
the formation of dynamic interchain bonds through which the bond switching takes
place.

Carrier localisation, which is intrinsic to disordered structures, is another impor-
tant requirement. Upon absorption of a photon, electron–hole pairs are generated and
the non-equilibrium carriers are localised in the tail states. Should they spend there
a time comparable to—or longer than—the inverse phonon frequency, the lattice
would be able to relax. This relaxation can lead to bond switching, that is, to photo-
structural changes. This process implies that geminate recombination is important for
photodarkening. If the photon energy is larger than the optical gap, the carriers may
diffuse apart during the thermalisation process, contributing to photoconductivity
and lowering the probability of the structural relaxation. For example, a maximum
in the quantum efficiency of photodarkening of a-S and a-Se (Fig. 4.3) is clearly
observed, its position roughly corresponding to the optical gap.

Application of an external electric field can separate the carriers and this field-
induced decrease of photodarkening in As2S3 has been observed experimentally
[61]. This result suggests that geminate recombination is essential for both elemental
and compound materials. It was also reported that the applied dc field changed the
initial kinetics of photodarkening but did not have any effect on the saturated value
[62]. At the same time, it should be noted that attempts of other investigators to
reproduce the effect of external electric fields on photostructural changes have failed
(V. M. Lyubin, unpublished).
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Fig. 4.22 Photocurrents of
amorphous (solid lines) and
crystalline (dotted lines)
As2S3 as a function of expo-
sure time at 100 and 300 K
(illuminated by a Hg lamp,
50 mW/cm2), Reprinted with
permission from Toyosawa
and Tanaka [64]. Copyright
1997 by the American Physi-
cal Society

4.3 Photo-Induced Defect Creation and Modification

4.3.1 Photo-Induced Electron Spin Resonance

Binary Chalcogenides

Following photo excitation, non-equilibrium charge carriers recombine. However,
when the two excited C∗

2 sites form a pair of C0
3 defects, moving one of the lone-pair

electrons to the bonding state the corresponding empty lone-pair state is pushed up to
the antibonding state. Recombination in the excited state configuration is therefore
impossible because there are no empty states in the valence band. Bond breaking
is a necessary condition for the recombination, which means that the newly formed
bonds are essentially dynamical and disappear after photoexcitation. The dynamical
nature of the photoexcited state also has been stressed in [63].

Before the bonds break, there are non-equilibrium electrons in the conduction
band. The observed photo-induced increase in the conductivity of amorphous chalco-
genides under low-temperature excitation (Fig. 4.22) [64], found to be correlated
with midgap absorption, is most likely caused by this mechanism. No such effect
has been observed in the crystalline material. If, on the other hand, the excitation
is performed at higher temperatures where bond breaking proceeds faster, the usual
decrease [23] in the photocurrent is observed (Fig. 4.22).

After the bond breaking, unpaired electrons are created, which should result in
the appearance of an ESR signal. In the first report by Bishop et al. [65], the photo-
induced spin density was reported to be in the order of 1018 cm−3. Later, employment
of laser sources for the excitation resulted in an increase of the spin density up to
1020 cm−3 [66].

Biegelsen and Street [67] have found that photo-induced ESR kinetics in a typ-
ical material As2S3 had two components, a fast one and a slow one as can be seen
from Fig. 4.23. They suggested that the fast component was due to excitation of
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Fig. 4.23 Kinetics of photo-
induced ESR in As2S3,
Reprinted with permission
from Biegelsen and Street
[67]. Copyright 1980 by the
American Physical Society

pre-existing defects. Most likely it was this component that was observed in the
earlier study [65]. The slow component was associated with the photo-induced
creation of metastable defects. The photo-induced ESR is annealed out at around
300 K or by illumination with long-wavelength light. An important finding of the
authors [67] was that in the secondary illumination cycle, following annealing at
300 K, the kinetics changed drastically, namely, the fast component became much
larger. The authors explained this increase in the fast component by the formation
of new negative-U centres in As2S3 as a result of the photoexcitation. The number
of defects in the secondary illumination cycle was therefore much larger than the
number of the native “dark” defects, which manifested itself as an increase in the
fast component. The authors further suggested that these defects, which they argued
to be valence-alternation pairs, were also responsible for the photodarkening.

One further consequence of this work was an unambiguous proof that As2S3
had a negative correlation energy. The optically induced ESR observed previously
[65], although providing strong support, could not serve as a final proof for the
existance of negative-U because the observed spin density was less than 1018 cm−3

and chalcogenide glasses can easily have up to 1019 cm−3 impurities, such as oxygen,
that can be responsible for the observed spin density. In addition to the possibility that
the impurity itself can be ESR-active it is also possible that inclusion of an impurity
perturbs the chalcogenide network, and the observed ESR signal, although coming
from chalcogen species, may originate in the vicinity of impurities thus being caused
by their presence [68].

In a binary glass, As2S3, the signal was shown to contain four different compo-
nents. Two of the defects are annealed out at about 180 K whereas the other two are
annealed out at about 300 K [69]. The two centres that anneal out at lower temper-
atures exhibit identical inducing and annealing behaviour. They were called type-I
centres and represent about 15% of the total induced spins. One of these defects
has been identified as a SI centre that consists of a hole on a nonbonding 3p orbital
of a sulphur atom. The other one (AsI) represents an electron on a non-bonding
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Fig. 4.24 Comparison of
thermal decay of photo-
ESR and photodarkening
in As2S3. Reprinted with
permission from Hautala et al.
[69]. Copyright 1988 by the
Americal Physical Society

sp-hybridised orbital of an arsenic atom. It was argued that these centres are gener-
ated simultaneously as a result of the rupture of an As-S bond.

The more stable (type II) centres represent 85% of the induced spins. They were
identified as a hole on a non-bonding 3p orbital of a sulphur atom (SII) and an
electron on a nonbonding 4p orbital of a twofold coordinated arsenic atom (AsII).
These centres were believed to result from rupture of homopolar S–S and As-As
bonds, their relative concentration depending on the glass stoichiometry. A different
assignment of the type-II centres, namely, to bonds broken in the immediate vicinity
of homopolar bonds, was suggested in [70].

Later, from the analysis of the temperature dependence of the photodarkening
and photo-induced ESR (Fig. 4.24) it was argued that because the annealing behav-
iours were quite different, the underlying mechanisms for the two processes were
also different [69]. Below in this chapter it is suggested that, contrary to this conclu-
sion, a relationship between photodarkening and photo-induced creation of valence-
alternation pairs does exist.

Elemental Selenium

The preceding results were obtained on compound chalcogenides for which both
experiment and theory [71] demonstrate negative correlation energy for the defects.
In the case of elemental selenium the situation is more complicated. Calculations for
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Fig. 4.25 Temperature evolu-
tion of photo-ESR in a-Se; the
corresponding temperatures
(in Kelvins) are indicated next
to each curve. Reprinted with
permission from Kolobov et
al. [81]. Copyright 1998 by the
American Physical Society

a-Se have, unexpectedly, found that in a-Se the correlation energy is positive [72].
Because a-Se is an important model material its response to irradiation is treated here
in more detail following Ref. [73].

Although in the dark an ESR signal is not observed, photoexcitation results in an
appearance of such a signal. An ESR spectrum measured at 20 K is shown in Fig.
4.25 (top curve). Annealing above 150 K for 20 min results in the disappearance of
the ESR signal. Isochronal annealing experiments show that the line shape of the
ESR signal changes at successive annealing steps for Ta <100 K whereas no change
occurs at higher temperatures (Ta >100 K). This implies that at T<100 K two (or
more) centres coexist whereas at T>100 K there is only one kind of centre. The
line shape of this centre (Fig. 4.25, spectra taken after annealing between 100 and
150 K) reveals the characteristics of a triclinic centre with its principal values of
g-tensors being 2.22, 2.099 and 1.983. The spin density of the triclinic (T) centre
induced at 20 K is estimated to be 5.5×1019 cm−3. The signal for lower temperatures
can be deconvoluted into the triclinic component and another rather broad (B) and
structureless component. The g-value and the linewidth for the B-centre are 2.09 and
150 G, respectively, and the spin density at 20 K is 5.3 × 1019 cm−3. It is of interest
to note that the starting concentrations of the two kinds of photo-induced defects are
the same, indicating that the defects are created in pairs.

The annealing temperature dependencies of the spin density of the two centres
(T and B) are shown in Fig. 4.26. In the region Ta < 100 K, it is found that these two
components show complementary behaviour, namely, a decrease in concentration of
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Fig. 4.26 Temperature
dependence of concentra-
tions of triclinic and isotropic
(broad) ESR-active centres
in a-Se. Reprinted with per-
mission from Kolobov et al.
[73]. Copyright 1997 by the
American Physical Society

B-centres goes in parallel with an increase in concentration of T-centres. This result
demonstrates that the B-centres are converted into the T-centres with increasing tem-
perature, and that the T-centre is more stable than the B-centre. For Ta > 100 K, only
the T-centre is observed. Its intensity decreases with temperature increase. Finally,
at Ta > 150 K the ESR signal disappears completely.

In the subsequent irradiation cycle the ESR signal saturates much more quickly
whereas the line shape is identical to that observed in the first cycle. This result is
similar to the case of As2S3 [67] and suggests that the number of defects existing
in the semiconductor (although not ESR active any more) is larger after the primary
irradiation process and only their excitation is needed to obtain an ESR signal.

The observed high density of spins (∼1020 cm−3) clearly shows that the signal is
not caused by impurities but is intrinsic to a-Se. This result provides direct evidence
of negative-U in this material.

We now discuss the structure of the two kinds of defects. It was suggested [65] that
the more stable triclinic centre arises from a localised hole on the Se site, because the
g-shift is positive and large. If the T-centre is identical with the C1

0 centre, the unpaired
electron is located on one of the non-bonding orbitals while other orbitals are filled.
Therefore, this centre is hole-like, which is consistent with the sign of the g-shift.
On the assumption of sp-hybridization for single-bonded radicals with a fractional
s-character of 0.4 the principal values of the g-tensor have been calculated to be
g1 = 2.22, g2 = 2.075, and g3 = 2.0023 [74]. These values are in good agreement
with the experimental data and allow one to conclude that the T-centre is a neutral
dangling bond, C1

0. In addition, it is reasonable to expect that a singly coordinated
atom will be more relaxed and thus the anisotropy of the centre should clearly appear.
A triply coordinated centre will be more distorted due to the network strain and its
structure should be smeared out. In the C3

0 centre, the electron is in the anti-bonding
orbital. The degeneracy of three bonding orbitals is lifted as a consequence of the
lattice distortion. Therefore, it is expected that the C3

0 centre shows less anisotropy
(than C1

0) and a more broadened spectrum due to the disorder.
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Fig. 4.27 Photo-induced
midgap absorption in As2Se3
at 6 K. Reprinted with
permission from Bishop et al.
[75]. Copyright 1975 by the
American Physical Society

4.3.2 Photo-Induced Midgap Absorption

The irradiation of chalcogenide glasses that results in the appearance of an ESR signal
also leads to an increased absorption at about midgap energies (Fig. 4.27) [65]. The
energy range of the midgap absorption and its very broad distribution correspond to
excitation of tail states protruding deep into the gap. The induced absorption is stable
at low temperature but can be annealed out in a way similar to ESR either by thermal
annealing or by irradiation of the sample with photon energies corresponding to the
induced absorption band.

Photo-induced ESR and midgap absorption are usually attributed to the same
centres [65].

4.3.3 Photoluminescence Fatigue

Excitation of chalcogenides with continuous light causes a decrease in the photo-
luminescence intensity (the fatigue effect), which implies that after the excitation
recombination centres obtain a new metastable state that is inefficient for photolu-
minescence [65, 76]. The change in the charge state of defects resulting in an ESR
signal may also be the reason for the fatigue effect. The correlation between photo-
induced ESR, midgap absorption and photoluminescence fatigue suggests that all
these phenomena have the same underlying mechanism [67, 77].

4.3.4 Photo-Induced Change in AC-Conductivity

The photo-induced creation of neutral and charged defects causes a change in the
ac conductivity and capacitance. The underlying mechanism for ac transport was
suggested to be due to correlated two-electron hopping [78]. The kinetics of the
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Fig. 4.28 Illustration of
correlations between activa-
tion energy of creation, W and
annealing, V of metastable
defects. Reprinted with
permission from
Shimakawa and Elliott
[24]. Copyright 1988 by
the American Physical
Society

photo-induced change in capacitance has two components: fast and slow. Similar to
photo-induced ESR, the slow component is attributed to photo-induced creation of
new defects and subsequent hopping between them [79].

Photo-induced creation of valence alternation pairs results in an increase of
ac conductivity [24]. It was found that photoexcitation increases the ac conduc-
tivity, the degree of the increase being larger if the irradiation is performed at
lower temperatures. Irradiation at 90 K increases the ac conductivity by almost
an order of magnitude. Annealing results in recovery of the initial conductivity.
An interesting finding was that the change in ac conductivity induced at lower temper-
ature was also annealed out at a lower temperature (compared to the change induced
at higher temperature). An explanation for this behaviour was suggested within the
coordination-coordinate model shown in Fig. 4.28 that assumes a distribution of the
electron–phonon coupling strengths [24]. States with larger electron–phonon cou-
pling can only be optically populated at higher temperature and at the same time the
barrier separating them from the corresponding ground state is also higher, resulting
in higher annealing temperatures.

4.4 Relationship between Photo-Induced ESR and Reversible
Photostructural Change (Photodarkening)

In this section we discuss the relationship between photo-induced ESR and reversible
photostructural change that is characteristic of amorphous chalcogenides. It has
already been mentioned that after the introduction of the valence alternation pairs
model, it was suggested [92] that photo-induced charged defects created in large
concentration were responsible for photodarkening. However, in a later study of
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Fig. 4.29 Correlation between photodarkening and concentration of photo-induced VAPs.
Reprinted with permission from Kolobov et al. [81]. Copyright 1998 by the American Physical
Society

photo-induced ESR in As2S3 [69] it was argued that the origins of photodarkening
and photo-induced ESR are different.

It is important to realise that (for the example of a-Se) after annealing at tempera-
tures T > 160 K photocreated VAPs do not necessarily disappear. What disappears is
the ESR signal. Its disappearance, however, is related not to the presence or absence
of VAPs but to their charge state. The defects can become charged (e.g. C+

3 C−
1 pairs)

and hence ESR inactive, but they are nonetheless present in the sample. This fact is
clearly demonstrated by the presence of the faster component in the ESR kinetics
during the secondary irradiation process. The relative amplitude of the fast compo-
nent is a measure of the concentration of charged VAPs. In Fig. 4.29 the temperature
dependencies for photodarkening in a-Se (the data taken from [42]) and that for the
concentration of charged VAPs are shown. The two curves are normalised. A very
good agreement between the temperature behaviour of the two effects is obvious.

Furthermore, the concentrations of neutral (ESR-active) VAPs can be added on
the same scale as the charged VAPs. One can easily see that this concentration also
correlates rather well with the magnitude of the photodarkening.

The authors propose that photodarkening is closely correlated with the concen-
tration of VAPs, either neutral or charged. The underlying mechanism can be the
following. In the annealed state, the lone-pair orbitals of selenium, forming the top
of the valence band, are oriented almost perpendicular to each other to minimise the
energy of the system (Fig. 4.30, left) [80]. Any change in the atomic positions, such
as the creation of VAP defects (either neutral and hence ESR active or charged and
not detectable by ESR), results not only in displacements of the particular atoms
involved but also in displacements of their neighbours from their original positions.
This increases the repulsive interaction between the lone-pair electrons and results
in a shift of the top of the valence band upward in energy thus leading to a decrease
in the forbidden gap, that is, photodarkening. It has indeed been demonstrated that
the change in the spatial orientation of the adjacent lone-pair orbitals leads to the
formation of states at band edges [80]. The authors suggest that photo-induced VAPs
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Fig. 4.30 Normal bonding arrangement for nearest neighbour Se atoms (left). B indicates the
bonding directions, and L P the orientation of the lone-pair orbitals. For the normal bonding, the
dihedral angle is either 90 or 270◦. Upon structural rearrangement, the bonding arrangement can
change. For the extreme case a dihedral angle distortion becomes 0 or 180◦ (right) which places
the lone-pair orbitals on nearest neighbour Se atoms into a parallel alignment and results in the
formation of localised states at band edges. Reprinted after Wong et al. [80] with permission from
Elsevier

are a kind of seeds around which a structural relaxation takes place causing the
photodarkening.

The results presented previously sum up to the following atomic-scale model of
photo-induced structural change. After photoexcitation and creation of interchain
dynamic bonds, bond breaking takes place at threefold coordinated atoms, resulting
in a pair of ESR-active centres. One of the defects is singly coordinated and the other
one is triply coordinated. This neutral VAP is not stabilised by direct charge transfer.
Instead, the triply coordinated neutral defect is converted into another singly coor-
dinated defect at temperatures around 90 K and a pair of dangling bonds is formed.
At higher temperatures, pairs of singly coordinated neutral defects are transformed
into pairs of charged defects one of which becomes threefold coordinated; that is, a
charged VAP is formed. At yet higher temperatures charged defects recombine and
the initial structure of the material is restored [81]. The whole process is summarised
in Fig. 4.31 (top). A configuration diagram illustrating the structural changes during
the reversible photodarkening cycle is shown at the bottom of the same figure. Direct
calculations of light-induced changes in selenium and binary chalcogenides [82, 83]
are in agreement with this description.

At the same time, it should be noted that alternative description of the photo-
structural change has also been suggested. Thus, using ab initio molecular orbital
calculations on clusters of atoms modelling the local structure of the amorphous
system it was suggested that trigonal AsS3 pyramidal units can be transformed into
a fivefold coordinated As site having four As-S bonds and one As-As bond via a
photoionization process [84].

While structural changes in chalcogenide glasses induced by light have been the
most studied, it should be noted that rather similar changes can also be induced by
other stimuli [85, 86].
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Fig. 4.31 Schematic presen-
tation of a complete cycle
of reversible photostructural
change in a-Se. Reprinted with
permission from Kolobov et
al. [81]. Copyright 1998 by the
American Physical Society

4.5 Photo-Induced Phenomena in Liquid Chalcogens

It is interesting to note that elemental liquid sulphur and selenium also exhibit sig-
nificant photo-induced changes [87]. Here we shall briefly describe the main results
following Ref. [87].

4.5.1 Liquid Sulphur

Transient Absorption Measurements

Figure 4.32 shows a logarithmic plot of the change in transmission, �T/T, ver-
sus time for liquid sulphur at 130 ◦C, where T is the transmittance in the ther-
mal equilibrium state and �T the photo-induced change of the transmittance [88].
The wavelength of the transmitted probe light is 390 nm, i.e. corresponds to the
energy that is slightly larger than the optical gap of liquid sulphur [89] below the
polymerisation temperature Tp in thermal equilibrium. The photo-induced change,
photodarkening in this case, is clearly observed upon the illumination with a pulsed
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Fig. 4.32 Logarithmic plots
of �T/T versus time for
liquid sulphur at 130◦C after
illumination by a single laser
pulse with different intensities.
Reprinted from Sakaguchi and
Tamura [88] with permission
from IOP Publishing Ltd.

laser with an intensity of about 1.0 mJ/pulse. With increasing laser power, the value of
�T/T increases, while the relaxation time remains unchanged. With further increase
of the laser power, higher than 10 mJ/pulse, a new absorption feature with shorter
relaxation time appears. With increasing temperature, the relaxation time becomes
shorter.

Figure 4.33 shows the plots of �T/T versus time at 130 ◦C during repeated illu-
mination by a pulsed laser at 10 Hz and after stopping the illumination. Four curves
are obtained for different intensities of the laser (0.05, 0.1, 0.2 and 1.0 mJ/pulse). The
intensity of the pulsed laser is quite small compared to that used for the experiment
depicted in Fig. 4.32. When the pulsed laser with 0.05 mJ/pulse is used, �T/T grad-
ually increases with time and eventually saturates after 15 min. Assuming that the
photon energy is totally consumed for heating the sample, the temperature of liquid
sulphur is estimated to increase by 1◦ when a laser pulse (0.1 mJ/pulse) illuminates
the sample, i.e. the temperature increase of the sample is negligibly small.

After stopping the illumination, �T/T exponentially decreases. When a stronger
laser pulse (0.1 mJ/pulse) illuminates the sample, the saturated value of �T/T
becomes larger and the time to reach the saturation value becomes shorter. The
fast relaxation process becomes clearer when the intensity of pulsed laser increases.
The logarithmic plots of �T/T after stopping the illumination are shown in Fig. 4.34.
One can clearly see a crossover between the fast and slow relaxation processes. The
values of the relaxation time are 60 s and 10–20 min, respectively.

Possible Atomic-Scale Mechanisms

The faster and slower relaxation processes have been attributed by the authors to the
formation of long polymeric chains and charge-transfer complexes. The formation of
polymeric chains has been further substantiated by Shimojo et al. [90] who performed
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Fig. 4.33 Plots of �T/T ver-
sus time for liquid sulphur at
130◦C during repeated illumi-
nation by a weak pulsed laser
at 10 Hz and after stopping the
illumination. The origin of the
horizontal axis indicates the
moment at which the illumi-
nation stops. Reprinted from
Sakaguchi and Tamura [88]
with permission from IOP
Publishing Ltd.

Fig. 4.34 Logarithmic plots
of �T/T versus time for liquid
sulphur at 130◦C after stop-
ping the repeated illumination
of the pulsed laser. Reprinted
from Sakaguchi and Tamura
[88] with permission from
IOP Publishing Ltd.

ab initio molecular-dynamic (MD) simulations of an isolated S8 molecule in order
to investigate the instability of an S8 ring illuminated by a pulsed laser. They have
shown that a bond in the S8 ring is broken immediately after an electron in the highest
occupied molecular orbital (HOMO) is excited to the lowest unoccupied molecular
orbital (LUMO). This result strongly supports the possibility of photo-induced bond
breaking in the S8 ring followed by polymerisation in liquid sulphur. Figure 4.35
shows the time dependence of the S–S bond lengths in a S8 cluster. The origin of
time (t = 0) is the time at which an electron in the HOMO is excited to the LUMO.

The relaxation process was also studied by Munejiri et al. [91]. The most interest-
ing finding is that the S8 chain produced by the electron excitation does not reconstruct
the original S8 ring during the relaxation process but forms a ’tadpole-shaped’ struc-
ture (Fig. 4.36). The authors pointed out that the tadpole is very stable and suggested
that the tadpole is one of the possible structures for experimentally observed long-
living products. The tadpole has the structure that contains a threefold coordinated
site neighboured by a singly coordinated atom with dangling bond, which is remi-
niscent of an intimate VAP defect proposed to explain the photo-induced changes in
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Fig. 4.35 Time dependence of the S–S bond length in an isolated S8 ring molecule. The bond
lengths for eight S–S bonds are displayed. The origin of time is the instance at which an electron
in the HOMO is excited to the LUMO. Reprinted from Shimojo et al. [90] with permission from
IOP Publishing Ltd.

Fig. 4.36 A S8-ring,
a S8-chain with a broken
bond and a tadpole-shaped
S8-molecule appearing in the
relaxation process. Reprinted
from Munejiri et al. [91]
with permission from IOP
Publishing Ltd.

chalcogenide glasses. Unfortunately, Munejiri et al. [91] do not give any description
about the charge distribution in the tadpole.

4.5.2 Liquid Selenium

Trigonal selenium, the most stable crystalline form under normal condition, consists
of helical chains. Lone-pair electrons that are localised around selenium atoms and
do not participate in covalent bonding play a crucial role in stabilising the helical
structure of trigonal selenium [92, 93]. They occupy the highest filled states forming
the valence band, while the empty anti-bonding σ* states form the conduction band.
Between the valence and conduction bands there is an energy gap of about 2 eV,
so that trigonal selenium is a semiconductor. The bond length, bond angle and the
dihedral angle of long polymeric chains in liquid selenium near the melting point are
almost the same as those in trigonal selenium. As mentioned above, the structural
disorder in liquid selenium comes from the random variation of the sequence of
dihedral angles along the chain in liquid selenium.

The semiconductor–metal transition observed near the critical point in liquid
selenium must be related to instability of the chain structure, in which lone-pair
electrons play a crucial role.
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Sakaguchi and Tamura [94] carried out measurements of transient absorption
spectra of liquid selenium after illumination with a pulsed laser which excited lone-
pair electrons into the σ*-orbitals and observed a large change in the transmitted
light intensity upon illumination with a pulsed laser. In addition, detailed analysis
of the results suggested that the optical gap decreases with time and disappears after
0.5µs when the pulsed laser illuminates liquid selenium at 350 ◦C with the intensity
of 15 mJ/pulse. They also carried out measurements of the transient direct-current
(dc) conductivity and observed a large increase of dc conductivity by a factor 105
on the laser illumination [95].

Hoshino and Shimojo [96] asserted that photo-induced bond breaking can be
considered as an elemental process of the photo-induced semiconductor–metal tran-
sition; laser illumination may produce numerous short chains that have energy eigen-
values in the middle of the gap and have wave functions with large amplitude near the
ends of short chains. The authors suggested that, as a result of these bond breaking
acts, the gap of the electronic density of states disappears and the system becomes
metallic.

4.6 Photo-Induced Site-Selective Oxidation

While strictly speaking photo-induced oxidation is not a metastable process; it may
have serious effect on other processes and for this reason is also mentioned here.
The effect of photo-oxidation was first illustrated by a drastic decrease of sticking
coefficients of some metals (e.g. Zn and Cd) onto films of chalcogenide glasses
illuminated in air. While the growth of a metallic film starts immediately on a non-
illuminated surface, the process is greatly delayed for an irradiated area [97, 98].
Subsequent studies [99–101] demonstrated that upon exposure to air As or Ge sites
on the glass surface (in As2S3 and GeS2, respectively) were selectively oxidised
upon photoexposure in air.

We would like to note here that similar to the above, oxidation of GeTe, the
simplest representative of the phase change materials, also starts at Ge sites [102].
Photo-oxidation of Ge2Sb2Te5 has also been reported [103].
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Chapter 5
Photo-Induced Anisotropy

5.1 Optical Linear Dichroism and Birefringence

5.1.1 Photo-Induced Optical Anisotropy

The results presented in the previous chapter do not take into account the polarisation
of the incident light. It was in the late 1970s that the first publications about photo-
induced anisotropy in initially isotropic films of glassy As2S3 appeared [1–3]. Both
photo-induced dichroism (|α‖ − α⊥|) and photo-induced birefringence (|n‖ − n⊥|)
were reported. Depending on the sign of the difference, the dichroism and birefrin-
gence can be either positive and negative.

To reflect the fact that not only the value of the absorption changed upon exposure
to polarised light but also the orientation of the polarisation plane of the light played
an important role, photo-induced anisotropic effects are called vectoral, as opposed
to photodarkening that is a scalar effect.

5.1.2 Optical Reversibility of Induced Anisotropy

An important finding was that photo-induced dichroism can be reoriented by chang-
ing the polarisation of the incident light. An identical dichroism is created afterwards
in an orthogonal direction, i.e. reversal of photodichroism is possible. Should circu-
larly polarised or unpolarised light be used in the second irradiation step, the induced
dichroism is destroyed [4]. This behaviour is demonstrated in Fig. 5.1. Such reori-
entation can be performed repeatedly without any sign of a decrease in the effect.
Interestingly, this light-induced reorientation or erasure of photo-induced dichro-
ism is not associated with any change in the scalar photodarkening that continues
monotonically with exposure time (Fig. 5.1).

A. V. Kolobov and J. Tominaga, Chalcogenides, Springer Series 103
in Materials Science 164, DOI: 10.1007/978-3-642-28705-3_5,
© Springer-Verlag Berlin Heidelberg 2012
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Fig. 5.1 Kinetics of pho-
todarkening (dashed line)
and photo-induced dichroism
(solid line) in an As50Se50
film. Arrows represent lin-
ear polarisation and circles
refer to circular polarisation.
Reprinted from Lyubin and
Tikhomirov [15] with permis-
sion from Elsevier

It was subsequently found that the existing dichroism is destroyed within a time
span much shorter than that necessary for its initial creation [5, 6], and that pre-
liminary exposure of a chalcogenide film by unpolarised light also results in faster
kinetics of the anisotropic change when the film is subsequently exposed to linearly
polarised light [7, 8] as illustrated by Fig. 5.2.

5.1.3 Dependence of Photo-Induced Anisotropy
on Exposure Parameters

Light-Intensity Dependence

The rate with which anisotropy is induced increases for higher light intensities [9].
At the same time, there is no general consensus whether the saturated state of photo-
induced anisotropy depends on the intensity of the inducing light. While most groups
agree that the magnitude of the saturated dichroism remain unchanged for differ-
ent light intensities [10–12], there are also reports that the magnitude of saturated
anisotropy increases for higher intensities of the light [13]. In the latter case, how-
ever, the intensities used were rather low and it may be informative to remind the
reader that for scalar photodarkening the reciprocity between the light intensity and
exposure time holds for a wide range of intensities but deviation from the constant
saturated value was observed at elevated temperatures and/or low light intensities
[14]. It could be that the same is true for the photo-induced anisotropy but detailed
studies have yet to be performed.

Spectral Dependence

Figure 5.3 shows the excitation energy dependence of photo-induced dichroism in
As2S3 [15]. While the photodarkening efficiency (cf. Fig. 4.2) increases with photon

http://dx.doi.org/10.1007/978-3-642-28705-3_4
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Fig. 5.2 Kinetics of dichro-
ism generation and reorienta-
tion in an As50Se50 film under
the action of linearly polarised
laser light with two orthog-
onal directions of electrical
vector (x and y) when the
reorientation starts after the
dichroism saturation (a), when
the reorientation takes place
during the initial stages of
the dichroism growth (b), and
when the polarised light irra-
diation starts after prolonged
illumination with unpolarised
light (c). Reprinted from
Lyubin et al. [7] with permis-
sion from Elsevier
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energy and levels off at energies slightly above the bandgap, the efficiency of photo-
induced anisotropic effects peaks at photon energies around the bandgap (Fig. 5.3).
This results strongly suggest that anisotropic effects are temperature activated.

Reflectance difference study of photo-induced anisotropy [16] demonstrated that
the sign of the effects changes as the photon energy of the (probing) light is varied
(Fig. 5.4)
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Fig. 5.3 Excitation energy
dependence of photo-induced
anisotropy in As2S3 glass.
Reprinted with permission
from Tanaka et al. [11]. Copy-
right 1996 by the American
Physical Society

Fig. 5.4 Photo-induced
reflectance anisotropy (�r/r )
induced by x-polarised light
of an Ar+-ion laser in As2S3
(solid line) and its subsequent
reorientation upon exposure
to y-polarised light (dashed
line). Reprinted with per-
mission from Kolobov et al.
[16]. Copyright 1997 by the
American Physical Society

Temperature Dependence

Figure 5.5 shows the temperature dependence of photo-induced anisotropy. A max-
imum is clearly seen for Se and As2S3 [11] suggesting that thermal excitation is
indispensable for photo-induced anisotropy. A similar result was obtained for As2Se3
and AsSe [11, 12, 17]. At the same time, photodarkening typically increases as the
temperature is decreased (cf. Fig. 4.5). An interesting observation is that the location
of the maximum shifts with the excitation energy, namely, it moves to higher tem-
peratures for lower photon energies of the inducing light which led to a speculation
[18] that the photo-induced anisotropy is a cooperative photo-thermal process.

External Electric Field

The effect of external electric field on the photo-induced anisotropy could not be
detected irrespective of the orientation of electric field [9].

http://dx.doi.org/10.1007/978-3-642-28705-3_4
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Fig. 5.5 The photo-induced
birefringence �n induced by
bandgap illumination in Se
(open circles), As2S3 (closed
circles) and As2Se3 (crosses)
as a function of temperature
at which excitation and probe
are performed. Reprinted with
permission from Tanaka et al.
[11]. Copyright 1996 by the
American Physical Society

Thermal Erasure of Photo-Induced Anisotropy

Above we have already described the destruction of photo-induced anisotropy
through subsequent exposure to light with a different polarisation. At the same
time, similar to scalar photodarkening, induced photoanisotropy can be annealed
out thermally. Thermal destruction of the photodarkening and photodichroism has
been studied by various authors and the results are rather contradictory. Thus, while
several groups reported that dichroism disappears faster and at lower temperatures
than photodarkening [3, 15, 19, 20], there are also reports that contradict these
observations [11]. In a comprehensive review on photo-induced anisotropy [18]
Tanaka argues that this inconsistency may be caused by the fact that the vectoral
effects are rather small and accurate detection of small changes may be compli-
cated. He also points out that the anisotropy annealing may proceed differently in
different materials as is also the case for photodarkening that is annealed out grad-
ually in stoichiometric As2Se3 but has a pronounced threshold nature in As-rich
glasses [21].

The kinetics of the dark relaxation of photo-induced anisotropy were found to obey
a fractional-exponential Kohlrausch law exp(−t/τ)γ over a wide time interval except
in the initial stage when it is better described by the Debye law exp(−t/τD) [22].

5.1.4 Anisotropy Versus Photodarkening

In early papers it was suggested that photo-induced anisotropy and photodarken-
ing are different facets of the same phenomenon. Subsequent studies have revealed
substantial differences between the two processes, such as the different spectral
and temperature dependences mentioned above. Perhaps the strongest argument in
favour of the different natures of photodarkening and photoanisotropy, however, is
the fact that the largest value of photo-induced dichroism is observed in Sb2S3 and
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Fig. 5.6 Illumination scheme
for inducing linear anisotropy
by unpolarised (circularly
polarised) light. Reprinted
from Tanaka et al. [25] with
permission from Elsevier

Ge28.5Pb15S56.5 [20], that is, in materials that do not exhibit reversible photodarken-
ing.

5.1.5 Anisotropy Induced by Non-Polarised and Circularly
Polarised Light

Fritzsche’s Prediction

While in the results described above chalcogenide glasses become anisotropic under
exposure to linearly polarised light, it should be mentioned that unpolarised light may
under certain circumstances also generate anisotropy. This effect was first predicted
by Fritzsche [23] based on the fact that the polarisation vector is oriented perpen-
dicular to the Poynting vector of the light, i.e. even upon exposure to unpolarised
light the directions along the propagation of the light and perpendicular to it should
exhibit anisotropic properties.

Experimental Observations

This prediction was confirmed by Tihkomirov and Elliott who demonstrated that
unpolarised light can induce anisotropy in a chalcogenide glass (bulk As2S3I0.8 and
thin AsSe films were used) if the Poynting vector of the incident light is perpendicular
to the probing beam (for a bulk sample) or at glancing angles (for a thin film sample)
[24]. The authors concluded that the effect was not caused by dichroism of absorption
but rather was due to dichroism of scattering.

More quantitative studies of photoanisotropy induced by unpolarised light were
performed by Tanaka et al. [25]. These authors performed birefringence measure-
ments using a thick (50µm) annealed As2S3 film and a He-Ne laser. The probe light
was incident upon the front surface while the excitation beam was incident upon a
side surface and its polarisation was varied (Fig. 5.6). As the sample was excited by
the vertically polarised light, negative anisotropy was generated with a magnitude
comparable to the case when the exciting light was incident upon the front surface.
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Fig. 5.7 Photo-induced
birefringence �n in As2S3
induced by linearly (open
circles) and circularly (closed
circles) polarised light inci-
dent from a side surface as
shown in Fig. 5.6. Reprinted
from Tanaka et al. [25] with
permission from Elsevier

Subsequent exposure to unpolarised (or circularly polarised light) resulted in a
decrease in the induced birefringence. The same saturated value of birefringence was
achieved when the sample was directly exposed to the unpolarised light (Fig. 5.7).

Photo-Induced Gyrotropy

Application of circularly polarised light leads to the creation of circular anisotropy
(gyrotropy) [26]. Unexpectedly, photo-induced gyrotropy could also be induced by
linearly polarised light, although its magnitude in this case was lower than in the case
of illumination with circularly polarised light [26]. The observed gyrotropy provides
evidence for existence in As-based chalcogenides of helical structures proposed from
structural modelling [27].

A somewhat related effect, the photo-induced Faraday effect, was also observed
in various chalcogenide glasses [28]. The authors concluded that this phenomenon
was related to photodarkening.

Photo-Induced Scattering Anisotropy

In early works, photo-induced anisotropy was studied through transmission mea-
surements. It should be remembered, however, that not only absorption but also scat-
tering can effect the transmission. Photo-induced scattering has indeed been detected
(Fig. 5.8) and studied [26, 29–31]. Through angle-dependent transmission measure-
ments using carefully polished bulk As2S3 glass and a He-Ne laser it was shown
that the transmitted light intensity dropped faster for smaller angles (Fig. 5.9). The
change at higher angles was attributed to induced scattering. It was shown that the
induced scattering is anisotropic and could be reversed by changing the polarisation
of the light.

It was also found that the scattering anisotropy was anticorrelated with the trans-
mission anisotropy (Fig. 5.10) which led the authors to conclude that the whole family
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Fig. 5.8 Images of a laser beam transmitted through a 2.5 cm thick As2S3 observed on the screen
during the initial (a) and final (b) stages of illumination. Reprinted from Lyubin and Tikhomirov
[26] with permission from Elsevier

Fig. 5.9 Angular distribution
of intensity of light transmitted
through As2S3 sample as a
function of irradiation time.
Reprinted from Lyubin et al.
[29] with permission from
Elsevier

Fig. 5.10 Kinetics of trans-
mittance anisotropy (1) and
scattering anisotropy (2)
changes induced by two
orthogonal polarisations of
the light. Reprinted from
Lyubin et al. [29] with
permission from Elsevier

of photo-induced anisotropy has scattering anisotropy as its basis [29, 30]. This point
of view, however, is not generally accepted and it was argued that the scattering is
not genuine but results from the formation of self-focusing structures [32] formed
through photo-induced refractive index change.
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5.2 Photo-Induced Anisotropy of Other Properties

While most studies concentrate on photo-induced anisotropy of optical properties,
exposure to polarised light also causes anisotropic changes in other properties of
chancogenide glasses as will be reviewed below.

5.2.1 Anisotropic Photoluminescence

The photoluminescence of chalcogenide glasses depends on the polarisation of the
light [10, 33]. The effect was called the “polarisation memory”. It was subsequently
reported that in Ge-S glasses optical anisotropy of the luminescence and photo-
induced anisotropy in absorption had different composition dependencies [34]. From
this result it was suggested that the polarisation memory of the photoluminescence
should not be considered as a manifestation of the structural change that results in
anisotropic optical properties.

5.2.2 Anisotropy of Photoconductivity

Photo-induced optical anisotropy is accompanied by photo-induced anisotropy of
the photoconductivity. As the former, the latter is also optically reversible [35, 36].
The authors relate the photo-induced anisotoropy of the conductivity to the formation
and reorientation of microanisotropic fragments in the glass, similar to the case of
optically induced anisotropy.

5.2.3 Polarised Photodoping

Provided photodoping (see Chap. 7) is performed using linearly polarised light, a
large photodichroism is induced [37]. An essentially similar value of photodichroism
albeit with a faster generation rate can be induced by the same light on a sample
previously photodoped with unpolarised light. Interestingly, when the authors tried
to induce absorption anisotropy in a sample that was pre-doped with Ag thermally,
the magnitude of the effect was much smaller and the sign of the induced dichroism
changed.

5.2.4 Anisotropic Optomechanical Effect

Using AsSe deposited atop of a cantilever Krecmer et al. [38] have found that expo-
sure to linearly polarised light causes reversible polarisation-dependent nanocon-
traction and dilatation [38, 39]. The observed optomechanical effect correlates with
the photo-induced dichroism. The authors have demonstrated that contraction occurs

http://dx.doi.org/10.1007/978-3-642-28705-3_7
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along the direction of the electric field of the inducing light while the material expands
in the orthogonal direction and proposed that this effect may be used for optically
controlled nanoindentors.

5.2.5 Anisotropic Mass Flow

The exposure of chalcogenide glasses to linearly polarised light results in an
anisotropic volume change (Fig. 5.11) suggesting anisotropic mass flow under pho-
toexcitation with linearly polarised light [40]. It is not clear whether the created relief
can be erased by changing the polarisation of the acting light.

5.2.6 Macroscopic Anisotropic Deformations

Exposure to rather low intensity light of As2S3 flakes (lying on a frosted glass
plate) with thicknesses of 1–10µm and surface areas such that the complete area
was irradiated resulted in a rather unusual response [41, 42]. Upon illumination
by 2.3 eV light, the flake first curls cylindrically in U-shape with the cylinder
axis perpendicular (horizontal in Fig. 5.12) to the electric field (vertical) of light
(panel b). In some cases, the flake tends to stand up on the substrate. Then, the
cylinder elongates in the perpendicular direction reducing the projected sample
size parallel to the electric field (panel c), and finally, becomes spirally shaped
(panels d).

The explanation of this unusual behaviour has been offered in terms of radiation
force (torque) and photo-induced fluidity [41, 42].

5.2.7 Anisotropic Photocrystallisation

In 1997 three groups independently reported anisotropic crystallisation of selenium
and Se-based films [43–45]. Once crystallised, the induced dichroism could not be
reversed.

Figure 5.13 shows the maximum induced birefringence in Se as a function of
temperature [44]. One can see a rather small change at temperatures below Tg

that is related to the reversible photo-induced anisotropy within the amorphous
phase described earlier. Photo-induced birefringence disappears around Tg and then
exhibits a very strong peak around 350 K indicative of crystallisation [44]. The sharp
drop at higher temperatures was attributed to the onset of isotropic thermal crys-
tallisation. From X-ray diffraction studies the same authors concluded that in the
crystalline phase Se chains align perpendicular to the polarisation vector of the light.
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Fig. 5.11 a An AFM image
of an area exposed by lin-
early polarised light (power
ca. 10 mW, exposure time
ca. 480 s, illumination spot
size ca. 40–50µm) (verti-
cal axis is in nm and the
horizontal axis is in µm). b
Surface profile probed along
the polarisation direction. c
Surface profile probed per-
pendicular to the polarisation
direction. Reprinted with per-
mission from Saliminia et al.
[40]. Copyright 2000 by the
American Physical Society

It is of interest to note that simultaneous exposure of an amorphous Se film to two
linearly polarised laser beams with different wavelengths (λ= 676 nm andλ= 488 nm)
may result in both an increase and a decrease in the crystallisation rate depending on
the mutual orientation of the polarisation planes of the two beams [46]. Thus if the
two beams are polarised in the same direction the crystallisation is suppressed, while
for the orthogonal polarisations the crystallisation speed is increased (Fig. 5.14). The
result was explained in terms of different response of Se electrons to sub-bandgap
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Fig. 5.12 Photo-induced deformations of As2S3 glass flakes induced by 2.3 eV (532 nm) light with
an intensity of 40 mW and a vertical polarisation axis. The green bars represent the polarisation
direction, and indicate the length of 0.1 mm. a a 4-µm-thick flake placed on frosted glass exposed
for b 0.25, c 4 and d 17 h. Reprinted with permission by Japan Society of Applied Physics from
Tanaka [41]

and super-bandgap photons. Obviously, such an effect is only possible if the process
is due to photoexcitation. Should the crystallisation have been simply due to laser-
induced heating effect, the crystallisation rate would not have changed depending on
the polarisation of the light.

5.3 Structural Studies

Structural studies of photo-induced anisotropy were first conducted by Tanaka et al.
[11] who used an X-ray diffraction technique to investigate photo-induced anisotropy
in As2S3. The observed results were interpreted within a layer-cluster model (see
below).
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Fig. 5.13 Maximal photo-
induced birefringence in Se
as a function of the temper-
ature at which the sample is
exposed to linearly polarised
light (λ = 633 nm and
W=300 mW/cm2). Reprinted
with permission from Ishida
and Tanaka [44]. Copyright
1997 by the American Physi-
cal Society

Fig. 5.14 Comparison of
modification of Raman spec-
tra of an a-Se film photocrys-
tallised by irradiation with the
676 nm light of a Kr+-laser
(400 W/cm2) solely (a) and
simultaneously with irradia-
tion by the 488 nm light from
an Ar+-laser (200 W/cm2)
whose polarisation plane is
oriented parallel (b) and per-
pendicular (c) to that of the
Kr+-laser light. The peak
located at 255 cm−1 is char-
acteristic of the amorphous
phase and the emerging peak
located at 237 cm−1 arises
from the crystalline phase.
Irradiation time (in min) is
indicated next to each curve.
Reprinted with permission
from Roy et al. [46]. Copy-
right 1998 by the American
Institute of Physics

Subsequent X-ray absorption studies performed on elemental selenium have found
that the Se-Se bond lengths were the same for the two orthogonal directions. At the
same time, a reversible shift in the K-edge absorption as a function of the polari-
sation of the light with respect to the probing X-rays has been detected (Fig. 5.15).
The authors concluded that the photo-induced anisotropy results not from the bond
elongation but from bond reorientation in the direction selected by the light polarisa-
tion. Namely, the irradiation with linearly polarised light results in the formation of
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Fig. 5.15 Kinetics of the
light-induced K-edge shift
upon exposure of amorphous
Se to linearly polarised light
whose orientation is varied.
The mutual orientation of
the polarisation planes of the
light and X-rays is shown at
the bottom. Dotted lines are
guides for the eye and grey
bars indicate the reproducibil-
ity in repeated measurements
(uncertainties). Reprinted with
permission from Kolobov
et al. [47]. Copyright 2001
by the American Physical
Society

quasiparallel chains with the c-axis oriented perpendicular to the polarisation plane
of the light [47].

5.4 Models of Photoanisotropy

In early works (e.g. [3]), it was suggested that the mechanism responsible for
photodichroism was identical to that of scalar photostructural changes assuming
the existence of randomly oriented microanisotropic fragments in chalcogenide
films. However, later studies [15, 20] have clearly demonstrated differences between
the two processes such as different inducing kinetics, different annealing kinetics
and, finally, the possibility of inducing photodichroism in films that do not exhibit
reversible photodarkening. It seems more likely that photodarkening and photo-
induced anisotropic effects are independent and different mechanisms are responsible
for these two effects.

The first comprehensive phenomenological model has been suggested by Fritzsche
in [23, 48, 49] who suggested that chalcogenide glasses are locally strongly
anisotropic and these anisotropic microvolumes can be grouped into three categories
depending on the direction of the projection of their dielectric tensor (along axes
x, y or z). In a macroscopically isotropic glass the numbers of the microvolumes are
equal; that is, Nx = Ny = Nz = N/3, where N is the total number of anisotropic
microvolumes. On irradiation with linearly polarised light (in the z-direction), the
absorption predominantly takes place in microvolumes oriented along the z-axis.
The local structural change in the microvolume can either change the anisotropy of
the microvolume or leave it intact. In the former case, the microelement is lost for the
z-polarisation and a redistribution takes place (Fig. 5.16):
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Fig. 5.16 Dielectric ten-
sor ε̃ after exposure to
linearly polarised light (a)
and to unpolarised light (b).
Reprinted with permission
from Fritzsche [23]. Copy-
right 1995 by the American
Physical Society

− �Nz = �Nx + �Ny (5.1)

This process is more important in the case when the excitation photon energy is
close to that of the forbidden gap. At higher photon energies, photocreated electron-
hole pairs can drift apart. This reduces their chance to recombine geminately and
leads to a loss of the correlation between the polarisation of the incident light and
the resultant changes in the local anisotropies in agreement with the experimentally
observed spectral dependence of photo-induced anisotropy.

An important prediction of this model is the possibility of inducing optical
anisotropy by unpolarised light. In this case, the bonds oriented perpendicular to
the k vector and parallel to the E vector of the light will be most absorbing and
anisotropy between the direction of the light propagation and the plane of the E and
H vectors of the light should be observed. This prediction has been subsequently
confirmed experimentally [24, 25].

Lyubin and Tikhomirov were the first to suggest that photo-induced anisotropic
effects arise from the interaction of light with native defects or weak bonds in the
glasses whose excitation energy should be below Eg . It was argued that light can
reorient such native defects without changing their dipole moments (involved in
the optical absorption matrix element). In this case photo-induced anisotropy is not
accompanied by a change in the absorption [15].

An extension of this model was the suggestion that photo-induced defects may
also play a role. Within this approach it is natural that the initial creation cycle is
slower than subsequent reorientation cycles or that the preliminary exposure results
in a higher rate of anisotropy generation. Analogous to photo-induced ESR it was
speculated that initial exposure results in the generation and re-orientation of defects
while subsequent cycles only act to reorient the already existing defects, which
accounts for the faster kinetics during the subsequent cycles.
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Fig. 5.17 The flip of the pyramid involving an IVAP centred at a C+
3 atom proposed to be respon-

sible for photo-induced anisotropy in a-Se (top). The IVAP configuration before optical excitation
(middle). The transient configuration after optical excitation, in which the electron excited from
a lone-pair orbital of the C−

1 atom is trapped in an anti-bonding orbital localised at the C0
3 atom.

The C0
3 atom has the possibility to tunnel through the plane, shown hatched, to the mirror-image

position represented by the dotted bonds (bottom). The final metastable IVAP conguration, after the
pyramid flip, proposed to be responsible for photo-induced anisotropy. Reprinted with permission
from Tikhomirov et al. [17]. Copyright 1997 by the Americal Physical Society

Regarding the microscopic models of the anisotropic centres, various possibilities
have been suggested. One group of models considers anisotropy to be a result of bond
flipping at intimate valence alternation pair sites [17] and is schematically illustrated
in Fig. 5.17.

The authors of this model argue that the concentration of native defects present in
amorphous chalcogenides is sufficient to explain the experimentally observed values
of the anisotropy [50]. A related explanation was offered to account for the reversible
anisotropic dilatation and contraction [38] which did not consider the presence of
VAPs and also assumed the flipping of the bonding plane.

Because the sign of anisotropy depends on the energy of probing photons it was
argued that anisotropic formation of dynamic interchain bonds was followed by the
redistribution of spatial orientation of bonding and non-bonding electrons [8, 16].
Reorientation of the bonds provides a natural explanation of the photo-induced
anisotropy (Fig. 5.18).
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Fig. 5.18 Excitation of lone-pair electrons with linearly polarised light results in the formation of
additional (interchain) bonds. Subsequent recombination leads to spatial redistribution of bonding
and non-bonding electrons. Reprinted with permission from Kolobov et al. [8]. Copyright 1997 by
the American Physical Society

Fig. 5.19 Schematic illustrations of an oriented layer cluster which may be produced with illu-
mination by light linearly polarised along the x , y and z directions. Only one oriented cluster is
illustrated for simplicity. Reprinted with permission from Tanaka et al. [11]. Copyright 1996 by the
American Physical Society

Although most researchers agree on the importance of charged VAPs, there are
alternative explanations. For example, an explanation involving quasi-molecular
defects, as argued by its authors, provides a better explanation for photo-induced
gyrotropy [51]. Another approach (Fig. 5.19) is based on the assumption that rem-
nants of crystalline layers are present in the glass and their presence and orientation
can account for the observed anisotropy [11]. In a sense the latter model is close
to the approach to photodarkening suggested in [52], which is also based on the
assumption that small layer-like fragments exist in the glass.

While the majority of models consider photo-induced anisotropy in terms of
photon-assisted rearrangement or rotation of some intrinsic structural units, in [53,
54] a model considering photo-induced anisotropy as a purely electronic phenomenon
was also proposed. This model relates photoanisotropy to photogeneration of oriented
electron-hole pairs. Within this framework, reversible reorientations of the anisotropy
axis are interpreted as photostimulated generation of new geminate pairs in parallel
to photon-assisted relaxation of the old pairs rather than photostimulated rotation of
existing dipoles.
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Chapter 6
Photo-Induced Change of the Phase State

6.1 Photocrystallisation

6.1.1 Photocrystallisation of Selenium

Amorphous selenium is known to crystallise readily. Several works have been
reported on the photocrystallisation of a-Se. Dressner and Stringfellow [1] reported
that the radial growth rates of spherulitic crystals in a-Se films are sharply enhanced,
by an order of magnitude, upon irradiation with light that has a wavelength shorter
than a critical value. Based on the observation that the crystal growth rate was con-
trolled by the production of electron–hole pairs and not by the density of the absorbed
flux, they have concluded that this behaviour reflects primarily the photo-, rather than
the thermal, effect of the irradiation. The transformation of Se from the amorphous to
crystalline state depends strongly on the power of laser irradiation with pronounced
threshold behaviour [2]. Anisotropic crystallisation of a-Se under the action of lin-
early polarised light [3–7] is another strong argument in favour of the electronic
nature of this process.

PhotocrystalIisation has been shown to have a complicated behaviour if induced
by simultaneous irradiation of the two lasers (Kr+, λ = 676 nm, and Ar+, λ =
488 nm) and can be either enhanced or slowed down depending on polarisation
geometry of the two beams (cf. Fig. 5.14) [8]. Thus while for the case in which the
polarisation planes of the two light sources are oriented perpendicular to each other
the photocrystallisation rate is enhanced, for the parallel orientation suppression of
the photocrystallisation rate is observed. It has been suggested that crystallisation
induced by sub-bandgap light (Kr+ laser) and cross-bandgap light (Ar+ laser) have
different mechanisms and opposite polarisation dependencies. Crystallites induced
by one light source can be either enhanced or destroyed by the other light source.
The observed photoamorphisation of a partly crystallised a-Se film (Fig. 6.1) [8]
supports this suggestion.
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Fig. 6.1 Photoamorphisation
at 77 K of a partially crys-
tallised a-Se film. The
“crystalline” peak located
at 237 cm−1 (1) disappears
upon photoillumination (2).
Reprinted from Kolobov and
Ka. Tanaka, [9] with permis-
sion by Elsevier

6.1.2 Crystallisation of Phase-Change Materials Through the Use
of Coherent Phonons

While the crystallisation process in phase-change materials is generally believed
to arise from laser- or current pulse-induced heating, it has been recently demon-
strated that using coherent phonons excitation the layered GeTe/Sb2Te3 structures
(cf. Sect. 8.3.1) can be switched between two structural states using energy that is
not sufficient to heat the material. Figure 6.2 shows the effect of the time interval
between two change-inducing pulses. As the delay time gets to 276 fs, i.e. the value
corresponding to the frequency of the crystal-like mode, harmonic oscillations are
resonantly enhanced (panel (a)). At the same time, the peak position of the local A1
mode shifts from 3.84 THz corresponding to the amorphous-like phase to 3.68 THz
corresponding to the crystal-like phase [10].

It is interesting to note that the exposure of the structure to intense fs pulses results
in the transient softening of the network (Fig. 6.3) during ca. 600 fs following the
pulse as is evidenced by the frequency kinetics of the local A1 mode. After this the
frequency either reverts to that of the initial state (in case of a single pulse) or levels
off at the level corresponding to the crystal-like phase (in case of coherent excitation)
[10].

The authors of Ref. [10] conclude that the pump pulse pair selectively modulates
the bonding of Ge-Te in the covalently bonded fragments of the amorphous-like phase
(referred to as GeTe4 in the cited work) making Ge atoms migrate into octahedral
symmetry positions charascteristic of the crystal-like phase along the [111] direction.
The process supposedly requires little energy because chemical bonds in the excited
state are more easily reconfigured than in the ground state [11].

http://dx.doi.org/10.1007/978-3-642-28705-3_8
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Fig. 6.2 Coherent vibrations excited in the “amorphous” phase by the pump pulse pair as the time
interval �t between the pulses is varied (a). Fourier-transformed spectra from the time-domain date
demonstrate that the frequency of the local mode A1 shifts to lower frequencies (b) as is also shown
in (c). Reprinted from Makino et al. [10] with permission from Optical Society

Fig. 6.3 Transient frequency
of the coherent A1 mode
obtained by a wavelet analysis
from the time-domain signal
with single and pump-pulse
pair excitations. Reprinted
from Makino et al. [10] with
permission from Optical
Society
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Fig. 6.4 X-ray diffraction
patterns (CuKα radiation)
of (a) as-evaporated, (b)
crystallised, and (c) photo-
vitrified As50Se50 film on
a silica substrate. Reprinted
from Elliott and Kolobov [12]
with permission from Elsevier

6.2 Photo-Induced Loss of Long-Range Order

6.2.1 Athermal Photoamorphisation

As50Se50

An As50Se50 film crystallised on a silica glass substrate becomes amorphous again
if irradiated by continuous low-intensity light [12–16]. XRD patterns of thermally
crystallised and illuminated amorphous films are shown in Fig. 6.4. This change
appears to be athermal because the light-induced heating is negligible.

Amorphisation, therefore, does not take place by conventional local melting and
subsequent quenching to the vitreous phase. The positions of crystallised films cor-
respond to the XRD powder pattern of As4Se4. Realgar-like As4Se4 is a molecular
crystal [17]. The molecular structure of the crystallised film is further confirmed
by Raman scattering data [15] (Fig. 6.5) where the spectrum of the crystal exhibits
numerous narrow peaks characteristic of a molecular solid. Interestingly, after pho-
tocrystallisation no trace of molecular modes is left: the Raman spectrum of the pho-
toamorphised material exhibits a single broad peak characteristic of a cross-linked
amorphous solid.

Each As4Se4 molecule (Fig. 1.16) has two intramolecular homopolar As–As
bonds; the shortest intermolecular separation (3.42 Å) is between an As atom in one
molecule and a Se atom in the other. The As–As bond within the As4Se4 molecule
(2.57 Å) is significantly longer than in, say, a-As (2.49 Å) and the As–As-Se bond

http://dx.doi.org/10.1007/978-3-642-28705-3_1


6.2 Photo-Induced Loss of Long-Range Order 127

Fig. 6.5 Raman spectra
of As50Se50 film in the
crystallised (a) and photo-
amorphised (b) states.
Reprinted from Kolobov and
Elliott [15] with permission
from Elsevier

angle subtended at either one of the As atoms comprising the As–As bonds (101.2◦)
is also larger than the average bond angle in a-As (98◦). The authors conclude that
such intramolecular bonds are rather strained and, as a result, the electronic states
associated with these bonds are likely to be at, or just above, the top of the valence
band [12, 15]. Optical illumination might be expected preferentially to involve the
excitation of such states, leading to bond scission; homopolar As–As bond formation
could then be formed between closest atoms of neighbouring molecules, leading to
a more cross-linked, and amorphous, structure. In addition, intramolecular As-Se
bonds may also be broken upon illumination, giving rise to intermolecular As-Se
bonds formation.
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Fig. 6.6 Raman spectra for
As2S3 (orpiment) at T = 36 K,
after excitation by a Kr+
laser (λ = 568.2 nm): 1, I =
1 W/cm2); 2, I = 3 W/cm2);
3, I = 8 W/cm2). Reprinted
from Frumar et al. [18] with
permission from Elsevier

As2S3 and a-Se

Photo-induced amorphisaton has also been observed in As2S3 [18] (Fig. 6.6). In the
case of As2S3, the starting material was natural orpiment crystals. When irradiated
by Kr+ laser light (λ = 568 nm) the spectrum gradually transforms and a broad
feature characteristic of a glass emerges. Investigation of the temperature dependence
of the process led the authors to the conclusion that amorphisation has essentially
an electronic and not a thermal origin. Photoamorphisation of partially crystallised
a-Se films has also been reported [8] (Fig. 6.1).

The fact that photo-induced athermal amorphisation has been observed in several
different chalcogenide alloys indicates that this phenomenon may be rather general.
Later in this volume, photo-assisted amorphisation of Ge2Sb2Te5 is also described
(cf. Sect. 11.1.4).

6.2.2 Photo-Induced Viscosity/Fluidity

In a series of experiments Nemilov and Tagantsev [19–22] demonstrated that the
equilibrium viscosity of chalcogenide glasses decreased under the action of light.
Among the most interesting findings was an observation that the influence of light
on viscosity decreases with increasing temperature. The term ‘photoviscous’ was
suggested to account for the athermal nature of this effect.

Subsequently, deformation of flakes of As2S3 under a combined action of light
and mechanical stress was demonstrated and the term ‘photofluidity’ was suggested
[23]. It was also found that while in the dark sample fluidity increases with an increase
in temperature, in the case of photo-induced fluidity the trend is the opposite: the
lower the temperature, the more “fluid” the glass becomes under photoexcitation

http://dx.doi.org/10.1007/978-3-642-28705-3_11
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Fig. 6.7 Temperature dependencies of dark and photo-induced viscosity. Opposite behaviours
demonstrate that the mechanism of photofluidity is not of thermal origin. From Hisakini and Tanaka
[23]. Reprinted with permission from AAAS

Fig. 6.8 Reflected light microphotographs. a Laser light focused into the spot with a diameter of
30 µm. An interference structure of the spot is due to an interference filter installed into the laser
path. b a-Se film illuminated with the laser spot shown in (a) for 5 min at 77 K. Reprinted with
permission from Poborchii et al. [25]. Copyright 1999 by the American Institute of Physics

(Fig. 6.7). The opposite tendencies for photo-induced and dark viscosities are a
clear proof that the effect originates from the electronic excitation of the system and
not from heating due to light absorption. Two possible mechanisms were suggested,
namely, (i) an interchange of covalent bonds through bond rupture and rebonding
and (ii) weakening of the intermolecular bonds.

For a recent review of photoplastic effects in chalcogenide glasses the interested
reader is referred to [24].

6.2.3 Photomelting of Selenium

It has also been found that selenium, in both amorphous and crystalline forms, can
be melted by light at temperatures as low as 77 K [25]. The photomelting was studied
visually using an optical microscope (Fig. 6.8) and by Raman scattering.
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Fig. 6.9 (top) Evolution
of Raman spectra of bulk
polycrystalline t-Se at 77 K
during illumination; (bottom)
XX and YY configurations at
77 K after illumination with
a light polarised parallel to
the X axis. Reprinted with
permission from Poborchii et
al. [25]. Copyright 1999 by the
American Institute of Physics

The results of the Raman scattering study are shown in Fig. 6.9. The growing
peak at 252 cm−1 corresponds to the increased fraction of the disordered phase.
Special care was taken to exclude the possibility that this effect is caused by heating
due to light absorption. In particular, comparison of the Stokes and anti-Stokes peak
intensities demonstrated that the temperature rise in this process did not exceed 10◦.

It was further found that the “amorphous” peak at 252 cm−1 was strongly polarised
(Fig. 6.9, bottom panel). This result indicates that quasi-free chains produced as a
result of photo illumination are strongly oriented with respect to the polarisation of
the excitation light. The authors concluded that photomelting of selenium is asso-
ciated with breaking of interchain bonds between Se chains oriented parallel to the
polarisation plane of the inducing light [25].

Athermal photomelting has also been studied by computer simulations and the
obtained results suggested that “the occupation of low-lying conduction states gives
already weakly bonded atoms additional freedom to diffuse in the network and in
extreme conditions to photomelting, while conventional thermal diffusion depends
on the lattice dynamics of atoms” [26].
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Chapter 7
Photo-Induced Phenomena in
Chalcogenide-Metal Structures

The processes described in the previous chapters are observed in “pure”
chalcogenides. The presence of an additional layer of metal such as silver allows
for additional processes that involve structural modification. This chapter describes
the general features of such processes. For more information, the interested reader
is referred to reviews [1, 2].

7.1 Photodoping

7.1.1 Photodissolution

In the mid-1960s Kostyshin et al. [3] reported that illumination of a double-layer
structure consisting of a chalcogenide glass and silver by light results in the rapid
dissolution of the metal. The process is usually referred to as photodoping although
the amount of metal dissolved in the chalcogenide glass can reach 30 at.%. Alternative
terms to refer to this process are photodiffusion and photodissolution. Schematically
the process is illustrated in Fig. 7.1.

Dissolution kinetics is usually studied by monitoring either the resistivity or the
optical transmission of the metallic layer [2, 4]. Alternatively, the use of the X-ray
diffraction intensity to monitor the thickness of the layer has been proposed [5].
Usually, three stages are observed, namely, (i) an induction period, (ii) effective
dissolution stage and (iii) the completion slowdown stage (Fig. 7.2).

While an induction period has been reported to exist prior to beginning of effi-
cient dissolution, it was argued that the latter was due to the formation of a thin oxide
layer between the chalcogenide and the metal [6–9]. Alternative explanations for the
existence of the induction period have been suggested in terms of the formation of
dendrites located at metallic grain boundaries and the induction period was asso-
ciated with the formation of a continuous doped layer through a process of lateral
diffusion [5, 10].
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doped  chalcogenideundoped chalcogenide
substrate

Ag layer

Fig. 7.1 Schematics of the photodissolution process

The dissolution process proper has been reported to obey both linear [4, 11]
and square-root [12, 13] time dependencies. This difference has been interpreted
by a competition of two limiting factors. When the penetration of silver through
the boundary limits the process rate one would expect a linear time dependence.
On the other hand, for larger amounts of dissolved silver when diffusion through
the doped region becomes the rate-limiting step, the square-root time dependence is
anticipated [14].

When the overall process rate becomes diffusion limited, the diffusion coefficient
calculated from kinetic curves [15, 16] is Dopt

Ag = 1.16 · 10−11 cm2 s−1 (the light

intensity used in the experiment was 200 mW/cm2) compared to the value of ther-
mal diffusion coefficient Dtherm

Ag = 4 · 10−14 cm2 s−1 for Ag+ ion self-diffusion in

darkness has been reported [17]. A similar result, namely that Dopt
Ag >Dtherm

Ag by three
orders of magnitude was also obtained in [18].

The activation energy of the photodissolution (Ea ∼ 0.1–0.3 eV, temperature
range of 20–120 ◦C) decreases significantly compared to thermally activated silver
diffusion and dissolution (Ea ∼ 1.3 eV, in a temperature range of 20–120 ◦C) in the
dark [15].

While photodissolution of silver is most studied, group II metals such as Zn or Cd
in contact with chalcogenides can also dissolve in the latter and this process changes
upon exposure to light [19–21].

7.1.2 Lateral Diffusion

Lateral Diffusion on Insulating Substrates

Of special interest is the so-called lateral diffusion when silver diffuses in the direction
parallel to the chalcogenide-metal interface as illustrated in Fig. 7.3 where lateral
diffusion of silver in As2Se3 has been studied using an optical transmission method
[22]. Several important conclusions have been drawn for this experiment. Firstly, the
constant transmission of the doped region clearly indicates that the concentration
of silver is constant in the doped region. Secondly, the diffusion process essentially
stops after the metallic layer is exhausted suggesting that the process is only possible
in the presence of the metallic source.



7.1 Photodoping 135

Fig. 7.2 Kinetics of Ag photodissolution process in As2S3 showing the induction period (stage1),
photodissolution proper (stage 2), and the exhaustion regime (stage 3). Reprinted from Goldschmidt
and Rudman [4] with permission from Elsevier

The lateral diffusion process has a strong compositional dependence and is much
slower in sulphide glasses despite very efficient photodissolusion in them [22]. Of
interest is the result of Ag diffusion in Ni- and Bi-doped chalcogenides [23]. In the
former case when the conductivity stays p-type with doping, a monotonic increase
in the lateral (thermal) diffusion rate has been observed; in contrast, in the Bi-doped
samples an initial increase in the lateral diffusion was followed by a sharp drop with
an increasing Bi content at the concentration when the conductivity type changed
from p-type to n-type clearly suggesting the role of mobile electrons in the diffusion
process.

Lateral Diffusion on Conducting Substrates

A number of investigators found that the lateral diffusion is enhanced if the chalco-
genide layer is evaporated onto conductive substrates [24–26]. This result has lead
to the conclusion that transport of electrons, that is necessary to preserve the overall
neutrality, is the diffusion-limiting step [25, 27]. Since the electronic conductivity of
chalcogenides is rather low, the presence of a conductive substrate, that can be used
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Fig. 7.3 Lateral diffusion of silver in As2Se3 films monitored by optical transmittance. The exper-
imental arrangement used is illustrated at the bottom of the figures. a Results for a layer of As2Se3
(500 Å thick) with an overlayer of 650 Å Ag film, the sharp edge of which is illuminated with light
(380 nm, 4 mW cm−2) for (1) 0 min, (2) 5 min, (3) 30 min, (4) 60 min and (5) 80 min. b Results for
the boundary between Ag-doped and undoped As2Se3 when no metallic silver is present: (1′) 0 min,
(2′) 20 min, (3′) 150 min. Reprinted from Yamaguchi et al. [22] with permission from Elsevier

as a source of electrons to ensure the charge neutrality of the doping front, enhances
the diffusion rate because the electrons can pass laterally through the metal without
the need to travel through the doped region.

It was subsequently demonstrated that the enhancement of the diffusion rate also
depends on the chemical nature of the metal: the diffusion increase was the strongest
for gold and nickel and hardly enhanced at all for samples containing an Al conducing
layer [23, 28] although it cannot be excluded that the Al layer was oxidised and the
oxide layer prevented electrons from effectively contributing to the Ag diffusion.

Lateral Migration

When lateral processes are considered, one should also take into account a differ-
ent process, namely, lateral migration. This process was first reported in [29, 30]
and consists of the transfer of silver from the non-illuminated region to illuminated
regions when a double Ag-chalcogenide layer is illuminated through a mask with a
sharp edge.

7.1.3 Diffusion Mechanism

Understanding the photodiffusion mechanism requires answers to the following ques-
tions: (i) the charge state of propagating Ag particles, (ii) the nature of
silver–chalcogenide interaction, and (iii) the location of actinic light absorption.
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Fig. 7.4 The effect of an
electronegative substrate on
the final stage of Ag dissolu-
tion. When the chalcogenide
film is deposited directly onto
a glass substrate, the excess
silver remains on top (a); at
the same time if an additional
electronegative metal layer is
present, the excess silver is
transferred to the bottom (b)
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It is generally believed that Ag-doped chalcogenide glasses are solid electrolites and
silver diffuses as positively charged Ag+ ions with a flux of electrons in the same
direction or a flux of holes in the opposite direction ensuring the overall charge
neutrality.

This conclusion was initially drawn based on the effect of an electrical field
on the diffusion rate [24, 31, 32]. This idea was subsequently developed in Ref.
[23] where the authors used structures containing an additional metallic layer
(Fig. 7.4). The authors have demonstrated that dissolution of Ag strongly depends
on the electronegativity of the lower metal layer. If the electronegativity of the metal
(substrate) is higher than that of the silver, the dissolution of silver continues and the
excess silver (compared to Ag solubility limit in the chalcogenide layer) is deposited
on the electronegative metal in form of metallic silver. This process, analogous to the
dissolution of the electropositive electrode in a solid galvanic cell, strongly supports
the suggestion that silver dissolves as positively charged ions.

Step-Like Concentration Profile

The fact that the silver concentration in the doped region is constant with a step-like
concentration profile [22] has been accounted for by the observation that there are
two separated glass-formation regions in the Ag-As-S system [33–35] (and possibly
others) as illustrated by Fig. 7.5. The existing immiscibility gap [27] in the glass-
formation diagram naturally accounts for the observed experimental result.



138 7 Photo-Induced Phenomena in Chalcogenide-Metal Structures

Fig. 7.5 Glass-formation regions in the Ag-As-S system, redrawn after Kawamoto et al. [33]

The current consensus is that photodissolution of silver is a photo-enhanced (per-
colation) chemical reaction between silver and chalcogenides [27, 36, 37]. Exposure
to light modifies the electrochemical potential of the system and thus changes the
dissolution process.

Location of Actinic Light Absorption

The most convincing results considering the location of actinic light absorption were
obtained using lateral diffusion approach that allowed the authors to illuminate selec-
tively the metal, chalcogenide, metal/doped boundary, and doped/undoped boundary
[22]. The experimental set-up and the results are shown in Fig. 7.6. This experiment
has allowed the authors to draw the unambiguous conclusion that the most effective
driving force for the diffusion is light absorption at the doped/undoped boundary.

7.1.4 Reaction Products and Their Properties

The silver diffusion and dissolution process leads to the formation of homogeneous
products in a wide span of compositions based on the dissolution limits of silver in
different composition of chalcogenides [38, 4, 15, 39, 40]. The silver dissolution
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Fig. 7.6 Determination of the site for effective absorption causing lateral diffusion. Illumination
was performed using a tungsten lamp (4 mW cm−2) spatially defined by a mask. Reprinted from
Yamaguchi et al. [22] with permission from Elsevier

limits were found to be in ca. 10–30 at.% range depending on the composition of the
glass.

Doping modifies both the electrical and optical properties of chalcogenides. The
electrical conductivity significantly increases and the conductivity type changes from
the p-type electronic conductivity in undoped chalcogenides to mixed electronic
and ionic conductivity in the doped samples. The optical bandgap decreases with
doping [2].

7.2 Photodeposition of Silver

Ag-rich chalcogenide glasses containing more than 30 at.% Ag have long been
studied for applications as solid-state electrolytes for batteries, since they exhibit
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Fig. 7.7 SEM photographs of photodeposited Ag particles on a bulk glass and b amorphous
film. Light from an ultrahigh-pressure Hg lamp with an infrared-cut filter illuminated the sam-
ples: (a) Ag45As15S40 bulk glass (W = 200 mW/cm2, 15 min); (b) Ag65(Ge0.3S0.7)35 film
(W = 80 mW/cm2, 2 min). Reproduced from Kawaguchi [42] with permission by Wiley–VCH
Verlag GmbH

a marked ionic conduction [41]. In 1975, Maruno and Kawaguchi reported that Ag-
rich Ag-As-S glasses exhibit a phenomenon opposite to photodoping. Subsequently,
these authors conducted systematic studies of this effect [42–47] and a review is
given in [48]. When the bandgap light illuminates the surface of a Ag-rich glass,
a large number of fine particles are deposited in the illuminated region (Fig. 7.7).
The particles are pure metallic silver and are formed from Ag+ ions in the glass.
This phenomenon was called the “photoinduced surface deposition” (PSD) of silver.
The PSD phenomenon is a purely optical phenomenon and any thermal effects are
secondary [49].

7.2.1 Light Intensity, Photon Energy and Temperature
Dependencies

Figure 7.8 shows the change in morphology of the Ag deposits as a function of the
intensity of the illumination light. In panel (a) disc-like deposits are seen and their
size decreases with increasing light intensity. In panel (b) which is representative of
relatively large deposits, the peripheral region is higher than the central region, so
that the particles have the appearance of a flower. Numerous small deposits are addi-
tionally observed between the flower-like deposits. The nucleation of small deposits
seems to occur after the growth of the flower-like deposits.

A photon energy higher than the optical bandgap is needed to induce PSD and the
photosensitivity of the PSD effect increases with an increase in the photon energy
[50]. These results suggest that photoexcitation of electron–hole pairs is vital for the
PSD to take place.
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Fig. 7.8 Effect of light inten-
sity for Ag45As15S40 bulk
glass [49]. Illumination with
the light (a Hg lamp) of a
80 mW/cm2, b 200 mW/cm2

and c 530 mW/cm2 was per-
formed for 15 min at 21◦C.
Reprinted from Kawaguchi
et al. [48] with permission
from Elsevier

The effect of temperature on PSD phenomenon was examined in a temperature
range of 0–50 ◦C [49]. The temperature dependence of the size of the Ag deposits
shows a maximum at around 30 ◦C, but the density decreases with increasing temper-
ature. Thus, the photosensitivity, proportional to (density)×(area) shows a maximum
at around 20 ◦C. The PSD effect could not be observed at low temperatures (e.g. 77 K)
and at temperatures above 80◦C [49].

7.2.2 Reversibility

Figure 7.9 shows the alternate photodeposition and thermal erasure. Figure 7.9a is a
SEM photograph of an as-prepared film. The particles in Fig. 7.9b are the Ag deposits
resulting from the first illumination. The reversibility of the process is illustrated in
Fig. 7.9c, d. In Fig. 7.9c, the disappearance of the deposits can be recognised, but
very small white particles and dark spots of relatively large size are observed. The
white particles are possibly the residue of Ag deposits and the dark spots may be due
to an inhomogeneous Ag distribution caused by thermal erasing.

It is of interest to note that the photodeposted silver can be fixed on the surface and
preserved from subsequent dissolution by covering with a thin gold layer: while the
deposited silver could be reversibly dissolved in the uncovered region, in the covered
region it stayed in the surface [43] (Fig. 7.10). This result should be compared to
the effect of a gold layer in the dissolution process when excess silver was located
in contact with the gold layer (cf. Fig. 7.4).

7.2.3 Mechanism of Photosurface Deposition

Similar to the photodiffusion, the phenomenon is explained by considering a flux of
Ag+ ions in the deep region towards the illuminated surface to counterflow the hole
and electron fluxes. One can also argue that since the photodissolution of Ag is a
photo-enhanced chemical reaction, the amount of the dissolved silver is determined
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Fig. 7.9 SEM photographs of as-prepared and variously treated Ag61.5(Ge0.3S0.7)38.5 films [44]:
a as-prepared film (1400 Å thick); b after the first illumination (a Hg lamp, 160mW/cm2, 10 min,
20◦C); c after annealing of (b) (150◦C, 10 min, in Ar gas); d after illumination of (c) (a Hg lamp,
160 mW/cm2, 10 min, 20◦C). Reprinted with permission by Japan Society of Applied Physics from
Kawaguchi and Maruno [44]

Fig. 7.10 Fixation of Ag pattern by covering of the substrate with a semitransparent Au film [43].
a a white circle was recorded on Ag45As15S40 bulk glass by the PSD effect. The regions have been
subsequently covered with a Au film b. After exposure to Hg lamp light (2 h, 30 mW/cm2) silver on
the uncoated region was dissolved while no change was observed for the coated region. Reprinted
with permission by Japan Society of Applied Physics from Kawaguchi and Maruno [43]

by the electrochemical potential of the system. By changing the position of the
chemical potential through exposure to light or by changing temperature one can
change the amount of silver stably dissolved within the chalcogenide which can lead
to either dissolution of additional silver or by the effusion of excessive silver.
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Fig. 7.11 a Scanning electron microscope image of a PMC memory cell cross-section fabricated
using PMMA as the dielectric. The AgGeSe electrolyte and silver anode are formed in a 100 nm via
in the dielectric. b Schematic of the nanostructure of the AgGeSe solid electrolyte. Electrolyte is
nanophase separated into a dispersed conducting silver-rich phase and a germanium-rich/silver-poor
resistive glassy interstitial phase. The average size of the silver-rich phase is around 2 nm whereas
the average interstitial gap is less than 1 nm. Reprinted from Kozicki et al. [51] with permission
from Elsevier

7.2.4 Programmable Metallisation Cell

The fact that silver particles can be dissolved and effused from Ag-rich chalco-
genide glasses also has a potential application in non-volatile memory in so-called
programmable metallisation cells (PMC) (Fig. 7.11a) that are based on the electro-
chemical control of nanoscale quantities of metal in thin films of solid electrolyte
[51]. Gex Se1−x host glass with x close to 0.25 is one of promising candidates. It
has been argued that the electrolyte formed by silver dissolution into a thin film of
chalcogen-rich glass is a nanostructured material [52], consisting of a finely dispersed
low-resistivity silver-rich phase and an interstitial germanium-rich glassy phase that
exhibits high resistivity (Fig. 7.11b). In the case of the AgGeSe system, the resis-
tivity is around 2 mΩcm for the silver-rich phase and is estimated to be as high as
108 Ωcm for the germanium-rich phase. For a silver-saturated ternary, the glassy
interstices between the silver-rich regions have an average width of less than 1 nm
but the materials high resistivity makes the electrolyte resistance relatively high.

At the nanoscale, each silver-rich region acts as a local supply of ions. For each
excess ion that enters one of these regions from the anode side, another ion will
simultaneously leave on the cathode side and move into the interstitial zone there.
Once in this glassy material, the high local electric field will cause the ions to
move toward the adjacent downstream silver-rich region. The electron current from
the cathode flows into the electrolyte and the supply of both ions and electrons in the
interstitial zones results in electrodeposition of metallic silver similar to the process
described earlier in this chapter. The nanoscale conductive electrodeposits bridge the
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Fig. 7.12 Resistance versus voltage curve of a 100 nm diameter device fabricated using a 50 nm
thick Ag-doped GeSe solid electrolyte. Programming current was 10 µA and the write (switch on)
and erase (switch off) thresholds are +240 and −80 mV respectively. Off resistance is lower than
expected due to poor step coverage in the small-geometry. Reprinted from Kozicki et al. [51] with
permission from Elsevier

interstitial regions reducing the resistance between the electrodes. Upon reversal of
the applied voltage the metallic silver dissolves and the high-resistance state of the
glass is restored. A resistance–voltage characteristic of a PMC device is shown in
Fig. 7.12.
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Part III
Phase-Change Materials



Chapter 8
Structure of the Crystalline Phase

As already mentioned (Sect. 1.2.3), materials that exhibit reversible crystallisation–
amorphisation process with parameters (such as switching rate, stability, durability,
etc.) that can be used for memory applications can be largely divided into two major
groups. One major class of phase-change materials is represented by quasi-binary
GeTe-Sb2Te3 (GST) alloys with the binary GeTe material also being a potential
candidate for memory applications. The other major class is represented by Sb-rich
SbTe alloys, typically close to the Sb2Te composition. A subclass of these materials
is formed by Ag- and In-doped Sb2Te (AIST alloys) with the total concentration of
the dopants close to 10%.

This chapter is dedicated to the structure of the crystalline phase of phase-change
materials, mainly to the Ge-Sb-te alloys. It should be noted that GST alloys can
crystallise into two different structures, namely the stable trigonal phase (alternatively
referred to as the hexagonal phase) and a metastable cubic phase. The structures of
these two phases are described separately.

8.1 Structure of the Stable Phase

8.1.1 Binary GeTe

It is natural to start the description with the binary GeTe which is the simplest material
in the GST system. GeTe is a narrow bandgap semiconductor and also a ferroelectric
with the simplest conceivable structure containing just two atoms in the primitive cell.
In the low-temperature ferroelectric phase GeTe possesses a rhombohedral structure
with space group R3m. This structure can be viewed as a rock salt structure slightly
distorted along 〈111〉 direction with a subsequent shear relaxation along the 〈111〉
direction. The driving force for the formation of the rhombohedral phase has been a
subject of various studies in the past [1]. In this phase, Ge and Te atoms are sixfold
coordinated to each other with subsets of three shorter (2.83 Å) and three longer
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Fig. 8.1 a Experimental evidence for the displacive nature of the phase transition in GeTe.
Ge–Te bond lengths calculated from unit cell data obtained from neutron diffraction data on bulk
GeTe samples (after Chattopadhyay et al. [3]). b Raman phonon mode frequencies, filled symbols
represent data on capped GeTe sputtered thin films; open symbols stand for data from Ref. [4] on
bulk GeTe single crystals. The hatched area spans over the temperature range in which the critical
temperature values Tc for the ferroelectric phase transition of GeTe have been reported in the lit-
erature. The dashed line represents the Tc of thin films, Ref. [8]. Reprinted with permission from
Fons et al. [5]. Copyright 2010 by the American Physical Society

(3.15 Å) bonds often described as a Peierls distortion [2] due the reduced coupling
between the p-type orbitals that constitute the basis for bonding in GeTe.

Based on diffraction studies, mainly neutron diffraction [3], it was concluded
that GeTe undergoes a displacive ferroelectric-to-paralectric transition at the Curie
temperature, Tc, around 705 K when the structure changes to the rock salt structure
(space group Fm3m) with a concomitant disappearance of the Peierls distortion.
Experimental bond lengths calculated from the unit cell data obtained from neutron
diffraction [3] show an apparent symmetrical convergence of the two bond lengths
present in the rhombohedral phase to the average value near Tc (Fig. 8.1, upper
panel). Based upon the observation of phonon mode softening with temperature, the
displacive nature of the transitions has been also suggested by Raman scattering [4],
although the highest temperature studied was ca. 150 K lower than the estimated Tc.

As discussed earlier (Sect. 3.1.1), Bragg diffraction is not sensitive to stochastic
local distortions and as a result can miss important details of the local structure. It is
more appropriate to employ X-ray absorption fine structure (EXAFS) observations
to directly observe the changes in the Ge-Te bond length with temperature. The

http://dx.doi.org/10.1007/978-3-642-28705-3_3
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characteristic time of EXAFS measurements is 10−15 s, i.e. EXAFS is capable of
taking a true snapshot of the structure.

The results of the fitting of the Ge-Te distances for the shorter and longer bonds
from the measured EXAFS data are shown in Fig. 8.2 (upper panel) [5]. The above
results demonstrate that locally the structure remains distorted above Tc in essentially
the same manner as it is distorted at lower temperatures. The fact that GeTe becomes
paraelectric macroscopically means that the local distortions become stochastic at Tc,
i.e. the ferroelectric-to-paraelectric transition is of the order–disorder type [6].
Schematic representation of displacive and order–disorder transitions is shown in
Fig. 8.3.

Further grounds for the unchanged local structure come from consideration of
the bond stiffness as a function of temperature [5]. Figure 8.2 (lower panel) shows
the temperature dependence of the mean-square relative displacement (MSRD). The
extent to which the MSRD increases with temperature as well as its absolute value
are determined by the bond strength usually represented by the Einstein temperature
�E that is related to the MSRD, σ , through the following equation:

σ 2 = �
2

2μkB�E
coth

(
�E

2T

)
+ σ 2

0 (8.1)

Here, μ is the reduced mass, kB is Boltzmann’s constant, and σ0 is static disorder.
The Einstein temperature is typically around 300 K for tetrahedrally bonded semi-
conductors, around 120–150 K for Se and Te that form helical chains with only two
first-nearest neighbours, and in a 30–60 K range for clathrates [7]. Should Ge atom
become located within a soft-mode potential in the center of the rock-salt cell, there
should be a noticeable increase in MSRD above Tc.

One can see, however, that the MSRD for GeTe in the entire temperature range
can be fitted with a single value of �E ≈ 180 K demonstrating again that there is
no change in the Ge-Te bond strength (i.e. the first derivative of the interatomic
potential) and hence the local potential relief remains unchanged as the material is
heated above Tc.

The authors conclude that despite the currently accepted consideration that GeTe
exhibits a ferroelectric transition of displacive nature, the recent experimental results
provide evidence for an order–disorder nature of the transition since local distortions
do not disappear at the Curie temperature [5].

This conclusion has been confirmed by a PDF analysis of total scattering when
the apparently (based upon Bragg diffraction data) cubic phase could be well fitted
by a model with Ge atom positions distributed among four different sites displaced
along the four 〈111〉 directions as well as their inverses such that the rhombohedral
displacement averaged to zero [9, 10]. Use of time-domain terahertz spectroscipy
also “provided strong evidence against the purely displacive nature of the phase
transition in GeTe [10]”.
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Fig. 8.2 Temperature dependence of the shorter and longer Ge-Te bonds across the phase transition
(upper panel) and a similar dependence for MSRD for the shorter Ge-Te bonds (lower panel)
reproduced after [5]. As in Fig. 8.1, the hatched area spans over the temperature range in which the
critical temperature values Tc for the ferroelectric phase transition of GeTe have been reported in
the literature. The dashed line represents the Tc of thin films, Ref. [8]. One can see that properties
change monotonically across Tc. See text for more details. Reprinted with permission from Fons
et al. [5]. Copyright 2010 by the American Physical Society

Fig. 8.3 Displacive (left)
versus order–disorder (right)
transitions in locally distorted
materials accounting for the
ferroelectric-to-paraelectric
transition

Tc Tc

0 0
collective atomic displacement collective atomic displacement

8.1.2 Ge2 Sb2T e5 and Related Materials

The first report on the structure of GST dates back to the late 1960s when Petrov
et al. [11] investigated the structures of Ge2Sb2Te5 and GeSb4Te7. Analysis of
electron-diffraction results allowed the authors to conclude that the studied crys-
tals possessed a hexagonal cell with the space group P3m1 and the lattice constants
a = 4.20 ± 0.02 and c = 16.96 ± 0.06 Å and a = 4.21 ± 0.02 and c = 23.65 ±
0.08 Å for Ge2Sb2Te5 and GeSb4Te7, respectively. The structure of Ge2Sb2Te5 was
described as a layered structure with the stacking sequence of Te-Sb-Te-Ge-Te-Te-
Ge-Te-Sb-Te. This sequence is sometimes refereed to as the Petrov sequence.

It should be noted that the studied samples were prepared by vacuum deposition
of earlier prepared alloys on rock salt crystals and subsequent annealing for 3–4 h at
150–170◦C (for Ge2Sb2Te5), i.e. the conditions that are usually used to generate the
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Fig. 8.4 The stable structure
of Ge2Sb2Te5 with the Kooi
stacking sequence

Te

Te

Te

Te
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metastable cubic phase. It may be possible that the annealing time was sufficiently
long to transform the metastable cubic phase to the stable trigonal phase even at this
rather low temperature.

The stable phase of Ge2Sb2Te5 has been subsequently re-examined by Kooi
et al. [12] also by electron diffraction and additionally by high-resolution transmis-
sion electron microscopy. Very similar lattice parameters were obtained (a = 0.42
and c = 1.72 nm) but the stacking sequence was found to be different, namely,
Te-Ge-Te-Sb-Te-Te-Sb-Te-Ge-Te, i.e. with the Ge and Sb positions exchanged. This
later sequence is sometimes referred to as the Kooi sequence. Ab-initio modelling
[13] supported the Kooi sequence but it should be noted that the obtained energy
difference between the Kooi and Petrov stacking sequences is rather small (−3.787
vs. −3.767 eV/atom). The structure of hexagonal Ge2Sb2Te5 with the Kooi stacking
sequence is shown in Fig. 8.4 and the obtained structural parameters for the stable
Ge2Sb2Te5 phase are summarised in Table 8.1 [14].

A later study using synchrotron radiation found that the Ge/Sb layers are randomly
occupied by these two elements [14]. In this work the sample was a 300 nm thick film
prepared by sputtering. The film was crystallised by laser illumination, scraped from
the substrate and subsequently heated to 823 K for 5 min which transformed it to the
stable trigonal phase. It may be possible that the differences in the distribution of Ge
and Sb are caused by significantly shorter crystallisation times so that the structure
has not reached equilibrium.

The properties of various coumpounds in the GeTe-Sb2Te3 system have been
studied in detail by Shelimova et al. and a summary of the obtained results can be
found in [15].

While most often materials from the GeTe-Sb2Te3 system are used in phase-
change memories, another important class for practical applications is the Sb-rich
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Table 8.1 Structural parameters for the Petrov [A] and Kooi [B] structures

[A] atom Site x y z [B] atom

Te1 1(a) 0 0 0 Te1
Sb 2(d) 2/3 1/3 0.106 Ge
Te2 2(d) 1/3 2/3 0.212 Te2
Ge 2(c) 0 0 0.317 Sb
Te3 2(d) 2/3 1/3 0.421 Te3

Reprinted from Matsunaga et al. [14] by permission from IUCr.
The space group is P 3̄m1: a = 4.20, c = 16.96 Å

Fig. 8.5 X-ray powder diffraction profiles of a series of Sb-Te samples at 300 K. The vertical axis
is plotted in logarithmic scale to emphasize the weak peaks and each profile is offset in the direction
of this axis. The composition and stacking period M of each specimen are represented. Reprinted
from Kifune et al. [16] by permission from IUCr

Sb-Te binary system. Based on systematic X-ray diffraction studies (Fig. 8.5) it was
concluded that the structure of Sb-rich crystals was built up from Sb2Te3 building
blocks separated by a certain number of Sb layers (Fig. 8.6) [16], in agreement with
the conclusions drawn in [17].
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Fig. 8.6 [100]h projection of crystal structure models of the SbTe binary system. Yellow solid
circles indicate Sb atoms and blue circles represent Te atoms. In the structures of Sb and Sb2Te3,

each atom shows a projection of real atomic position and rectangles represent each unit cell. Except
for these two structures, each atom shows a projection of ideal atomic position without displacement
along the c axes. The stacking period M, chemical formula and Te concentration are shown under
each model. Reprinted from Kifune et al. [16] by permission from IUCr

8.2 Structure of the Metastable Phase

8.2.1 Long-Range Order (Global Structure)

Ge2Sb2Te5 and GeSb2Te4 Alloys

Yamada [18] was the first to report that the structure of a thin layer crystallised from
an amorphous phase possesses a structure that is different from that of the stable
trigonal phase. This issue was further studied using X-ray diffraction by Nonaka
et al. [19] and by Yamada and Matsunaga [20]. The results of these studies agree
well with each other and can be summarised as follows.

Based on results, the crystal structure of Ge2Sb2Te5 was identified as the rock
salt (NaCl) structure (Fm3m). From Rietveld refinement it was concluded that the
anion face-centred cubic (fcc) sublattice is fully occupied by Te atoms with Ge
and Sb atoms randomly located on the cation sublattice. The stoichiometry of the
structure requires that there are vacancies on the Ge/Sb sites and their presence
has been confirmed by structure refinement. The proposed structure is shown in
Fig. 8.7 and a summary of the obtained structural parameters is given in Table 8.2.
The data analysis was performed assuming an isotropic thermal factor B0 (the same
for the Ge and Sb atoms) and the obtained rather large values suggested large vibration
amplitudes, especially for Ge atoms.1

1 The isotropic thermal factor B0 is related to the mean atomic displacement u by the following
equation: 〈u2〉 = B0/8π2.
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Fig. 8.7 Metastable cubic structure of Ge2Sb2Te5

Table 8.2 A summary of the analytical results of the crystal structure of cubic Ge2Sb2Te5

Lattice constant, Å (◦)
a b c α β γ

6.0117(5) 6.0117 6.0117 90.000 90.000 90.000
Co-ordinates Isotropic

atomic
displacement
parameter (Å2)

Site Element Occupancy x y z
4a Ge 0.400 0.0 0.0 0.0 3.2(5)a

4a Sb 0.400 0.0 0.0 0.0 3.25(5)a

4b Te 1.000 0.5 0.5 0.5 1.1(3)a

Rwp RR S value
(R-weighted (R-structure (goodness

pattern) (%) factor) (%) of fit)
12.51 4.69 1.94

Reprinted from Nonaka et al. [19] with permission from Elsevier
aA number in parentheses is an estimated standard deviation

It is worth mentioning that using the hexagonal representation the rhombohedral
(distorted cubic) phase can be viewed as a six-layer structure with the hexagonal
c axis going along the cubic [111] axis (Fig. 8.8). The layer sequences are very similar
for the metastable cubic and stable trigonal phases and the differences between the
structures are that the metastable phase contains vacancies while the stable phase
does not and also that the stable phase contains pairs of Te-Te adjacent layers in the
stacking sequence while in the metastable phase the Te and Ge/Sb layers alternate
[21]. It may be interesting to note here that the stable phase has also been described
as containing a layer of vacancies between the adjacent Te-Te layers [22].

It was subsequently shown that the rock salt structure is characteristic of a large
range of Ge-Sb-Te alloys [8, 21, 23, 24]. The authors performed structure analysis
(Rietveld refinement) and concluded that the Ge/Sb sites in various Ge-Sb-Te alloys
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Fig. 8.8 Structure of the distorted NaCl-type low-temperature phase shown with both the rhom-
bohedral (gray thick lines) and hexagonal (dotted lines) unit cells (left). Black circles indicate Te
atoms, whereas grey ones represent Ge/Sb atoms and vacancies. The NaCl-type cubic structure of
the high-temperature phase, framed by thin solid lines, is slightly deformed in the low-temperature
phase (right). Reprinted from Matsunaga et al. [21] with permission from American Chemical
Society

are randomly occupied by Ge/Sb and vacancies. The lattice parameter increases with
an increase in the Sb2Te3 content [21] (Fig. 8.9) which can naturally be explained by
the fact that Sb atoms have a larger size than Ge atoms.

Since some sites on the Ge/Sb sublattice are vacant, a question naturally arises
whether they can be filled by adding Ge and/or Sb into the material composition.
Such studies have been performed and it was concluded that addition of extra Ge/Sb
atoms did not change the vacancy concentration but rather segregated at the grain
boundaries [20, 25]. Theoretical studies of the effect of stoichiometric defects were
performed by Caravati et al. [26]. It was found, in particular, that in the crystalline
Ge2Sb2Te5 deficiencies (excess) of Ge/Sb species shift the Fermi level inside the
valence (conduction) band. In contrast, doping had no effect on the position of
the Fermi level in the amorphous phase when it stayed pinned in the middle of the
bandgap [26].

While it was argued [27] that addition of Ge serves to enhance the material’s
performance, the provided evidence was not sufficient. First, the observed improved
crystallisation behaviour has only been demonstrated for as-deposited films. At the
same time, it is known that as-deposited Ge-chalcogenides typically possess a large
fraction of homopolar bonds [28] and may crystalise differently than the device-
relevant amorphous phase as demonstrated, for example, for the binary GeTe [29].
No evidence for enhanced materials’s performance in subsequent cycles has been
reported. Second, the rock salt structure of the crystallised phase might well coexist
with the excess Ge staying in the amorphous phase and hence invisible to Bragg
diffraction similar to the case of the binary GeTe film when about 10% of Ge atoms
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Fig. 8.9 Composition dependence of g parameter, which indicates the site occupancy of Ge+Sb
atoms at cation sites (closed circles) and that of the cubic root unit cell volume (V 1/3) (open squares).
The horizontal axis x indicates the fraction of Sb2Te3 in the GeTe-Sb2Te3 pseudobinary system.
Reprinted from Matsunaga et al. [21] with permission from American Chemical Society

form an amorphous Ge phase generating vacancies on Ge sites in the crystallised
phase [30].

Ge-rich Alloys

In GeTe-rich GST alloys the situation is more complex [8]. Bragg diffraction
studies demonstrated that in Ge6Sb2Te9 the structure maintains the NaCl-like cubic
phase from 92 K (the lowest temperature used) essentially until the melting point.
At the same time, the Ge8Sb2Te11 (and compositions with higher Ge content) at
low temperature possess rhombohedral structure which changes to the rock salt
structure at higher temperatures (Fig. 8.10) [31]. The temperature of the observed
rhombohedral-to-cubic transition decreases with the increased Sb content. The com-
positional boundary between the rhombohedral and cubic phases was determined to
lie between GeTe:Sb2Te3 =8:1 and 6:1 [8].

Carbon- and Nitrogen-Doped GeTe

Doping GeTe by nitrogen and/or carbon has been shown to increase the crystalli-
sation temperature [32] which is very important for certain so-called embedded
applications, i.e. in the automotive industry when a memory chip is located close
to a hot engine. Bragg diffraction studies have also shown that with increasing
N and C content the structure gradually changes from rhombohedrally distorted to
cubic [33]. In combination with the previous results this observations leads one to the
conclusion that any doping of GeTe (alloying with Sb2Te3 may also be considered
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Fig. 8.10 Temperature
evolution of X-ray diffrac-
tion of Ge8Sb2Te11showing
a thombohedral-to-cubic
transformation in the global
structure. Reprinted with per-
mission from Krbal et al. [31].
Copyright 2011 by the Amer-
ican Physical Society

 D
iff

ra
ct

io
n 

In
te

ns
ity

 (
ar

b.
 u

ni
ts

)

11.511.411.311.2

2  (deg.)

   88 K
 315 K
 352 K
 382 K
 397 K
 482 K

as Sb-doping for the purpose of this discussion) leads to a change of its structure
from rhomboherdal to cubic. At the same time, one should not forget that Bragg
diffraction probes the average, or global, structure. The local structure may—and
does (cf. Sect. 8.2.2)—respond differently to doping.

Ag-In-Sb-Te Alloys

Another class of phase-change materials are Ag- and In-doped Sb2Te (AIST), the
materials used in DVD-RW optical discs. The Ag and In contents may slightly vary
but usually their total concentration is about 10 at.%. AIST was found to crystallise
into an A7 structure (Fig. 8.11) with sites randomly occupied by the constituent atoms.
The shorter and longer interatomic distances in the AIST were found to be 2.95 and
3.34 Å, respectively [34]. Although this structure is stable from room temperature to
about 600 K [34], it is informative to compare it with the metastable cubic phase of
GST since both these materials that are used in optical memories possess structures
with subsets of shorter and longer bonds. The presence of the bond length asymmetry
may thus be a general attribute of phase-change materials.

Variation of the Lattice Parameters upon External Stimuli

Temperature Dependence

The temperature dependence of the lattice parameter and the isotropic thermal factor
B0 for Ge2Sb2Te5 are shown in Fig. 8.12 [35]. The obtained values for the thermal
expansion coefficient was found to be dV/V dT = 6.24×10−5 K−1 for Ge2Sb2Te5.

Figure 8.13 compares the temperature dependence of the mean volume per atom in
the stable and metastable forms of GeSb2Te4 [23]. The volume per atom is smaller in
the stable phase as one would expect considering the fact that there are no vacancies
in this structure. It is interesting to note that the volume expansion is larger for the
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Fig. 8.11 A7-type crystal structure shown schematically in perspective. The unit cell is shown by
means of the hexagonal lattice. Open circles show atomic positions. Interatomic bonds, illustrated
with thick black and gray lines, show the two kinds of basic cells distorted in the direction parallel
to the threefold rotation-inversion axis. Atoms labelled A, B and C exist on the same axis. The black
and grey lines represent the shorter and longer bonds, respectively. Reprinted with permission from
Matsunaga et al. [34]. Copyright 2001 by the American Physical Society

Fig. 8.12 Temperature dependence of the lattice parameter (left) and isotropic thermal factor B0
(right) for cubic Ge2Sb2Te5. Reprinted with permission after Yamada and Matsunaga [35]

stable phase suggesting that vacancies may serve to “absorb” the lattice expansion.
This conclusion is in agreement with the fact that the bulk modulus for the trigonal
phase is somewhat higher than that for the cubic phase (44 and 39 GPa, respectively)
[36, 37] (Sect. 10.1.2).

It was also suggested that vacancies present in the crystalline phase serve to
reduce the volume expansion upon melting and subsequent amorphisation during

http://dx.doi.org/10.1007/978-3-642-28705-3_10
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Fig. 8.13 Temperature
dependence of the mean
volume per single atom. Black
filled squares and open circles
show the metastable and sta-
ble phases, respectively. The
estimated errors are smaller
than the marks. Reprinted with
permission from Matsunaga
and Yamada [23]. Copyright
2004 by the American Physi-
cal Society

Fig. 8.14 Temperature variation of the interatomic distances and volume for the rhombohedral and
rock salt phases obtained from X-ray diffraction measurements. Reprinted with permission from
Matsunaga et al. [8]. Copyright (2008) by the American Institute of Physics [8]

the recording process thus reducing the generated stresses and ensuring long life
time of devices [20].

The variation of the shorter and longer bond lengths and that of the lattice para-
meter (cubic root of the volume) as a function of temperature for the GeTe-rich
composition Ge8Sb2Te11 (a composition used in Blu-ray discs) obtained from Bragg
diffraction is shown in Fig. 8.14 for both rhombohedral and rock salt phases [8].
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Pressure Dependence

Variation of the unit cell volume upon application of hydrostatic pressure for the
crystalline cubic and trigonal phases of Ge2Sb2Te5 is shown in Fig. 10.9 [36, 37].
Fitting to the Birch-Murnaghan equation of state yields values for the bulk moduli
of 39±2 and 44±2 GPa, respectively. The bulk modulus of GeSb2Te4 has a similar
value [36].

Upon higher compression of the metastable cubic phase, both Ge2Sb2Te5 and
GeSb2Te4 become amorphous. The pressure-induced transformations of phase-
change materials is the subject of a dedicated section (Sect. 10.1.1).

8.2.2 Short-Range Order (Local Structure)

Experimental Studies

EXAFS studies performed by various groups [38, 39] have demonstrated that the
Ge-Te bond length in the metastable Ge2Sb2Te5 is 2.83 ± 0.01 Å, i.e. significantly
shorter than might be expected based on the rock salt structure as determined by XRD
and the obtained lattice parameter of slightly over 6.00 Å. Based on these results,
it was argued [39] that the structure of metastable Ge2Sb2Te5 does not possess the
rock salt symmetry but is locally distorted. The local structure around the Ge species
is very similar to that of the binary GeTe that possesses a rhombohedral structure
(that can be alternatively described as distorted rock salt structure) with subsets of
three shorter and three longer bonds (Sect. 8.1.1). The distortion of the Ge atom loca-
tion has been subsequently confirmed experimentally using scattering measurements
[40, 41]. The Sb-Te bond length was also found to be shorter than half the lattice
parameter (2.94 Å [39]). The distortion present in GST alloys is usually referred to
as Peierls distortion [2].

While the obtained bond lengths are significantly shorter than those expected from
the obtained lattice parameter and the rock salt symmetry, they are at the same time
significantly longer than the sum of the corresponding covalent radii, which suggests
that the bonds are not purely covalent.

One might expect that the distortion in the crystalline phase would disappear at
higher temperatures, as typical for Peierls distortions [2]; however, this is not the
case. The bond lengths remain either essentially unchanged with temperature (e.g.
in GeTe, Fig. 8.2) or the short Ge–Te and Sb-Te bond lengths both decrease with
increasing temperature in Ge2Sb2Te5 (Fig. 8.15), i.e. Ge/Sb atoms continuously move
away from the ideal octahedral symmetry site within the Te fcc lattice increasing the
existing rhombohedral distortion [42].

The Einstein temperatures for the Ge–Te bonds are higher in the amorphous
phase (179 and 274 K for the crystalline and amorphous phases, respectively) which
provides numerical values for the comparison of the bond strengths.

http://dx.doi.org/10.1007/978-3-642-28705-3_10
http://dx.doi.org/10.1007/978-3-642-28705-3_10
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Fig. 8.15 Temperature variation of shorter Ge–Te and Sb-Te bond lengths in the metastable cubic
phase of Ge2Sb2Te5 determined from an EXAFS analysis. The behaviour is atypical; namely, the
Ge–Te and Sb-Te bonds become even shorter with increasing temperature, i.e. the local distortion
increases with temperature. Reprinted by permission from Macmillan Publishers Ltd.: Nature Chem.
[42], copyright (2011)

When applied to Ge8Sb2Te11, the composition that according to Bragg diffraction
studies exhibits a rhombohedral-to-cubic transition at 385 K [8], EXAFS results have
demonstrated that despite a change in the average structure detected by diffraction,
locally the structure remains unchanged across the transition temperature (Fig. 8.16)
similar to the case of the binary GeTe described above (Sect. 8.1.1). A similar incon-
sistency between the Bragg diffraction and EXAFS results has been observed for
N- and C-doped GeTe: while XRD results clearly exhibit a rhombohedral-to-cubic
transition, the local structure remains unchanged, i.e. rhombohedrally distorted [33].
A similar result, i.e. the preservation of the Ge atoms distortion across the Curie
temperature was also observed in Pb1−x Gex Te where the ferroelectrioc transition
has been attributed to long-range ordering of the dipoles [43].

It should be noted that the above EXAFS results are not in contradiction with
the XRD data since Bragg diffraction probes an ensemble averaged structure and for
this reason cannot distinguish between cases when the Ge atoms are loosely bonded
and strongly oscillate around the centre of the rock salt structure sites (a displacive
transition) and when Ge atoms are randomly displaced from those sites (an order–
disorder transition) (Sect. 3.1.1). In both cases XRD “sees” a broad distribution of
the Ge atoms around the centre of the rock salt cell with a large isotropic thermal
factor.

XAFS, on the other hand, is a local probe. As such it is strongly sensitive to local
distortions that are unaccessible to Bragg diffraction. It is only natural that the early
XRD data were interpreted as a rock salt structure with a large B0. A local structure
probe-like EXAFS was needed to refine the local structure. At the same time it should
be stressed that the average crystal structure can only be probed by a technique such
as diffraction. It is the combined complementary use of both techniques that is crucial
to adequately describe the structure of GST.

A possible explanation for the transition between the rhombohedral and cubic
structures as a function of temperature and/or composition seen by XRD may be

http://dx.doi.org/10.1007/978-3-642-28705-3_3
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Fig. 8.16 Fourier transformed EXAFS spectra. The temperature dependence of the magnitude of
χ(R) for the Ge and Sb K-edges of the Ge8Sb2Te11 crystalline phase. The apparent peak positions are
offset from the true bond lengths by the phase-shift value (properly accounted for during the fitting
process [44]). The spectra highlighted in red represent the ferroelectric to paraelectric transition
observed via Bragg difraction [8]. The vertical black lines serve to show the invariance of Ge–Te
and Sb-Te bond lengths across Tc = 385 K clearly demonstrating that the 3 + 3 bond splitting is
maintained across Tc. Reprinted with permission from Krbal et al. [31]. Copyright 2011 by the
American Physical Society

the following. In the binary GeTe at low temperature, the Ge atoms are displaced
in a correlated (coherent) manner due to the long-range forces giving rise to an
XRD-detectable rhombohedral structure. As the concentration of dopants increases
(in parallel with the concentration of vacancies), the long-range order in the Ge
sublattice is lost. As a result, the Ge and dopant atoms (Sb, C, N and, possibly,
other) become randomly displaced and the distortions are no longer XRD-detectable
since on the average the atoms are located around the centre of the cell. Higher
concentrations of dopants have a stronger effect which accounts for why alloys like
Ge2Sb2Te5 possess the “cubic” average structure even at low temperatures.

8.2.3 Resonance Bonding

As follows from the above, the most appropriate description of the GST structure is a
distorted rock salt structure. For historical reasons, however, the word “distorted” is
often dropped. For the same reason and also for the sake of simplicity in this volume
we shall also refer to the structure of metastable GST as rock salt, or cubic, unless
the role of distortions is important in the context used.
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Fig. 8.17 Resonance between two different Lewis structure with pure covalent bonds shown in the
right and left-side frames for ozone (upper panel), benzene (middle panel) and GeTe (lower panel)
results in the the formation of resonantly bonded phases shown in central frames

The rock salt-like arrangement of atoms in the crystalline phase requires the
formation of six bonds by each participating atom while at the same time, the number
of valence electrons located on Ge and Sb atoms is lower. A way to ensure six bonds
is by virtue of sharing the valence electrons among several bonds with less than two
electrons per bond on the average through resonance bonding, the concept that is
described below.

There are numerous examples in inorganic and organic chemistry when more than
one Lewis structure can be drawn for a molecule and none of them represents the
molecule entirely. The real structure in such cases is descibed by a resonance hybrid
which is a linear combination of the possible Lewis structures. One such example is
ozone whose two possible structures are shown in the upper panel of Fig. 8.17, right
and left frames. Both these structures have one single (longer) bond and one double
(shorter) bond. Experimentally, both bond length are identical and the way to ensure
this is called resonance [45] between the structure shown in panels on the right and
left with the resulting structure shown in the central frame. The dashed line in the
resonantly bonded structure indicates that electrons are delocalised among more than
two atoms.

Another well-known example of resonance bonding is in benzene. Benzene also
represents a special problem in that, to account for all the bonds, there must be
alternating double carbon bonds (Fig. 8.17 middle panel right and left frames show
the Kekulé representation of benzene). At the same time, all six carbon–carbon bonds
in benzene are of the same length of 1.40 Å, i.e. longer than a double bond (1.35 Å)
but shorter than a single bond (1.47 Å). This intermediate distance is consistent with
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electron delocalization: the electrons for C–C bonds are distributed equally between
each of the six carbon atoms (Fig. 8.17 central frame shows the Thiele representation
of benzene). Because the only orbitals occupied by π electrons are those with net
bonding character [46], delocalisation of π electrons stabilises the benzene ring.
A characteristic feature of resonance bonding is a large bond polarisability.

A similar idea can also be applied to solids and, in particular, to IV–VI crystals.
Lucovsky and White [47] were the first to discuss this possibility and its conse-
quences. Similar to the cases described above, one can imagine two different struc-
ture for IV–VI crystals such as GeTe (right and left frames in panels Fig. 8.17, lower
panel). It was argued that the formation of resonance bonding with the resulting
structure shown in the central frame lowers the total energy of the system. The con-
clusion drawn from diffraction experiments that at elevated temperatures GeTe has
the rock salt structure with a large isotropic thermal factor suggesting that Ge atom
moves in a soft potential allowing for large atomic displacement supports this idea.

In particular, in the cited work [47] resonance bonding in IV–VI and chalcogen
(Se and Te) crystals was considered and it was suggested that “we might expect
materials that exhibit resonance bonding in the crystalline phase to have different
properties in the amorphous phase”. It was also stated that long-range order is crucial
for resonance bonding to exist. If long-range order is lost, the system will be unable
to achieve resonant bonding [47]. This approach has been subsequently elaborated
in [48–50] to describe the unusually large property contrast in GST alloys and the
fast switching rate.

At the same time, it has been demonstrated recently that the apparent rock salt
structure of GeTe is a result of site averaging effect of Bragg diffraction. Local
probes such as EXAFS and total scattering with subsequent pair-distribution function
analysis demonstrated that locally the distortions persist in both pure and doped
GeTe. The presence of subsets of shoter and longer bonds was also demonstarted for
Ge-Sb-Te alloys.

There are thus two major differences between resonance bonding in molecules
and phase-change alloys. While in the former, the bond lengths (and strengths) are
identical, in the latter, there are shorter and longer bonds making resonance diffi-
cult. The second important difference is that in molecules resonance bonding exists
in addition to the conventional covalent σ bonds. As a result, the bond lengths get
shorter, and stronger, then single covalent bonds. In this situation, even when the
resonance interaction is broken, the structure remains stable because the primary
covalent bonds persist. In phase-change materials, on the other hand, the longer
bonds are formed at the expence of the shorter bond that are consequently longer
than normal covalent bonds. In this case, when the resonance interaction is broken
there will be no bonds between certain pairs of atoms making the structure locally
unstable.

How does the bond length asymmetry affect the electron density distribution? The
plot of the charge difference between the simulated relaxed GeTe model at 0 K and
isolated pseudoatoms shown in Fig. 8.18 demonstrates that the electron density is
only significant along the short bonds. In contrast, the electron density pile-up along
the long bonds is significantly lower demonstrating that there is a pronounced bonding
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Fig. 8.18 Difference in
electron charge density for
GeTe at 0 K and isolated
pseudoatoms. A significant
bonding charge can be seen
midway along the shorter
bonds which corresponds to
covalent bonding. At the same
time, the bonding localised
along the longer bonds is
significantly lower clearly
demonstrating a pronounced
bonding energy difference
between the short and long
bonds. Reprinted by permis-
sion from Macmillan Publish-
ers Ltd.: Nature Chem. [42],
copyright (2011)

energy hierarchy between the short and long bonds [42]. The existing bonding energy
hierarchy should manifest itself in the different response of the short and long bonds to
thermal and/or electronic excitations. The fact that the long-range order is associated
with the weak resonance bonding suggests that the crystalline phase is intrinsically
fragile.

Figure 8.18 also demonstrates that referring to such a structure as octahedral,
i.e. each atom having six first nearest neighbours is, strictly speaking, incorrect.
A more appropriate way to describe the coordination number would be 3 + 3 as
used, for example, in [51]. In order to account for the fact that bonds are strongly
asymmetric, it has been recently suggested to use the effective coordination concept
when determining the coordination number [52] where higher weighting is attributed
to shorter bonds over longer bonds in order to take into account structural distortions.
Using this approach the effective coordination numbers (ECN) have been determined
as ECN = 5.1(Te), 5.1(Ge) and ECN = 5.55 (Ge), 5.73 (Sb), 4.37 (Te) for GeTe
and for the metastable crystalline phase of Ge2Sb2Te5, respectively [52].

It is interesting to note that the description of benzene as a mixture of the two
structures was given a firm foundation in quantum theory as a resonance hybrid in
terms of delocalised π electrons. The view that delocalised electrons provide essen-
tially the correct description for this type of system appears to be generally accepted
[46]. In 1986, however, the delocalised picture of benzene has been contested by
Cooper, Gerratt and Raimondi who argued that the π electrons in benzene are
almost certainly localised, and the aromatic properties of benzene originate from the
symmetric coupling of the electron spins around the carbon ring framework rather
than from electron delocalisation [53]. The correctness of the ‘resonance bonding’
term has also been disputed in [54]. While this criticism has to be kept in mind, below
in this volume we shall use the term ‘resonance bonding’ to refer to bonding that is
delocalised among three of more atoms.
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8.2.4 Point Defects, Vacancies and Distortions

Vacancies as an Intrinsic Attribute of the Cubic Phase

Vacancies present in the structure deserve a dedicated paragraph. One might imagine
that presence of vacancies is a simple consequence of the GST stoichiometry and the
vacancies are structural imperfections, or defects, in the rock salt structure. Upon a
closer look, however, the situation is more complex. As already mentioned, attempts
to fill the vacancies by adding excess Ge or Sb atoms have shown that vacancies seg-
regate at grain boundaries [20, 25]. This result was the first indication that vacancies
may not be defects.

Kolobov et al. [39] suggested that vacancies serve to stabilise the structure by
ensuring the appropriate charge balance. The role of vacancies was a subject of
several consequent studies and where it was also concluded that vacancies, whose
concentration varies as x/(1 + 2x) for the GeTe1−x − (Sb2Te3)x system [21], are
not electronic defects but are an intrinsic feature of the GST rock salt structure
[21, 27, 48]. Vacancies were also argued to account for the p-type conductivity of
the crystalline phase of GeTe [55].

Wuttig et al. [27] have demonstrated that introduction of vacancies into Ge/Sb
sublattice decreases the total energy of the system (Fig. 8.19). The authors attribute
this finding to the anti-bonding nature of the Ge-Te and Sb-Te states in the vicinity of
the Fermi level. A related conclusion, namely that an increase in the vacancy number
leads to an increase in the bonding energy (for Ge2Sb2Te5) has been reached in [56].

Are Vacancies Ordered?

Experiments

Polycrystals. In all experimental XRD studies, the distribution of Ge/Sb/v (where v
stands for vacancy) within the cation sublattice was found random [19, 20]. It cannot
be excluded, however, that vacancy ordering requires significantly longer times than
those used to generate the crystalline cubic phase experimentally. (The fact that
chemical ordering of the material continues after the crystal phase was reported in
[57]).

Epitaxial Layers. Of special interest is vacancy distribution in epitaxial layers
(Sect. 8.3.2) since the latter are obtained under conditions close to thermodynamical
equilibrium. One would therefore expect some ordering on the non-Te sublattice
of the cubic structure that contains Ge, Sb and vacancies. If the vacancies interact,
they could either attract, in which case the equilibrium structure would consist of a
dense crystal without vacancies and vacuum, or repel, in which case the equilibrium
structure for common interaction potentials would be an ordered array of vacancies.
No superstructures corresponding to vacancy ordering were found in the extensive
synchrotron-based X-ray diffraction studies for epitaxial GST grown on GaSb(100):
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Fig. 8.19 Formation energies (open circles) for Ge (a) and Sb (b) vacancies for different concen-
trations of vacancies. The corresponding stoichiometries are marked above. Negative values for the
formation energies mean that the respective compound is energetically preferred. On removing Ge
atoms the energy of the crystal gets lower in the order of half an eV per supercell. The distortions
(stars) lead to a further reduction, also of the order of half an eV. Reprinted by permission from
Macmillan Publishers Ltd.: Nature Mater. [27], copyright (2007)

all reflections originated from the basic periodicity of the GST crystal [58] suggesting
that vacancies do not interact in GST, which seems strange as they locally distort the
lattice, involving a significant elastic energy.

Ab Initio Studies

At the same time, ab initio computer simulations [13] comparing various stacking
sequences for Ge2Sb2Te5 suggested that vacancies should be ordered and form a
vacancy-rich layer. It was argued that the most stable configuration of the cubic of
the cubic Ge2Sb2Te5 phase possesses a stacking sequence of Te-Ge-Te-Sb-Te-v-
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Fig. 8.20 Ordered arrange-
ment of vacancies in cubic
Ge2Sb2Te5. Reprinted with
permission from Park et al.
[60]. Copyright 2005 by the
American Institute of Physics

Te-Sb-Te-Ge in the [111] direction, where v represents an ordered vacancy layer.
This stacking sequence is similar to the Kooi stacking sequence [12] for the stable
Ge2Sb2Te5 phase. At the same time, it should be noted that the observed energy
differences between the Petrov and Kooi sequences are rather small (−3.797 eV/atom
vs. −3.779 eV/atom [13]) and as a result probabilities of obtaining various stacking
sequences experimentally become essentially indistinguishable at room temperature
(and above) which may also account for the random vacancy distribution observed
experimentally. Subsequently, the same authors investigated other materials in the
GST system and concluded that the vacancy layer is always located within the SbTe
block (-Sb-Te-v-Te-Sb-) [59].

The ordering of Ge and Sb atoms have also been concluded by Park et al. [60]
based on HR-TEM studies. These authors proposed the structure shown in Fig. 8.20
as the one providing the best agreement with the experiment. The difference between
this structure and the one proposed by Sun et al. [13] is twofold. First, in the model
of Sun et al. the vacancies form vacancy layers while in the model of Park et al. there
are no vacancy layers. Second, in the model of Sun et al. the structure can be viewed
as a sequence of GeTe and Sb2Te3 grouped layers with all vacancies confined within
the Sb2Te3 layers while in the model of Park et al., the Ge and Sb layers alternate
and vacancies are randomly distributed within both the Ge and Sb layers.

Distribution of vacancies has also been studied by Eom et al. [56]. While for
Ge2Sb2Te5 these authors deduced random distribution of vacancies, for GeSb2Te4,
they found that “the most stable structure is the vacancy layer normal to the [111]
direction” which is very simillar the conclusion of Sun et al. for Ge2Sb2Te5.

Point Defects

Regarding point defects, the available information is very limited. Thus Ge atoms
located on tetrahedral symmetry sites have been reported based on HR-TEM results
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[61, 62] and their presence was also suggested by X-ray holography studies [63] of
the crystalline cubic GST phase. At the same time, it should be noted that careful
Rietveld analysis or powder diffraction data did not detect such atoms [19, 20]. Nor
could they be found in epitaxially grown Ge2Sb2Te5 films when the authors specially
examined the possibility of the existance of such sites [58].

Distortions

The distortions in the crystal structure of cubic GST similar to those in the binary
GeTe were first determined experimentally by EXAFS [38, 39]. Their presence in the
crystal structure is usually attributed to the Peierls effect similar to the case of pure
group V elements such as Sb whose structure can be viewed as obtained from a sim-
ple cubic lattice by displacing every second atom in the direction of a space-diagonal
and also slightly altering the angles. Such distortions result in reducing the transla-
tional symmetry and opening a gap in the density of states near the Fermi level. The
IV–VI crystals such as GeTe that also possess on an average five valence electrons per
atom are also often described as Peierls distorted. In phase-change materials the sit-
uation is similar, the three orthogonal p-orbitals allow for the formation of the rock
salt structure that is unstable against local distortions. A detailed study of Peierls
distortions in covalently bonded semiconductors has been performed by Gaspard
et al. [2].

Wuttig et al. [27] have shown that distortions decrease the total energy of GST,
their effect being more strongly pronounced in structures that contain vacancies
(Fig. 8.19). These authors also concluded that it is mostly the Te subsystem that
reduces its free energy upon structural relaxation.

While Peierls distortion is expected to decrease with temperature, this is not the
case in GST alloys where the shorter Ge–Te bonds remain essentially unchanged
[64] or get even shorter [42] as the temperature is increased.

While the existing experimental diffraction results and those of ab inito DFT
simulations all agree that the crystalline phase is well described as a distorted
rock salt structure, it may be worth noting that XANES simulations performed
on such structures obtained by either relaxation of the rock salt phase at 0 K or
by annealing of the melt-quenched amorphous phase in silico [57] do not agree
(Fig. 8.21a) with the experimental results for the crystalline phase Ge2Sb2Te5 shown
in panel (b), in particular, the slopes in the energy region II have opposite signs.
At the same time, simulated XANES spectra for clusters with octahedral coordi-
nation around the central atom but containing a certain number of purely covalent
fragments without resonance bonding (Fig. 8.21c) give a near-perfect match to the
experimental results suggesting that the degree of disorder in the experimentally
obtained metastable crystalline phase may be larger than generally believed and,
in particular, that numerous non-resonantly bonded fragments are present in the
crystalline phase.
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Fig. 8.21 Experimental and simulated XANES spectra for the metastable cubic phase of
Ge2Sb2Te5 (a). Theoretical spectra were simulated for the in-silico annealed rock salt phase of
Ref. [57] (b) and for a cluster that contains numerous covalently bonded fragments without reso-
nance bonding between them (c). In the models, the notations are: Ge-small (red) atoms, Sb-middle
size (green) atoms and Te-large (yellow) atoms

8.3 Engineered Structures

8.3.1 GeT e-Sb2T e3 Layered Structures

While the analysis of experimental data suggests that Ge, Sb and vacancies are
randomly distributed, computer studies of the spatial distribution of Ge and Sb species
on the Ge/Sb/v sublattice demonstrated that the layered structure with the Te-Ge-Te-
Sb-Te-v-Te-Sb-Te-Ge sequence in the [111] direction possesses the lowest energies
[13]. Subsequently, the same authors investigated other materials in the GST system
and concluded that the vacancy layer is always located within the SbTe block (-Sb-
Te-v-Te-Sb-) [59]. In addition to possessing the lowest energy, such structures are
characterised by two other features. First, they possess a well-defined axis along
the [111] direction suggesting that the Ge atom switching during the phase-change
process should proceed along this direction and hence the transition should have much
lower entropic losses. Second, all Ge atoms possess an identical local structure which
suggests that the phase-change process in such a material should be characterised
by a much narrower energy distribution. Both these features seem advantageous for
memory design.

Experimentally, the DSI group was the first to spatially separate GeTe and Sb2Te3
layers with individual layer thicknesses of a few nm [65–67]. It was shown that the
layered structure was preserved after repeated cycles and devices made from the
layered structure demonstrated better switching characteristics, such as low pro-
gramming current [66], compared to composite materials. Making use of the different
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Fig. 8.22 A TEM image of an
atomically flat layered GeTe–
Sb2Te3 structure obtained by
helicon-wave sputtering

crystallisation temperatures for the constituent materials, the authors demonstrated
that multilevel recording can be achieved using such structures [67].

Layered structures consisting of alternating GeTe and Sb2Te3 blocks with sub-
nanometer thicknesses have been prepared using helicon-wave sputtering (Fig. 8.22)
using three different targets [68, 69]. One can see that despite the fact that the sam-
ples were grown using a mass-production sputtering method, the structure has a very
strong orientation along the 〈111〉 axis of the “cubic” phase.

The layered structures possess switching characteristics significantly superior to
those obtained using conventional magnetron sputtering with a composite target and
pave the way to design novel phase-change memory devices (Sect. 12.2.2).

8.3.2 Epitaxial Growth of Phase-Change Materials

Successful growth of epitaxial GST films in the metastable cubic phase by molecular
beam epitaxy has been reported in [70–72]. The initial experiments were performed
on GaSb(001). The growth mode strongly depends on the substrate temperature. At
low temperature an amorphous film grows, this is followed by polycrystal growth
and incubated epitaxial growth. In a rather narrow temperature range following this,
epitaxial films grow (Fig. 8.23). Despite the rough morphology, the layers show a
good crystallinity and strongly dominant epitaxial orientation. Subsequently, the
authors performed successful growth of GST on GaSb, InAs and Si substrates [73].
These results are briefly described below in this section.

http://dx.doi.org/10.1007/978-3-642-28705-3_12
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Fig. 8.23 In situ RHEED
patterns acquired dur-
ing growth, showing:
a diffuse scattering from
an amorphous layer.
b Laue rings due to a polycrys-
talline GST layer and c crystal
truncation rods originating
from the diffraction of a sin-
gle crystalline GST epilayer.
d GST growth rate for the
above sturcture versus sub-
strate temperature. After
Rodenbach et al. [73]

Structure of Epitaxial Phase-Change Layers

In agreement with the results obtained for the layered growth using helicon-wave
sputtering, the epitaxial GST layers show a strong preference to grow with (111)
facets which was attributed to the tendency of GST to form (111)-oriented Ge, Sb
and Te planes in its trigonal structure as well as to the symmetry of the distortion:
growth on a (111) plane retains the full rotational symmetry in the (111) plane and
the distortion can relax normal to it. The films grown on GaSb and InAs show the
same trend.

Figure 8.24a, d, g shows the RHEED pattern of the starting surface and its recon-
struction for each substrate. Figure 8.24b, e, h displays the patterns at an intermediate
stage of growth. The patterns of final surfaces are shown in Fig. 8.24c, f, i. One can see
that growth on (001) surfaces results in a spotty transmission pattern characteristic
of a rough surface with crystallites that are small enough that the electron beam can
penetrate. A smooth surface, on the other hand, produces a streaky RHEED pattern
as is clearly observed for films grown on (111) oriented substrates. A comparison of
the diffraction patterns obtained for the two different substrate orientations demon-
strates that the growth of GST on (111) oriented substrates is superior, without a
strong dependence on the substrate used or the lattice mismatch [73].

The crystal structure becomes apparent when combining RHEED patterns in
different directions as shown in Fig. 8.25. The circular in-plane pattern is con-
structed from a scan measured during continuous rotation of the substrate. Quasi-3D
rendering reveals the body-centred cubic reciprocal lattice of the grown layer. This
is in agreement with the expected real-space face-centred NaCl structure expected
for the metastable cubic phase. Streaks extending from the reflections in plane along
the 〈110〉 and out of plane along the 〈111〉 axes imply relaxation and facet formation
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Fig. 8.24 Comparison of RHEED patterns before, during, and at the end of the growth of GST on
(a–c) GaSb(001), GaSb(111)B (d–f) and on (g–i) Si(111). After Rodenbach et al. [73]

Fig. 8.25 Reciprocal lattice
of the Ge2Sb2Te5 film grown
on GaSb(100) constructed
from different RHEED scans.
The reciprocal unit cell is
indicated by the shaded cube.
After Rodenbach et al. [73]

along the 〈111〉 directions, indicating that the Peierls distortion observed by EXAFS
is preferentially directed along 〈111〉 [71].

Of special interest is the successful growth of epitaxial GST layers on Si(111)
despite a rather large lattice mismatch of about 10% [73]. This fact can be explained
by the presence of vacancies in the structure and their ability to “absorb” the stress.
In addition, the obtained result demonstrates perfect compatibility of phase-change
materials with silicon technology. It is interesting to note that single-crytal growth
of GST could also be obtained by sputtering (which is a mass-production technique)
GST on a hot Si (111) substrate [74].
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Fig. 8.26 Optical microscope image of an epitaxial Ge2Sb2Te5 layer on GaSb(001) amorphised and
recrystallised by laser pulses, together with EBSD patterns of selected regions. Electron backscatter-
ing Kikuchi line patterns indicate the crystalline phase of the material. Recrystallisation reproduces
the initial orientation. Reprinted with permission from the author from [58]

Laser-Induced Phase Change

Results of laser switching experiments on epitaxial Ge2Sb2Te5 using a Nd-doped
YAG laser with 60 ps pulse duration [58] are shown in Fig. 8.26. The strong contrast
in optical properties between the two phases shows up as a darker colour of the
amorphised regions. The regions enclosed by black and white dashed circles have
been switched back and forth between the two phases multiple times demonstrat-
ing that repeated switching of epitaxial GST on GaSb(100) is possible. Reversible
switching of epitaxial films between the crystalline and amorphous phases have also
been confirmed by Raman scattering [58].

The authors further took electron backscatter diffraction (EBSD) that measures the
Kikuchi line pattern produced by the electron beam in scanning electron microscopy.
Due to its small sampling depth, it can detect the crystallinity and grain orientation
in thin films. EBSD of the different regions shown in Fig. 8.26 clearly confirms
the amorphous and crystalline character of the different regions. Interestingly, the
recrystallised regions are not polycrystalline, as would be expected for heterogeneous
nucleation. Instead, the epitaxial pattern of the as-grown epitaxial state is recovered,
indicating that the amorphised material retains memory of the epitaxial arrangement,
i.e. a latent long-range order exists in the amorphous phase obtained from the ordered
single crystalline phase.
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Recrystallisation of amorphised epitaxial phase-change layers back to the single-
crystal phase has also been demonstrated using nanobeam X-ray diffraction
(P. Rodenbach et al., unpublished).
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Chapter 9
Structure of the Amorphous Phase

As have already been described above, despite numerous recent efforts, even the
structure of the crystalline phase of GST is still not completely resolved. The situa-
tion with the amorphous phase is naturally even more complex. In early works the
structure of the amorphous phase was tacitly assumed to be completely disordered.
Extensive recent studies, performed both experimentally and using ab initio com-
puter simulations, revealed several characteristic features of the amorphous phase.
The results obtained in these studies form the main body of the present chapter.

Experimental studies of the amorphous structures are complicated by several
circumstances. First, it is generally more difficult to study the amorphous phase
because the number of suitable techniques is more limited. Second, in order to obtain
the amorphous phase of GST ultra-high quenching rates are required that can only
be realised in device structures. Attempts to generate melt-quenched GST by splat
cooling have failed: no amorphous phase could be found is the splat-cooled samples
with the cooling rates as high as 105–106 K/s (Kolobov and Pradel, unpublished).

This leaves experimentalists with two options. One is to use as-deposited films to
model the melt-quenched state and the other one is to use device structures to fabri-
cate the required amorphous phase. Both these approaches have shortcomings. The
as-deposited phase, on the one hand, may not be the same as the one obtained from
quenching the melt and as-deposited films of Ge-based chalcogenides in particular
are known to contain a large concentration of homopolar bonds [1]. Device structures,
on the other hand, do not provide sufficiently large amounts of the material required
for accurate measurements, the latter being further complicated by the presence of
other phases in the device structures.

An appealing alternative is to study the structure of the amorphous phase using
computer simulations. Recent advances in computer hardware and software develop-
ment have turned ab initio studies into a highly efficient practical tool. Furthermore,
the very short crystallisation times of phase-change materials are comparable with
the time range accessible by DFT-based molecular dynamics which allows for direct
simulations of the crytallisation process. Use of computer modelling to analyse the
structure of the amorphous phase of phase-change memory alloys has been described
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in Materials Science 164, DOI: 10.1007/978-3-642-28705-3_9,
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in [2]. At the same time, computer simulations are based on certain approximations
and, additionally, in order to optimise the cost of simulations (to reduce the relaxation
time) the melt is usually generated at 2,000–3,000 K, i.e. significantly higher than the
experimental melting point and this very high temperature may introduce additional
disorder into the structure that is not present in experimental samples or in devices
during the phase change process that takes place at much lower temperatures.

It should also be mentioned that the above issues generate a consequential prob-
lem: the experimental results obtained for as-deposited samples are often compared
with the simulation results obtained on melt-quenched samples although the struc-
tures of as-deposited and melt-quenched phases are not identical. This issue should
be kept in mind whenever such a comparison is made.

In what follows we discuss the results of both experimental studies and computer
simulations starting with the experimental studies.

9.1 Experimental Studies

9.1.1 Binary GeTe

Of special interest may be the structure of amorphous binary GeTe that is the sim-
plest phase-change material and an end point of the quasibinary GeTe–Sb2Te3 tie-
line. Despite years of studies by various groups, there is still a controversy regarding
the structure of amorphous GeTe. The structural X -ray diffraction studies made by
Betts, Bienenstock and Ovshinsky [3] back in the 1970s revealed that the interatomic
distance and the coordination number of a-GeTe are in poor agreement with those of
c-GeTe. From a detailed analysis of the peak, these authors concluded that a random
covalent model with a 4(Ge):2(Te) local coordination was the most appropriate as a
local coordination model for a-GeTe. Subsequent electron diffraction studies [4, 5]
obtained similar radial distribution functions. The 4(Ge):2(Te)-coordinated structure
was also suggested on the basis of an EXAFS measurements around both Ge and Te
K-edges [6–8]. The Ge–Te bond length (2.59 Å) was also found to be consistent with
the 4(Ge):2(Te) bonding geometry [8]. Raman scattering and far-infrared absorption
spectra for a-GeTe [9] were equally interpreted in terms of the presence of GeTe4
tetrahedra. These results strongly supported a random covalent network model of the
4(Ge):2(Te)-coordinated atoms, and excluded the possibility of a c-GeTe microcrys-
talline structure. Combined photoemission and inverse photoemission studies [10]
also favoured the 4(Ge):2(Te) coordination.

On the other hand, neutron scattering [11] and Mossbauer spectrometry of 125Te
nuclei [12] studies suggested the 3(Ge):3(Te)-coordinated local structure, demon-
strating that the local structure of GeTe is still far from being resolved. One explana-
tion of the different conclusions could be that the samples were prepared differently in
different studies. Since the melt-quenched bulk amorphous phase is unachievable, the



9.1 Experimental Studies 183

experimental studies are necessarily performed on as-deposited films whose structure
may significantly vary depending on the preparation conditions.

Recent DFT simulations [13] have shown that the amorphous phase of GeTe
obtained directly from the crystalline phase without going through the melt possess
predominantly 3(Ge):3(Te) building blocks. Tetrahedrally coordinated Ge atoms are
limited to Te3Ge–GeTe3 tetrahedra.

9.1.2 Quasibinary GeT e-Sb2T e3 Alloys

X-ray Absorption Fine Structure

The first report on the local structure of the amorphous phase belongs to the LETI
group in France [14]. These authors performed EXAFS studies on as-deposited
and thermally crystallised layers of GeTe and GST and obtained the bond lengths
characteristic of the two states. In particular, they found the Ge–Te bond to be 2.62 Å
and the Sb–Te bond to be 2.84 Å (as compared to 2.83 and 2.94 Å, respectively in
the crystalline phase), i.e. the bonds are shorter in the amorphous phase. This work,
however, only reported the obtained numerical values and stayed short of drawing
further conclusions.

Kolobov et al. [15] were the first to go beyond the simple measurements and
their results are described below in more detail. It should be noted that in this work
laser-crystallised and laser-amorphised states of GST were studied, i.e. exactly the
structures that are used in optical memory devices (the measurements were performed
on real-device structures). XAFS measurements were performed at room temperature
using conversion electron yield at the K-edges of all constituent elements.

For the amorphous phase, it was found that the Ge–Te and Sb–Te bonds become
shorter and the structure possesses more local order than the crystalline phase as
evidenced by more intense and narrower peaks in the spectra corresponding to the
amorphous phase (Fig. 9.1). It is informative to note that the obtained Ge–Te and
Sb–Te bond lengths are very close to the sum of the corresponding covalent radii for
the elements (rGe = 1.22 Å, rSb = 1.38 Å, rTe = 1.35 Å [16]).1 No evidence for the
presence of Ge–Ge or Ge–Sb bonds was detected in the laser-amorphised phase.

The observed bond shortening and increased local order are highly unusual for
covalent solids when, due to anharmonicity of the interatomic potential, disorder
usually results in longer and weaker bonds and suggests that the local structures in
the two cases are significantly different. It should also be noted that despite the bond
shortening the density of the amorphous phase is about 5% lower than that of the
crystalline phase.

The conclusion that a significant change occurs in the local structure finds more
support in experimentally measured XANES spectra [15] shown in Fig. 9.2. As was
discussed earlier, XANES has the advantage (which is also a complication for the
data analysis) that it is sensitive to the three-dimensional spatial arrangement of scat-

1 The covalent radius for Ge is given assuming sp3-hybridisation.
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Fig. 9.1 Fourier transformed EXAFS spectra for Ge, Sb and Te K-edges for laser-crystallised and
laser-amorphised Ge2Sb2Te5. Reprinted by permission from Macmillan Publishers Ltd.: Nature
Mater. [15], copyright (2004)

tering atoms around the central (absorbing) atom [17, 18]. The observed differences
thus provide evidence that the local structures (i.e. the coordination numbers, nature
of bonding with the nearest neighbours and the interatomic distances) are, indeed,
different in the two cases.

The decreased bond length in the amorphous state concomitant with the density
decrease is reminiscent of molecular solids, e.g. selenium, when different kinds of
bonding exist in a solid and their interplay determines the local structure. Thus, in
the case of crystalline selenium, the covalently bonded atoms within helical chains
are held together by weaker van-der-Waals interactions (occasionally also referred
to as resonance bonds [19, 20]) which further deepens the analogy between GST and
molecular solids such as selenium. Upon the loss of the long-range order, the inter-
chain interaction decreases and the intra-chain forces dominate the local structure.
As a result, the first nearest neighbour distances get shorter (2.32 Å in the amorphous
state as opposed to 2.36 Å in the crystalline state). At the same time, the first nearest
neighbour EXAFS peak has a larger intensity in the amorphous phase (Fig. 9.3)
[21]. While it may be possible that the coordination number in amorphous selenium
is larger than 2.0 [21] it has also been argued that this may be due to an increased
local order in the amorphous state due to weakening of the inter-chain bonds [22].

Similar to the case of Ge2Sb2Te5, despite the first nearest neighbour bond short-
ening, the density of amorphous selenium is lower than that of the crystal and in
the case of Se this is due to the fact that the second nearest neighbour distances, i.e.
interchain distances, increase in the amorphous phase. This analogy between GST
and Se EXAFS suggests that the transition between the crystalline and amorphous
phases involves rupture of the weaker (longer) bonds that exist in the crystalline phase
[23]. A case example of selenium has been recently used to model the large change
in optical properties between the crystalline and amorphous phases in phase-change
materials [24].

The overall observed changes in XANES upon the phase transition could be repro-
duced by FEFF simulations [25] when the Ge atoms were placed into tetrahedral
symmetry sites [15] within the Te fcc lattice (Fig. 9.4). Based on this finding the
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Fig. 9.2 XANES spectra for the as-deposited, laser-crystallised and laser-amorphised Ge2Sb2Te5
samples. The left-side panels show full spectra; in the right-side panels the spectra have been scaled
vertically for better visualisation of the difference. Reprinted with permission from Krbal et al. [39].
Copyright 2011 by the American Physical Society

authors argued that the phase transition is triggered by an umbrella-flip of Ge atoms
[15] between the octahedral and tetrahedral symmetry sites within the Te fcc lattice



186 9 Structure of the Amorphous Phase

Fig. 9.3 Fourier transformed EXAFS spectra for as-deposited and crystallised selenium films.
Reprinted with permission from Kolobov et al. [21]. Copyright 1977 by the American Physical
Society
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Fig. 9.4 Ge K-edge XANES spectra measured experimentally (left) and simulated using FEFF8
code assuming tetrahedral location of Ge atoms. Reprinted by permission from Macmillan Publish-
ers Ltd.: Nature Mater. [15], copyright (2004)

(Fig. 9.5). This provided the first atomistic explanation why the transition is so fast
(a single atom switches) and why the medium is so stable (the Te sublattice is essen-
tially preserved).

A simple switch of a single Ge atom within an ordered Te fcc lattice as shown
in Fig. 9.5 is, of course, a schematic oversimplification; in reality, the situation is
much more complex. First, the Te atoms shown in the figure are not only bonded
to the central Ge atom but also to other atoms in the solid. Additionally, a change
in the Ge atom bonding geometry necessarily changes the force balance acting on
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Fig. 9.5 Ge atom located on an octahedral (left) and tetrahedral (right) symmetry site within the Te
fcc lattice. Reprinted by permission from Macmillan Publishers Ltd.: Nature Mater. [15], copyright
(2004)

Table 9.1 Total coordination
numbers for as-deposited
amorphous Ge2Sb2Te5
obtained from EXAFS
analysis

Atom type Total coordiantion number

Ge 3.9 ± 0.7 [30], 3.85 [27]
Sb 2.8 ± 0.5 [30], 3.12 [27]
Te 2.4 ± 0.6 [30], 1.99 [27]

other atoms. As a result, the Te atoms are displaced from their original fcc positions
leading to loss of the long-range order as first suggested in [26].

Amorphous Ge2Sb2Te5 has subsequently been studied using EXAFS by other
groups [27–29]. An important difference, however, is that in those studies
as-deposited amorphous films were studied. The obtained Ge–Te and Sb–Te bond
lengths are in a good agreement with the results described above.

In addition to the Ge–Te and Sb–Te bonds found in previous works, for
as-deposited samples, Ge–Ge bonds were identified by various groups with the
bond length of 2.47–2.48 Å [27, 30]. It should be noted in passing that presence
of “wrong” bonds, and especially Ge–Ge bonds, is also characteristic of as-deposted
films of chalcogenide glasses [1]. As to the existence of Ge–Sb bonds in amorphous
Ge2Sb2Te5, such bonds were not observed in [31] but their presence was reported in
[27, 32] and the bond length of 2.69 Å was reported [27]. Sb–Sb and Te–Te bonds
were not reported from EXAFS studies.

Using the coordination numbers obtained from the EXAFS data analysis, the
authors applied the bond constraint theory [33] to interpret the phase change in
Ge2Sb2Te5 and calculated the average number of constraints to be 3.07. Accord-
ing to the authors, the obtained number of constraints corresponds to a good glass
former [29]. This conclusion is in stark contrast to the existing consensus that
attributes high crystallisation rates of phase-change materials to the fact that they
are marginal glass-formers [34].

The 8–N rule has been experimentally confirmed for all constituent elements for
as-deposited GST. This conclusion follows from the coordination numbers sum-
marised in Table 9.1 and also has been specifically noted in [27].
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The reported EXAFS data allow one to draw the following conclusions about the
structure of the amorphous phase of Ge2Sb2Te5. The Ge–Te and Sb–Te bond lengths
are 2.61–2.63 Å and 2.83–2.85 Å, respectively, i.e. significantly shorter than in the
crystalline phase and very close to the sum of covalent radii of the constituent atoms.
Additionally, Ge–Ge and Ge–Sb “wrong” bonds may be present in as-deposited
samples. The constituent atoms obey the 8–N rule, i.e. the Ge, Sb and Te atoms are
predominantly fourfold, threefold and twofold coordinated, respectively.

EXAFS studies performed on other materials within the GeTe–Sb2Te3 system
revealed an essentially identical behaviour namely, in all studied cases the first nearest
neighbour distances are shorter in the amorphous state and the 8–N rule is satisfied.

Scattering Studies

Bond shortening in the as-deposited amorphous phase of Ge2Sb2Te5 has also been
observed by high-energy X-ray scattering experiments [35]. Figure 9.6 shows the
total correlation functions for the binary GeTe and GST. One can clearly see that the
peak positions shift to shorter distances in the disordered (amorphous and liquid)
phases in agreement with the EXAFS results.

The results were analysed using reverse Monte Carlo (RMC) technique (cf.
Sect. 3.3.1). The RMC analysis suggested that the Ge(Sb)–Te–Ge(Sb) and
Te–Ge(Sb)–Te angles were close to 90 degrees in disagreement with the tetrahe-
dral coordination of the Ge atoms suggested from XAFS analysis. At the same time,
the coordination numbers found for Ge (Sb) species of 3.7 (3.0) is in agreement with
the previous conclusions. The existence of the “wrong” Ge(Sb)–Ge(Sb) bonds was
not confirmed by the RMC analysis.

The authors further performed a ring statistics analysis (cf. Sect. 3.3.2); the results
are reproduced in Fig. 9.7. For GeTe, they found a broad distribution of different
ring sizes which is due to the formation of Ge–Ge bonds. At the same time, “the
ring statistics of amorphous Ge2Sb2Te5 is dominated by four- and six-fold rings
analogous to the crystal phase”. The authors conclude that such unusual ring statistics
of amorphous Ge2Sb2Te5 is the key for the fast crystallisation speed of the material.
It should be noted that the obtained ring statistics in a–Ge2Sb2Te5 is the result of
the RMC simulation under the assumption that homopolar Ge–Ge and Sb–Sb bonds
are not formed in a–Ge2Sb2Te5. At the same time, different experimental EXAFS
studies of as-deposited Ge2Sb2Te5 [27, 30] reported the existence of the Ge–Ge
bonds.

The obtained results were subsequently refined using ab initio simulations as a
starting point for the RMC with the following conclusions drawn: (a) ring structures
play an essential role in the phase change, (b) numerous cavities provide space for
the phase change to occur without breaking many bonds and (c) over-coordinated Sb
and Te and a small number of wrong bonds indicate that Ge2Sb2Te5 is a marginal
glass former [36].

Scattering studies have also been performed for Ag-In-Sb–Te alloys and the results
are described below (Sect. 9.2.4).

http://dx.doi.org/10.1007/978-3-642-28705-3_3
http://dx.doi.org/10.1007/978-3-642-28705-3_3
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Fig. 9.6 Total correlation
functions T (r) of crystalline
(black), liquid (blue) and
amorphous (red) Ge2Sb2Te5
and GeTe. Reprinted with
permission from Kohara
et al. [35]. Copyright 2006
by the American Institute of
Physics

9.1.3 Differently Prepared Amorphous Phases: Polymorphism

Finally, we address the issue of differences in the amorphous structure obtained
through different pathways. First of all, it should be noted that optical reflectivity
of the amorphous phase obtained after the material has once been crystallised is
intermediate between those of the as-deposited and crystalline phases suggesting
that the two phases possess different structures [37]. Secondly, it should be noted
that the crystallisation time is significantly shorter for the “recycled” amorphous
phase [37, 38] which further suggests that the two phases are different.

Direct structural evidence for the differences can be seen from comparison of
XANES spectra of as-deposited and laser-amorphised samples [39] as shown in
Fig. 9.2. One can see that curves for the laser-amorphised sample are intermedi-
ate between the as-deposited sample and the crystalline samples. Raman scattering
spectra (Fig. 9.8) exhibit the same trend [39]. This result may be compared with
photodarkening in chalcogenide glasses when the absorption edge of annealed (i.e.
equilibrated) films is located in between those for the as-deposited and illuminated
states (cf. Fig. 4.1).

http://dx.doi.org/10.1007/978-3-642-28705-3_4
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Fig. 9.7 Ring size distribution in Ge2Sb2Te5 and GeTe (a). Black bars represent the distribution
in the crystals and red and blue bars correspond to the amorphous structures obtained by RMC
simulation started with NaCl-type structure (red) and with a random structure (blue). The obtained
structures are shown in panel (b). Reprinted with permission from Kohara et al. [35]. Copyright
2006 by the American Institute of Physics

Fig. 9.8 Raman spectra
of as-deposited and laser-
amorphised Ge2Sb2Te5
compared to that of the laser-
crystallised layer. Reprinted
with permission from Krbal
et al. [39]. Copyright 2011
by the American Physical
Society

One possible explanation for the laser-amorphised Ge2Sb2Te5 to possess an inter-
mediate structure would be that the sample was not uniformly laser amorphised and
the intermediate spectra are due to the presence of a certain fraction of the crys-
talline phase. An alternative and more likely explanation may be that the nature
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Fig. 9.9 An experimen-
tal XANES spectrum of
Ge2Sb2Te5 amorphised
at 22 GPa compared with
the spectrum for a laser-
amorphised Ge2Sb2Te5

of the crystallisation–amorphisation process is such that the strongly distorted Te
lattice persists in the amorphous state [15, 40]. The observed intermediate range
order in the amorphous GST supports this idea which is further supported by the fact
that four-ring building blocks that form the metastable cubic phase of GST are also
found in “melt-quenched” Ge2Sb2Te5 [41]. Several other studies also found that the
amorphous phase contains nuclei of the cubic phase [42–44].

One can imagine that in the as-deposited film obtained from the vapour phase
the atoms are more likely to possess the “ideal” amorphous coordination, such that
Ge atoms form GeTe4 tetrahedra while Sb atoms are threefold coordinated. The
coordination numbers found from EXAFS analysis on as-deposited samples that
satisfy the 8–N rule support this proposal. On the other hand, the amorphous phase
obtained from the solid metastable cubic GST phase is more likely to preserve a
certain number of Ge- and Sb-containing fragments with the valence angles close to
those in octahedrally coordinated sites in the crystalline phase. Such a conclusion
has also been drawn from DFT and detailed XANES simulations when structures
of as-deposited and melt-quenched Ge2Sb2Te5 were compared from first principles
[39, 45].

As described in Sect. 10.1.1, metastable cubic GST can also be rendered amor-
phous by application of hydrostatic pressure. XANES studies performed on a
pressure-amorphised sample (Fig. 9.9), the results, and in particular the lower white
line and an appearance of a pronounced shoulder following the white line, suggest
that a significant amount of Ge atoms become tetrahedrally coordinated after com-
pression (Krbal et al. unpublished).

Analysis of experimental data as well as computer modelling have shown that
pressure amorphised GST contains a large amount of “wrong” Sb–Sb and Te–Te
bonds that were not detected in laser-amorphised or as-deposited GST [46].

Finally, the amorphous GST obtained by ion implantation has been investigated
[47, 48] and it was found that ion-irradiated samples crystallised significantly faster
than the as-deposited sample. Based on Raman scattering studies, it was argued

http://dx.doi.org/10.1007/978-3-642-28705-3_10
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that Sb+ ion implantation (120 keV) leads to destruction of tetrahedral Ge–Te bonds
in the initial as-deposited phase [48]. At the same time, the existing ambiguities
[49–51] about the location of the Raman feature arising from tetrahedral Ge–Te4
configurations suggest that this conclusion may have to be revisited.

9.2 Computer Simulations

9.2.1 Around the Umbrella-Flip Model

The experimental observation of a significant change in the local order between the
crystalline and amorphous phases triggered numerous computer studies that were
initially aiming at supporting—or disproving—the umbrella-flip model.

The Spinel Approximation

Welnic et al. [52] were the first to apply ab initio computer simulations based
on density functional theory for phase-change materials. Based on the results of
experimental XAFS studies which concluded that Ge atoms are located on tetrahe-
dral symmetry sites and Sb atoms on octahedral symmetry sites within the Te fcc
lattice, these authors came up with an elegant idea to model the local structure of
GST by using the spinel structure. For a reader unfamiliar with crystallography we
note here that the spinel is a ternary crystal with the composition of MgAl22O4. In
this structure, Mg ions are tetrahedrally coordinated and Al ions are octahedrally
coordinated. Use of the spinel structure with Ge atoms on Mg sites, Sb atoms on Al
sites and Te atoms on O sites enabled the authors to substantially reduce the cell size
and thus perform cost-efficient calculations.

The authors first compared the total energy of the rocksalt structure with that of
spinel and found that the (distorted) rocksalt structure possesses a very similar energy
to that of the spinel structure (Fig. 9.10). Furthermore, they found that the energy
difference between the two states is in very good agreement with the value obtained
experimentally using differential scanning calorimetry (DSC).

The authors also found that the Ge–Te bond length in the spinel structure was
shorter than that in the rocksalt structure (2.81 Å as opposed to 2.86 Å) in agree-
ment with the conclusions drawn from XAFS. Numerical discrepancies between the
experimental and simulated values were attributed to the simulation method that
tends to produce longer interatomic distances. At the same time, the Sb–Te distance
was found to increase in the simulations (from 3.00 Å in the rocksalt to 3.10 Å in the
spinel structure) while in the experiments the Sb–Te bond shortening was observed.

Calculations of the band structure have shown band opening at the Γ point upon
transformation from the rocksalt to the spinel phase in agreement with the experiment.
It was suggested that the smaller values obtained in simulations (as opposed to those
measured experimentally) are characteristic of DFT simulations [52].
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Fig. 9.10 Electronic ground state energy per atom plotted versus lattice parameter for the rocksalt,
spinel and chalcopyrite structure. The lattice parameter corresponds to a cubic lattice containing
1 Ge, 2 Sb and 4 Te atoms. The total energy of the relaxed, undistorted rocksalt phase was set to
zero in this plot, the crucial and physically relevant data are the energy differences between the
structures. The distorted rocksalt structure has the lowest ground state energy and can be identified
as the crystalline phase. Reprinted by permission from Macmillan Publishers Ltd.: Nature Mater.
[52], copyright (2005)

While subsequent computer simulations casted doubt in the correctness of the use
of the spinel analogue of the amorphous phase (as well as the umbrella-flip model
deduced from XANES studies), it was nonetheless the first demonstration that the
presumed change in the Ge bonding geometry towards a purely covalent bonding
does reproduce the change in properties observed experimentally.

The results of computer simulations for Ge2Sb2Te5 were also reported in [53, 54]
and the energy barrier between the octahedral and tetrahedral sites was found to be
0.4 eV which is significantly smaller than the experimentally determined barrier of
2.3 eV (see e.g. [55]) for the crystallisation process.

Effect of Site Occupancy in Ge/Sb Sublattice

Lang et al. [54] were the first to explicitly point out that upon a Ge atom switching into
a tetrahedral symmetry site within the Te fcc lattice, in addition to the four Te atoms,
the Ge atom is at least initially, i.e. before any diffusion-mediated changes occur,
coordinated to three more sites, each containing either a Sb or Ge atom or a vacancy.
They have calculated the energies for transitions of an octahedrally coordinated
Ge atom into a site that has only four Te neighbours and also into a site that addi-
tionally has two Sb atoms.

The results of simulations are shown in Fig. 9.11. For the case when the switched
Ge atom only has Te neighbours (adjacent sites on the Ge/Sb sublattice are vacant), a
barrier of 0.4 eV was found between the octahedral and tetrahedral sites. On the other
hand, for the case with two Sb atoms additionally present (on the Ge/Sb sublattice),
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Fig. 9.11 Energy variation for a Ge atom motion between an octahedral site and a “tetrahedral”
site within the cubic phase of Ge2Sb2Te5 when Ge only has four Te neighbours (squares) and when
it additionally has two Sb neighbours (diamonds) in the “amorphous” state. The atom position at 0
corresponds to the octahedral site and the position marked by a dashed line to that of a tetrahedral
site. Reprinted with permission from Lang et al. [54]. Copyright 2007 by the American Physical
Society

there is no barrier. The structures were subsequently relaxed by molecular dynamics
for a simulation time of 2 ps for temperatures of 400 and 500 K. At both temperatures
the purely tetrahedral Ge location was stable. From this result the authors conclude
that the umbrella flip is “only favourable if there are no Sb atoms surrounding the
site to which the Ge atom moves”.

This result is in agreement with a later finding of Da Silva et al. [56] who calculated
the potential energy path along the rocksalt [111] direction for GeTe as a function of
Ge shift between the octahedral and tetrahedral sites. It was found that the tetrahedral
Ge positions in crystalline GeTe (assuming zincblende crystal structure) are not
a local minimum. The zincblende structure relaxes without an energy barrier to
graphite-like or “long-Ge–Te” structures, which have lower energies than the high
symmetry zincblende phase and concluded that the intrinsic instability of Ge at ideal
tetrahedral sites drives them to move away and adopt a variety of lower symmetry
coordination environments as illustrated by Fig. 9.12.

It should be also kept in mind that presence of vacancies disturbs the symmetry of
the octahedral site and the octahedrally coordinated atoms are likely to be displaced
not completely randomly but the displacement direction should correlate with the
location of the adjacent vacancies [57]. As a consequence, the Ge atom is likely to
flip in a preferred direction which increases its possibility to find itself in the most
stable site. Such a scenario is in agreement with the results of [58, 59] where it was
found that only a fraction of the Ge atoms acquire tetrahedral bonding geometry in
the amorphous phase.
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Fig. 9.12 Potential energy path for atomic displacements of Ge atoms along the rocksalt [111]
direction of GeTe. a Distorted rocksalt structure. b Perfect rocksalt structure. c Long GeTe bond
zincblende structure. d Graphite-like structure. e Perfect zincblende structure. f Rocksalt-layer
structure. Reprinted with permission from Da Silva et al. [56]. Copyright 2009 by the American
institute of Physics

Long-Range Order Effect

To investigate the effect of the long-range order loss resulting from the lattice relax-
ation in the amorphous state Kolobov et al. [60] performed a simplistic calculation
using the bond-orbital method [61] for a motion of a Ge atom between the octa-
hedral and tetrahedral sites within eight first nearest Te neighbours (Fig. 9.13) for
two cases. In one case, all eight Te atoms were fixed at the ideal positions on the
fcc sites (ordered), in the other case, the four atoms with which the bonds have been
broken after the flip were moved away by 0.1 Å in agreement with the experimentally
observed Sb–Te bond shortening upon amorphisation (disordered). One can see from
the figure that loss of the long-range order has a drastic effect: while the octahedral
location is more stable in the ordered structure, it is the tetrahedral location that is
more stable in the disordered structure.

9.2.2 Melt-Quenched Amorphous Phase

A significant step forward was the in silico generation of a melt-quenched amorphous
phase. Such simulations were performed by several groups and their main results are
reviewed below.
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Fig. 9.13 Motion of a Ge atom between octahedral and a “tetrahedral” sites within the first nearest
neighbour eight Te atoms located on the fcc lattice. The lower panel shows energy diagrams for
perfectly ordered and disordered Te sublattice. Reprinted from Kolobov et al. [60] with permission
from IOP Publishing Ltd.

Caravati, Bernasconi, Kühne, Krack and Parrinello Model

The first simulation of the melt-quenched amorphous Ge2Sb2Te5 was reported by
Caravati et al. [58]. The liquid structure (270 atoms) generated at 2,300 K was equili-
brated for 6 ps and then quenched in 16 ps and further equilibrated for 18 ps at 990 K.
In order to generate a model of a–Ge2Sb2Te5, the liquid has been brought to 300 K
in 18 ps. Subsequently these studies were extended [62].

The calculated X-ray scattering function is in agreement with the XRD data of [35]
as shown in Fig. 9.14 [62], although some differences are visible at larger Q values
(Q > 4). The authors find the average coordination numbers of 3.8 (Ge), 4.0 (Sb) and
2.9 (Te) with the bonding cut-off chosen as the outer edge of the appropriate partial
pair correlation functions. Together with the angle distribution function (Fig. 9.15)
these results can be summarised as follows. Ge and Sb atoms are mostly fourfold
coordinated and form bonds preferentially with Te atoms. A rather large fraction of
Ge–Ge, Sb–Sb, Ge–Sb as well as Te–Te bonds were found. In particular, 38% of
Ge atoms were bonded with at least one other Ge or Sb atom.
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Fig. 9.14 Comparison of the
simulated and experimental
X-ray scattering factor S(Q)
of amorphous Ge2Sb2Te5.
Reprinted from Caravati
et al. [62] with permission
from IOP Publishing Ltd.

Fig. 9.15 Angle distribution
function (total and resolved
for different central atoms).
Insert: distribution of coor-
dination numbers of differ-
ent species. Reprinted from
Caravati et al. [62] with per-
mission from IOP Publishing
Ltd.

The latter result is in disagreement with the experimental EXAFS data [15] and
may be caused by the significantly higher than the experimental melting point temper-
ature used to melt GST in silico that resulted in extra disordering and/or insufficient
time for equilibration at the lower temperature.

For threefold coordinated Te atoms, only angles at 90◦ are found as well as for
Sb atoms while only a fraction of Ge atoms are in defective octahedral sites. A large
fraction of Ge atoms are found on tetrahedral sites. A signature of the tetrahedral
geometry is visible as a shoulder at 110◦ in the angle distribution functions for Ge
atoms. Furthermore, the fourfold coordinated Ge distribution is found to be bimodal
with peaks corresponding to defective octahedral and tetrahedral sites. For Te and
Sb atoms no evidence of tetrahedral geometry was found.

The authors further analysed the distribution for fourfold coordinated Ge atoms
and found that the presence of bonds with Ge or Sb favours a tetrahedral geometry.
Only a few tetrahedral Ge atoms were found to be bonded to Te. On the other hand,
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Fig. 9.16 Reduced Raman
spectra of amorphous (a) and
crystalline (b) Ge2Sb2Te5
computed with bond polar-
isability model (solid lines)
for unpolarised light com-
pared with the experimental
results (dashed lines) of [48].
Reprinted with permission
from Sosso et al. [51]. Copy-
right 2011 by the American
Physical Society
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all Ge atoms with more than one “wrong” bond (to Ge or Sb) are in a tetrahedral
geometry. This conclusion is in contrast with the one made in [54] that the tetrahedral
geometry is only stable if a Ge atom is exclusively bonded to Te atoms.

The authors have subsequently calculated Raman spectra for the amorphous and
cubic phases of Ge2Sb2Te5 using the bond polarisability model [51]. The results of
the calculations are compared with the experiment in Fig. 9.16. The authors conclude
that the feature associated with TeGe4 tetrahedra is located around 190 cm−1 [50].

Akola and Jones Model

Akola and Jones [40, 59] performed similar simulations using significantly larger
cells (460 atoms as opposed to 56 atoms of Ref. [58]) and carried out molecular
dynamics simulations of hundreds of picoseconds that is comparable to the amor-
phisation times observed experimentally (ca. 1 ns). A comparison of the simulated
and experimental structure factors is given in Fig. 9.17. One can see that while the
general shape of the spectrum is well reproduced by simulations, the exact shape and
positions of some of the features slightly differ between the experiment and simula-
tions in a way that is very similar to the results reported in [58] for a much smaller cell.
It should be mentioned that the comparison of the in silico melt-quenched amorphous
phase has been done to the experimental data corresponding to the as-deposited films.
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Fig. 9.17 The structure
factor S(Q) of amorphous
Ge2Sb2Te5. The experimental
data (upper curve) are from
[35]. Reprinted with permis-
sion from Akkola and Jones
[40]. Copyright 2007 by the
American Physical Society
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The observed difference may thus be related to the differences that exist between the
two amorphous phases.

The Ge–Sb (2.78 Å) and Sb–Te (2.93 Å) bond lengths were found to be shorter
than in crystals but longer than those obtained from experimental studies. The
most prominent topologies are Ge–Te4, Sb–Te3, and Te–Ge(Sb)3. “Wrong” bonds
such as Ge–Ge (0.4), Sb–Sb (0.6) and Ge–Sb (0.2) were also found. The total
coordination numbers using a cut-off distance of 3.2 Å are 4.2 (Ge), 3.7 (Sb) and 2.9
(Te). As in the previous work [58] the cut-off distance used may be too large since
the bonds in the amorphous Ge2Sb2Te5 are purely covalent [20] and their lengths
are typically 2.61 Å (Ge–Te) and 2.83 Å (Sb–Te) [14, 15].

About 60% of Ge atoms are found to be fourfold coordinated but only 34%
are tetrahedrally bonded. Sb atoms were found not to form a tetrahedral bonding
geometry. The order parameter a for the first nearest neighbours (a = 1 for a crystal)
has been calculated to be around 0.7 for all three kinds of atoms.

The dihedral angles around Ge–Te (and Sb–Te) bonds show pronounced maxima
at 0, 90 and 180 that are consistent with octahedral bonding geometry and imply
similarities between the amorphous and crystalline phases. In line with this, the study
found the dominance of square fragments in the structure of the a-GST. Denoting
Te atoms as “A” and Ge/Sb atoms as “B”, the authors introduce ABAB squares as
building blocks for the a-GST (Fig. 9.18).

Another important finding was a strikingly strong long-range correlation of Te
atoms of up to 10 Å (Fig. 9.19) which underscores the importance of large simulation
cells; simulations performed on smaller cell may miss some important features. While
a cubic arrangement of the Te atoms was not found, the strong Te correlations provide
support to the previous suggestion [15] that the changes occur “within the Te lattice”.
The observed correlations are in agreement with the results of fluctuation electron
microscopy [42, 63] when a characteristic dimension of the ordered region was found
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Fig. 9.18 A fragment of the
amorphous structure showing
an ABAB cube. Reprinted wih
permission from Akkola and
Jones [40]. Copyright 2007
by the American Physical
Society

Fig. 9.19 Radial distribu-
tion functions of amorphous
Ge2Sb2Te5 and GeTe at 300 K.
Black-a-Ge2Sb2Te5, red-
a-GeTe, green-Ge2Sb2Te5
metastable crystal phase.
Reprinted with permission
from Akkola and Jones [40].
Copyright 2007 by the Amer-
ican Physical Society
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to be ca. 1.3 nm for samples that appear entirely amorphous in electron diffraction
measurements.

The authors have also studied the role of vacancies and voids, in the amorphous
Ge2Sb2Te5. The vacancies were found to be surrounded by Te atoms as in the crys-
talline form of GST and vacancies of different sizes have been detected (Fig. 9.20).
In addition, long-range vacancy-vacancy correlations to at least 10 Å was observed,
which is similar to the behaviour of Te atoms that are the preferred neighbours of
vacancies. This is the first report of voids in the amorphous Ge2Sb2Te5. Vacancies
in GST were also studied in [64].

The rapid amorphous-to-crystalline transition is viewed by the authors as a
vacancy-supported reorientation of ABAB squares.

In this work, the vibrational densities of states have also been calculated for
both crystalline and amorphous phases and pronounced differences were observed
between the spectra for the crystalline and amorphous states.
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Fig. 9.20 A medium size cav-
ity in amorphous Ge2Sb2Te5.
Reprinted wih permission
from Akola and Jones [40].
Copyright 2007 by the
American Physical Society

It is of interest to note that while most of the Ge atoms are not tetrahedral, the
authors consider a change from sp3 bonding to p3 bonding to account for the differ-
ences between the crystalline and amorphous phases writing that “although most Ge
atoms are not tetrahedral, the overall differences between the amorphous and ordered
phases can be understood in terms of a change from sp3 bonding (low coordination)
to p3 bonding (high coordination)” [40].

The same authors have subsequently studied the Ge8Sb2Te11 composition used
in Blu-ray discs. They found the total coordination numbers to be Ge:4.0, Sb:3.7 and
Te:2.9, and the Ge–Ge partial coordination number is 0.7. Most atoms (particularly
Sb) prefer octahedral coordination but 42% of Ge atoms are tetrahedral. Structural
details, including ring statistics, local coordination and cavities were found to be
very to those of Ge2Sb2Te5 [65].

Hegedüs and Elliott Model

Hugedüs and Elliott [41] have performed a comprehensive study of the phase change
in Ge2Sb2Te5 thoughout the phase-change cycle. Starting with the liquid phase, they
have found existence of four-membered rings (4-rings), analogous to ABAB blocks
of Ref. [40], even at temperatures as high as 1073 K. The concentration of the 4 rings
increases as the temperature goes down and this increase was found to be correlated
with the size of the maximal cluster of connected square rings.

As mentioned earlier, the determination of coordination numbers in a structure
where the nearest neighbours are located at different distances is not straightforward
and may be influenced by the choice of the cut-off distance [66]. In order to avoid
ambiguity associated with the choice the cut-off distance when determining the
coordination number, Hegedüs and Elliott have chosen to investigate the evolution
of interatomic distances around Ge atoms during slow and fast cooling of the melt
(Fig. 9.21). Such an approach allows one to see if the number of the first nearest
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Fig. 9.21 Evolution of the interatomic distances around Ge atoms during slow (left) and rapid
(right) quenches from the melt, eventually leading to crystalline and amorphous phases, respectively.
Reprinted by permission from Macmillan Publishers Ltd.: Nature Mater. [41], copyright (2005)

Fig. 9.22 Rapidly quenched amorphous model of Ge2Sb2Te5 with a high concentration of crystal
seeds in the form of connected near-regular four-fold rings (left) and the experimantal (green) and
simulated (blue) PDF of the 90-atom relaxed amorphous model (right). The insert to the right panel
shows the bond-angle distribution function. Reprinted with permission from Macmillan Publishers
Ltd.: Nature Mater. [41], copyright (2005)

neighbours that tend to a similar value of the interatomic distance are six and four
for the crystalline and amorphous phases, respectively. At the same time, it should
be noted that even for the crystalline phase there are pronounced differences among
various bond lengths within the six first nearest neighbours suggesting a rather large
degree of structural disorder.

Their melt-quenched amorphous phase also contains a high density of 4-ring
crystal seeds that seem to be homogeneously distributed (Fig. 9.22). The bond angle
distribution functions obtained for this model demonstrate the existence of both
octahedrally and tetrahedrally coordinated Ge atoms while for Sb atoms the bond
angle distribution has a single peak at 90◦.
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The authors further found that the “melt-quenched” structure transforms into the
rocksalt structure upon annealing in silico and the phase-change adol mechanism
suggested by the authors consists of the ordering/disordering of the 4-rings.

9.2.3 Ab Initio XANES Studies

The results obtained using the DFT simulations described above clearly demonstrate
that not all Ge atoms acquire tetrahedral symmetry positions in the amorphous phase.
This could be either due to the fact that not all Ge atoms switch, or that the amorphi-
sation mechanism is different from the umbrella flip. At the same time, none of those
models have been tested against experimental XANES data which is one of the very
few 3D-sensitive techniques that can be used for amorphous materials while such a
comparison is crucial for validation of any suggested model.

To close this gap, Krbal et al. [39] performed detailed Ge K-edge XANES analy-
ses on the MQ amorphous model by Hegedüs an Elliott [41] that contains 90 atoms in
the simulation cell, including 20 Ge atoms. Thanks to the 3D sensitivity of XANES
independent of the presence of long-range order, this technique allows one to discrim-
inate between various existing models [17]. The results of the XANES calculations
for this model are shown in Fig. 9.23. While XANES spectra calculated for each
of the 20 Ge atoms in the cluster are all different, as expected for an amorphous
material, the average XANES spectrum is in excellent agreement with experiment
(middle panel of Fig. 9.23b).

In order to determine which atomic configurations are crucial to reproduce the
experimentally measured XANES spectra, the authors have investigated the cor-
relation between the local structure around each Ge atom and the corresponding
XANES spectrum. An analysis of the amorphous model of GST [41] revealed that the
local structure around Ge atoms can be grouped into three characteristic groups with
respect to the first nearest neighbour geometry. First, there are purely tetrahedral (Td)
configurations (seven sites) with bond lengths typically around 2.58 Å, in agreement
with the experimental EXAFS results.

Another characteristic group (seven sites) can be described as pyramids (Py), with
a Ge atom at the apex and with Te–Ge–Te angles very close to 90◦. The Ge–Te bond
lengths in this configuration are in the range 2.6–2.8 Å, with (one or two) next nearest
neighbours located at distances around 3.0–3.5 Å. It should be stressed that the bond
angles for the longer bonds deviate from 90◦. This configuration can alternatively be
referred to as a “four-coordinated defective octahedral site” [58] but we believe (as
follows from the next paragraph) that the pyramidal description is more appropriate.

It should be noted here that the coordination number used in previous DFT studies
to discuss the structure of the amorphous phase tacitly assumed that there are covalent
bonds between the central atom and its neighbours up to a specific cut-off distance,
usually around 3.2 Å. At the same time, the simple occurrence of a neighbour at
a certain distance does not necessarily mean that there is a covalent bond between
the atoms. In an amorphous solid, there is a continuous spectrum of interatomic
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Fig. 9.23 a Simulated (averaged) Ge K-edge XANES spectra for the three main configurations
found in the computer-generated amorphous GST model, namely, tetrahedral sites (Td sites), pyra-
mids (P) and distorted octahedra (D–Oh sites). The typical local configurations of the analysed
groups are depicted in the top right-hand corner of the respective plot; Ge atoms are drawn in
green and the larger Te atoms are drawn in gold. b Comparison of the experimental spectra for
as-deposited and MQ amorphous and laser-recrystallised layers with the simulated XANES spec-
tra of characteristic configurations. (“Average” refers to the averaged spectrum taken over all Ge
sites.) The energy origin is set at the Ge K-edge. Reprinted with permission from Krbal et al. [39].
Copyright 2011 by the American Physical Society

distances and an appropriate selection of the cut-off distance is very important in
order to determine properly the coordination numbers. Isosurface plots of the charge
difference between the simulated MQ amorphous model and isolated pseudo-atoms
clearly demonstrate that the electron density that can be associated with a cova-
lent bond is only significant between atoms whose distance is less than 3 Å. This
characteristic can be seen in Fig. 9.24 (left) which shows a Ge atom tetrahedrally
coordinated by four Te atoms at a distance of approximately 2.57 Å; there is a signif-
icant pileup of bonding charge located midway along the bonds for each of the four
neighbours. In contrast, the apparently fivefold coordinated fragment shown in Fig.
9.24 (right) only displays bonding isosurfaces for the three bond lengths less than
3 Å, implying an absence of significant bonding for atoms located at distances >3 Å.

These results suggest that when determining the coordination number, which tac-
itly implies the number of covalent bonds, only atoms located at distances less than
ca. 3 Å should be considered. To include atoms that are located at distances just
exceeding 3 Å that may interact with the central Ge atom, a notation Ge(3+n):Te(3)
may be used which also includes the distorted octahedral configuration Oh, although
the latter may possess different electronic properties due to “resonance” bonding.
An alternative way to account for the fact that atoms located at shorter and longer
distances contribute differently to bonding is to use the concept of effective coordina-
tion number [66], where an effective weight depending on the interatomic distance
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Fig. 9.24 Isosurface plots (grey regions) of the difference in electron charge density for the sim-
ulated amorphous model of Ref. [41] and isolated pseudo-atoms. Significant bonding charge can
be seen midway along all four bonds of the tetrahedrally coordinated Ge atom (green) shown on
the left, while for the fragment shown on the right, bonding charge isosurfaces are only present
for bonds of length less than ∼3 Å. Te (Sb) atoms are indicated as gold (purple). Reprinted with
permission from Krbal et al. [39]. Copyright 2011 by the American Physical Society

is incorporated into the calculation of the coordination number. Considering the
covalent backbone structure, the local Ge:Te coordination in the amorphous phase
can be presented as a mixture of Ge(4):Te(2) and Ge(3):Te(3), and these Td and Py
configurations form the main structural motifs of the covalently bonded amorphous
phase.

Finally, there is a third group (six sites) that can be described as highly distorted
octahedral (Oh) structures. In this group, the shorter Ge–Te distances are also in the
range 2.6–2.8 Å, and typically two or three next nearest neighbours. While the further
neighbours in this group are also located at distances around 3.0–3.5 Å similar to the
previous group, all bond angles—not just those for the shorter bonds—are close to
90◦ which is indicative of strong resonance bonding.

The simulated (averaged) XANES spectra for these three types of configurations
are shown in Fig. 9.23a. The authors consider three characteristic regions in the
spectra that show pronounced differences between the amorphous and crystalline
states. One is the so-called white line (I) that is higher in the crystalline state, another
is a characteristic shoulder above the white line (II) that is more pronounced in the
amorphous state, and the third is the location of the first feature above the white line
(III) that is located at a higher energy in the crystalline phase. It can be seen that
the spectrum for tetrahedrally coordinated Ge is quite similar to the experimentally
observed spectra for as-deposited amorphous films (top panel, Fig. 9.23b).

At the same time, the authors found that the average XANES spectrum of the
pyramidal configurations (middle panel, Fig. 9.23a) also reproduces the overall fea-
tures of XANES for amorphous Ge2Sb2Te5, namely, the white line becomes lower
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than for the crystalline phase, the shoulder II has a steeper slope and the peak in
energy range III is shifted to larger energies compared to the crystalline sample.
The observed similarity between the Td and Py spectra (the lower white line and the
steeper shoulder in region II) is thus characteristic of a covalently—as opposed to
resonantly—bonded structure. This result provides clear evidence that the observa-
tion of Ge sites with octahedral bonding angles through DFT simulations is also in
agreement with the experimental XANES results [40, 41, 58, 64].

The XANES spectrum for octahedrally bonded Ge atoms (bottom panel) is char-
acterised by a higher white line and a shallower slope at energies immediately above
the white line (region II) and is rather similar to the experimentally measured spec-
trum for a laser recrystallised film (bottom panel, Fig. 9.23b).

A comparison of the simulated XANES spectra with the experimentally mea-
sured spectra for as-deposited amorphous, laser-amorphised and laser-crystallised
Ge2Sb2Te5 layers (Fig. 9.23b) led the authors to several important observations.
First, the spectrum of as-deposited amorphous Ge2Sb2Te5 is rather well approxi-
mated by the calculated spectrum for Td Ge atoms in terms of the steeper slope in
region II and both peak locations and intensities, in particular, in energy region III,
suggesting that Ge atoms in as-deposited films predominantly have their usual sp3

electron configuration with four nearest neighbours. This deduction is in agreement
with some of the conclusions drawn previously from experimental XAFS and Raman
measurements [27, 30, 49] as well as with recent ab initio simulations [45].

At the same time, the experimental XANES spectrum for the laser-amorphised
layer exhibits a stronger white line (I), a stronger shoulder (II) and the higher energy
feature (III) is located at a slightly different energy. This experimental spectrum is
well reproduced (middle panel, Fig. 9.23b) by a mixture of the three above-mentioned
configurations (Td, Py, and Oh) found in the model.

Ge(4):Te(2) and Ge(3):Te(3) Local Bonding Configurations
and the 8–N Rule

The presence of Td coordinated Ge atoms and twofold coordianted Te atoms in
Ge(4):Te(2) configurations in the amorphous phase is not surprising considering
the usual sp3 electronic configuration for Ge and was predicted by the umbrella-flip
model. The most intriguing question is what makes the group-IV element Ge form Py
configurations in the MQ amorphous phase since it would appear to be energetically
unfavourable for sp3-hybridised Ge atoms. The answer to this question derives from
the definition of a covalent bond that is characterised by the sharing of a pair of
electrons by the two bonded atoms (see e.g. [67]). Germanium has the s2p1

xp1
yp0

z
electronic configuration of its outer shell. In most materials, the orbitals hybridise
and the electronic configuration changes to sp3, allowing for the formation of four
equivalent covalent bonds.

A rather special situation is created when Ge is bonded to a chalcogen. The
electronic configuration of Te is (s2)p1

xp1
yp2

z , i.e. there are two unpaired p electrons
and a non-bonding lone pair in the outer shell. The Te lone-pair p electrons have
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Fig. 9.25 Bonding schemes for Ge(4):Te(2) and Ge(3):Te(3) configurations and the corresponding
energy diagrams (LP- lone-pair level taken as zero, σ corresponds to the bonding and σ ∗ to the
anti-bonding states) for different atomic configurations. Note that the energy scales for the Ge and
Te atoms are different

the option to interact with the empty p-orbital of an unhybridised Ge atom, forming
a two-electron dative bond, which, once formed, is indistinguishable from usual
covalent bonds [68]. A similar approach to explain the existence of Ge(3):Te(3)
configurations was used in [69] where the authors also consider the formation of
Ge–Te bonds that involve lone-pair electrons of Te.

Ge(4):Te(2) and Ge(3):Te(3) configurations are shown in Fig. 9.25 together with
the corresponding energy diagrams. The comparison of the energy diagrams suggest
that the Ge(4):Te(2) configuration is locally more stable which is also suggested by
the shorter Ge–Te bonds in the latter despite a larger coordination number.

It is this very special combination of empty Ge p-orbitals and Te lone-pair elec-
trons that allow for the creation of a covalently bonded network with coordination
numbers that apparently deviate from the 8–N rule. We would like to note here that
the original Mott rule, proposed to account for insensitivity of amorphous chalco-
genides to doping [70], requires that atoms “use all their valence electrons in bonds
with surrounding atoms or ions, modifying the local coordination to make this possi-
ble” and thus essentially only requires that all constituent elements have all saturated
bonds, i.e. the outer shells are complete. From this perspective, both the Ge(3):Te(3)
and Ge(4):Te(2) configurations described above satisfy the requirements imposed by
the Mott rule for ideal covalent glass networks.
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Fig. 9.26 Comparison of structure factors S(Q) and total correlation functions T (r) of AIST
and GST. Red lines indicate experimental data for the crystalline phase, black lines correspond to
experimental data for the amorphous phase, blue lines correspond to DF-RMC model. The DF-RMC
and experimental results are practically indistinguishable. Reprinted by permission from Macmillan
Publishers Ltd.: Nature Mater. [71], copyright (2011)

9.2.4 Ag-In-Sb–Te Alloys

Information about amorphous AIST alloys is rather limited. An early EXAFS study
[23] suggested that in this class of materials the bond lengths are also shorter in
the amorphous phase. Subsequently, Matsunaga et al. [71] performed a comprehen-
sive study of amorphous AIST combining experimental (X-ray diffraction, high-
resolution XPS, and EXAFS) and theoretical (density functional (DF) molecular
dynamics simulations combined with reverse Monte Carlo (RMC) method)
approaches. These results reveal that the bond shortening in the amorphous phase is
significantly smaller in AIST than in GST (Fig. 9.26) suggesting that the structural
rearrangement during the phase transition is also smaller.

The authors conclude that the amorphisation process of AIST consists of disorder-
ing of spatial orientations of the shorter and longer bonds present in the A7 structure
of crystalline AIST (see Sect. 11.3 for more detail).

http://dx.doi.org/10.1007/978-3-642-28705-3_10
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9.3 Liquid Phase

9.3.1 Experimental Studies

Scattering Experiments

The long standing consensus of the phase-change mechanism is that a short intense
pulse melts the material that is subsequently quenched into the amorphous state. For
this reason, knowledge of the structure and properties of the molten phase is cru-
cial for better understanding the phase-change process. Certain similarities between
structures of the two phases have been experimentally observed by Kohara et al. [35]
using high-energy X-rays (cf. Fig. 9.6). A visual examination of the figure suggests
that the structure of the liquid phase is essentially similar to that of the amorphous
phase but possesses a larger degree of disorder. No further details of the structure of
the liquid phase were reported.

The structure of liquid GST alloy of various compositions have been studied
by neutron scattering [72]. The obtained total structure factors are displayed in
Fig. 9.27. For a better comparison, the authors used normalised data according to
Snorm(q/q1) = [S(q/q1)−1]/S(q/qmax)−1]+1, where q1 is the momentum trans-
fer of the first maximum or shoulder and qmax the position of the overall maximum
of S(q). The analysis is based on establishing a relationship between the relative
amplitudes and positions of the first and second peaks in the structure factor with
the average number of sp valence electrons. Shown in the figure are the studied
Te-alloys and also GeSe2 that form a tetrahedral liquid as well as GeTe6 that is
argued to possess distorted octahedral order in the liquid state. We would like to note
in passing that the attribution of the local structure of liquid GeTe6 to octahedral in
the cited work [73] is based on the coordination number (that varies between 2.65
and 3.36 as the cut-off distance changes from 3.17 to 3.31 Å) obtained from (1D)
pair distribution function and on analogy with the Peierls distorted low-temperature
crystalline GeTe, the fact that may be insufficient to justify the conclusion about
the octahedral bonding geometry of liquid GeTe6 since nothing is known about the
number and spatial location of the next nearest neighbours. The description of this
local geometry as pyramidal would seem to be more accurate.

The authors conclude that as the average number of the valence electrons
decreases, the second peak becomes more intense and the distance between the
first and second peaks becomes larger. The obtained results can be grouped into
two groups: one with S = 0.8 and r2/r1 = 1.4 and the other one with S = 1.3
and r2/r1 = 1.6. The boundary between the two groups is at the average number
of valence electrons of around 4.2. From these trends the authors conclude that all
phase-change alloys possess octahedral geometry in the liquid state. At the same
time, they add that “the actual bonding mechanism can only be understood through
atomistic modelling”. The coordination numbers are not reported in this work but
they are reported in a different publication [74] by (almost) the same authors although
the details of the analysis are not given. The average coordination number in liquid
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Fig. 9.27 Normalised struc-
ture factors Snorm(q/q1) as a
function of the average num-
ber of valence electrons Nsp
increasing from bottom to top.
Reproduced from Steimer et
al. [72] with permission by
Wiley–VCH Verlag GmbH
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GST was found to be about 3.2–3.5. As with the liquid GeTe6 it is not obvious from
this result that the local geometry can be described as octahedral since nothing is
known about the number and spatial location of the remaining three neigbours. A
description of this bonding geometry and pyramidal, or 3+n, may be more accurate.

X-Ray Absorption studies

The local structure of the liquid phase was investigated using EXAFS [75]. Special
care was taken to avoid irreversible changes due to oxidation and/or Te sublimation
during melting. From the EXAFS analysis, it was concluded that Ge–Te (2.64 Å)
and Sb–Te (2.85 Å) bonds are dominent in the liquid phase. Additionally, Ge–Sb
correlations (3.04 Å) were also detected. An important point that should be noted is
that the obtained Ge–Te and Sb–Te bond lengths are similar to those in the amorphous
phase implying the bonds in the liquid phase preserve their covalent nature and hence
suggesting that the liquid phase is semiconducting. This conclusion is in agreement
with the conclusion drawn from electrical conductivity measurements of liquid GST
(cf. Sect. 2.1.6) when the observed temperature dependence of conductivity also
suggested semiconductor nature of the molten phase [76].

XANES spectra for the liquid and amorphous phases are directly compared in
Fig. 9.28. One can see that while the features above the white line that have structural
origin are essentially identical, the white-line intensity is different for the two cases,

http://dx.doi.org/10.1007/978-3-642-28705-3_2
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Fig. 9.28 Comparison of
XANES spectra of Ge2Sb2Te5
in the liquid and amorphous
phases. Reprinted with per-
mission from Kolobov et al.
[75]. Copyright 2009 by the
American institute of Physics

which likely reflects a lower density of unoccupied states in the liquid phase where
thermal excitation of charge carriers across the rather narrow bandgap is efficient.

9.3.2 Computer Simulations

Binary GeTe: Reentrant Peierls Distortion

Since analysis of the experimental data or computer modelling for a ternary liquid
is rather complicated, it may be informative to start with the binary GeTe alloy
that possesses a very similar (distorted rock salt) structure in the crystalline state.
Comprehensive studies of the liquid GeTe have been performed by Raty et al. [77,
78]. One interesting aspect of the results is that the obtained coordination numbers
for the liquid phase vary with temperature from 3.90 to 5.03 suggesting that the
structure of the liquid may be strongly temperature dependent. This result is also
reminiscent of the melting of elemental Te. Just above the melting point Te preserves
its semiconducting properties but as the temperature increases further it becomes a
metal, indicating an increase in the coordination number usually associated with the
semiconductor-metal transition upon melting of materials such as Si, Ge, and most
III-V semiconductors [79].

A very interesting finding was an observation of local distortions in the liquid
phase called “reentrant Peierls distortions” [77, 80]. At the same time, we would
like to note that the disappearance of the local distortion in the high-temperature
solid phase of GeTe was concluded based on Bragg diffraction that is not sensitive to
stochastic local distortions (cf. Sect. 3.1.1). Subsequent XAFS and pair-distribution
function analyses provided evidence that the distortions remain even in the high-
temperature paralelectric phase [81, 82]. The fact that the shorter Ge–Te bonds

http://dx.doi.org/10.1007/978-3-642-28705-3_3
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Fig. 9.29 Comparison of the
total pair correlation function
of GeSb2Te4 calculated at
0.0297 (black), 0.0274 (red)
and 0.0253 (green) Å−3 with
the one measured experimen-
tally at 973 K. Reprinted with
permission from Bichara et al.
[83]. Copyright 2007 by the
American Physical Society

could be detected in the liquid phase is likely related to the fact that total scattering
(and not Bragg diffraction) approach was used to characterise the latter. We propose
that the term “revisualised Peierls distortion” may be more appropriate.

Liquid GST Alloys

The results of ab initio simulations [83] performed for GeSb2Te4 are shown in
Fig. 9.29. The authors found that all atoms have an octahedral coordination, charac-
terised by bond angle distributions peaked around 90–95◦. We would like to reiterate
here that while in the crystalline phase the coordination number of three may be iden-
tical to that of an octahedral bonding geometry, in the amorphous or liquid phases
three first nearest neighbours with the bond angles close to 90◦ are more appropriately
described as pyramidal configurations.

In a subsequent work [84] the predominantly defective octahedral structure of
GeSb2Te4 has been confirmed that is “similar to the crystalline form on average but
with important fluctuations round the mean”. Most Sb atoms are found to be octa-
hedrally coordinated while there are coexisting tetrahedral and fivefold coordination
at octahedral sites for the Ge atoms, the Te atoms essentially being four-fold and
threefold coordinated at octahedral sites with contributions from twofold, fivefold
and sixfold coordination.

Of special interest is an observation of the unique melting behaviour of GST in
that atoms form two-dimensional linear and entangled clusters while only vibrating
around their original configurations in the perpendicular direction. The authors
propose that “this unique melting behavior is responsible for the fast and reversible
phase transition between amorphous and crystalline phases” [85]. A correlation in
atomic motion as evidenced by “planes” found for atom trajectories at 973 K on a
timescale of 20 ps was also reported in [41]. This “layering” of the liquid phase is
reminiscent of a molecular crystal when upon melting weak van-der-Waals interac-
tions break while the stronger covalent backbone persists. It is also of interest that
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Hegedüs and Elliott [41] found the existence of four-membered rings even in the
liquid phase.

Liquid AIST Alloys

Liquid AIST has been studied in [86]. The authors found that (a) there are signs of
medium-range order, (b) Ag and In prefer to be located near Te rather than Sb atoms,
and promote octahedral coordination in association with Te, (c) Ag is the most mobile
element, has the shortest bonds (2.8–2.9 Å) and the highest coordination (5.5) and is
anionic with the largest effective charge, and (d) there are few cavities (4 vol.%).
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Chapter 10
Pressure-Induced Transformations

10.1 Ge-Sb-Te Alloys

10.1.1 Pressure-Induced Amorphisation

Composition Dependence

Since pressure is also an important thermodynamical parameter, it can be surmised
to have a strong effect on phase stability. The present section describes the available
experimental and theoretical results [1–8]. We start the discussion of pressure-
induced modification with the metastable crystal (cubic) phase of GST that is relevant
to phase-change memories. While the local structure of metastable GST is distorted
with Ge and Sb atoms displaced from the centre of the cell [9–11], its long-range
order is best described as having the rock salt structure with a large thermal factor
and in what follows pseudo-cubic peak indexing is used.

Figure 10.1 shows the pressure-induced evolution of the observed XRD pattern
for cubic Ge2Sb2Te5 and GeSb2Te4 [1, 2]. One can see that in the pressure range
up to ca. 15 GPa, compression results in a simple shift of all peaks to larger angles
indicating a decrease in the unit cell volume under compression. At higher pressures,
the intensity of the GST peaks in the metastable cubic phases decreases, the peaks
broaden and eventually are replaced by broad amorphous bands. It should be noted
that pressures at which Ge2Sb2Te5 amorphises is lower in GeSb2Te4. This decrease
in the amorphisation threshold correlates with the concentration of vacancies which
suggests their important role in the amorphisation process [2].

Pressure-induced amorphisation is irreversible at room temperature, i.e. the initial
“cubic” crystalline structure is not restored upon decompression. At the same time,
the stable trigonal phase of Ge2Sb2Te5 that does not contain vacancies remains
crystalline in this pressure range (cf. Sect. 10.1.2).

The observed amorphisation is rather atypical. It can, for example, be noted that
GeTe that possesses a similar local structure does not amorphise upon compression.

A. V. Kolobov and J. Tominaga, Chalcogenides, Springer Series 217
in Materials Science 164, DOI: 10.1007/978-3-642-28705-3_10,
© Springer-Verlag Berlin Heidelberg 2012
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Fig. 10.1 Pressure-induced changes of the XRD pattern of Ge2Sb2Te5 (left) and GeSb2Te4 (right)
upon compression. The peaks marked by * (on some of the spectra) are the corresponding peaks of
the NaCl marker. The pressures are shown at the right side of each plot. Reprinted with permission
from Kolobov et al. [2]. Copyright 2007 by the American Institute of Physics
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The unchanged NaCl peak width indicates that hydrostatic conditions are preserved throughout
the pressure range used. Reprinted with permission from Kolobov et al. [1]. Copyright 2006 by the
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Although pressure-induced amorphisation has been reported for numerous
materials [12], it typically happens in corner-linked polyhedral compounds, hydro-
gen bonded materials and van-der-Waals solids. When a material with the compact
rock salt structure (both ionically and/or covalently bonded) is subject to pressure
it usually transforms to a CsCl-type structure [13, 14] since the latter possesses an
increased packing density.

Even more unusual is the non-uniform decrease in the relative peak intensities with
increasing pressure. Figure 10.2 shows the pressure dependences of the normalized
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Fig. 10.3 Fraction of the amorphous phase as a function of pressure: the amorphous phase starts
to grow at 14–15 GPa with the material becoming completely amorphous at 25 GPa independent
of temperature (a). Pressure dependence of the normalised unit cell volume (b). The legends are
indicated in the figure. Reprinted with permission from Krbal et al. [3]. Copyright 2008 by the
American Institute of Physics

peak areas and full widths at half maximum (FWHM). The 111 peak disappears at
pressures around 10 GPa. This is followed by the intensity decrease and subsequent
disappearance of the 220 peak while the 200 peak disappears last. The width of the
200 and 220 peaks remains constant to about 10 GPa after which they rapidly broaden.
At the same time, the NaCl pressure marker 200 peak width remains constant and
narrow clearly demonstrating that the level of deviatoric stress remains low up to the
maximum pressures used [1].

Temperature Dependence

In the temperature range from room temperature to ca. 150 ◦C, the behaviour of
Ge2Sb2Te5 upon compression is essentially identical. The cubic fcc phase starts
to disappear and the amorphous phase grows from ca. 15 GPa. The amorphisation
process continues until the crystalline fcc phase totally disappears at 25 GPa. The
onset of the amorphisation and its completion do not depend on temperature in this
temperature range (Fig. 10.3) [3].

The fact that the amorphisation pressure does not depend on the temperature (in
the temperature range from room temparature to 145 ◦C) is of significant interest and
indicates that the process is not limited by kinetics. This may be the major underlying
reason for extreme speed of the amorphisation process in Ge2Sb2Te5-based memory
devices.

There are, however, substantial differences in the decompression behaviour.
At lower temperatures (room temperature to 110 ◦C, the amorphous phase is stable
upon decompression. At the same time, at 145 ◦C, i.e. just below the crystallisa-
tion temperature, the amorphous phase is stable up to (or, rather, down to) rather low
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Fig. 10.4 Pressure-induced variations of the shorter (SB) and longer (LB) Ge–Te and Sb–Te bonds
as well as the half-lattice parameter. The dotted lines show the variation of the longer bonds cal-
culated based on the shorter bond lengths and the lattice parameter known from XRD. Reprinted
with permission from Kolobov et al. [1]. Copyright 2006 by the American Physical Society

pressures but when the pressure is completely released the initial fcc phase is restored
(mixed with a small fraction of the stable trigonal phase).

At temperatures close to the fcc-to-trigonal phase transition (220 ◦C in our
experiment), when pressure is increased up to 5 GPa, the fcc phase is stable but
at higher pressures the trigonal phase starts to form. This process is followed by the
appearance of numerous new peaks suggesting decomposition of the material. Upon
decompression, the trigonal form is obtained along with an additional phase which
may correspond to an orthorhombic high-pressure form of GeTe [15].

Changes in the Local Structure

Extended X-ray absorption fine structure (EXAFS) measurements performed at Ge,
Sb and Te K-edges provide insight into the structural modification on the local scale.
The results (Fig. 10.4) show that the longer Ge(Sb)-Te bond lengths decrease faster
than the half lattice parameter and at pressures around 10 GPa Sb occupies a position
at the center of the cell while the shorter Ge–Te bonds remain somewhat shorter than
half the lattice parameter [1].

Figure 10.5 shows XAFS spectra at Ge K-edge up to 25 GPa [2]. Because of the
use of the diamond anvil cell in the experiment and strong diffraction glitches from
the diamonds, the EXAFS range was limited to 7–8 Å−1 and conventional EXAFS
analysis was complicated. The authors used an alternative approach analysing the
position of the onset of EXAFS oscillations when the following relationship holds
for the position of the onset of EXAFS and the first nearest neighbour distance [16]:
k × R = const, where k is the position of the onset of EXAFS oscillations and R
is the first nearest neighbour distance. Knowing the Ge–Te distance at P = 0 GPa
one can estimate the corresponding distance under pressure. The result is shown in
Fig. 10.5 where variation of the Ge–Te distance upon compression and decompres-
sion is shown.
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Fig. 10.5 Variations of XAFS spectra of cubic Ge2Sb2Te5 at room temperature (upper left) and
at 120 ◦C (lower left) upon compression and decompression as well as the corresponding changes
in the Ge–Te bond lengths (right-hand panels). Closed and open symbols refer to the bond length
changes upon compression and decompression, respectively. The vertical lines depict the error bars
for the bond length determination. Reprinted with permission from Kolobov et al. [2]. Copyright
2007 by the American Institute of Physics. Triangles correspond to the results of the transmission
measurements of Ge K-edge EXAFS using a large multi-anvil press [17]

One can see that upon compression the Ge–Te distance gradually decreases.
In absolute terms (using the previously measured value of the Ge–Te bond length
at ambient pressure [9]) the observed decrease in the bond length corresponds to a
change from 2.83 to 2.61 Å, i.e. to the value corresponding to that in the as-deposited
and laser-amorphised amorphous phase. Upon decompression at room temperature
the Ge–Te distance remains unchanged. At the same time, decompression at a higher
temperature (120 ◦C) results in the reversion of the Ge–Te bond length to its original
value, i.e. recrystallisation takes place.

10.1.2 High-Pressure BCC Phase and Initial Structure Memory

Compression to higher pressures results in further modification of the structure [4].
The behaviours of the cubic and trigonal phases of Ge2Sb2Te5 upon compression
are different and the results are compared in Fig. 10.6. As already discussed above,
the cubic fcc phase starts to disappear and the amorphous phase grows from about
15 GPa. The amorphisation process continues until the crystalline fcc phase totally
disappears at 25 GPa (Fig. 10.6).
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Fig. 10.6 Evolution of the X-ray diffraction patterns of the metastable fcc phase (left) and the stable
trigonal phase (right) of Ge2Sb2Te5 upon compression. The corresponding pressures are marked
next to each curve. Reprinted with permission from [4]. Copyright 2009 by the American Physical
Society

Upon further compression of the amorphous phase, a new crystalline phase starts
to grow above 33 GPa, however some amorphous material remains up to the highest
pressures reached [4]. The new crystalline phase is identified as body-centred cubic
(bcc) with the space group Im3m, a = 3.38 Å (at 35 GPa). The diffraction data are
consistent with complete disorder on the 2a Wyckoff sites. In what follows we refer
to this phase as bcc(C), with the C standing for the initial cubic phase.

The trigonal phase, on the other hand, remains crystalline in the pressure range
studied. Upon compression at room temperature, the trigonal phase is transformed
into an intermediate crystalline phase (orthorhombic GeS type [18]) and subsequently
into bcc (Fig. 10.6, right-side panel). This phase is subsequently referred to as bcc(T).

It is interesting to note that the two high pressure phases—although both are
bcc—possess different diffraction patterns (Fig. 10.7). While the bcc(C) possesses
large crystallites, the starting trigonal phase exhibits fine-powder patterns in all three
phases [4]. This difference may be due to the fact that the amorphous phase is uniform
and continuous while the orthorhombic phase consists of small grains. It seems
natural that larger crystallites can grow within a continuous uniform amorphous
network than from a small individual grains when it may be possible that individual
grains undergo the phase transition thus preserving the fine-grain structure.

The decompression behaviour is also very different for the two starting structures
(Fig. 10.8). The bcc(T) phase changes into an intermediate crystalline phase and
eventually the initial trigonal structure is restored, i.e. pressure-induced changes in
the trigonal Ge2Sb2Te5 are reversible. On the other hand, the bcc(C) phase gradually
reverts into the amorphous phase with some remaining bcc(C) phase after complete
decompression [4].
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Fig. 10.7 X-ray diffraction patterns of bcc phases of Ge2Sb2Te5 obtained starting with the fcc
(left) and trigonal (right) phases. Reprinted with permission from Krbal et al. [4]. Copyright 2009
by the American Physical Society

Fig. 10.8 Evolution of the X-ray diffraction patterns of the metastable fcc phase (left) and the
stable trigonal phase (right) of Ge2Sb2Te5 upon decompression. The corresponding pressures are
marked next to each curve. Reprinted with permission from Krbal et al. [4]. Copyright 2009 by the
American Physical Society

The different decompression behaviour suggests memory of the initial structure:
the apparently similar (bcc) structures evolve differently depending on the structure
of the initial phase used to generate the high-pressure bcc phase.

The unit cell volume change with pressure is shown in Fig. 10.9. The fcc
Ge2Sb2Te5 volume decrease upon initial compression (0 to 13 GPa) can be
described by the Birch–Murnaghan equation of state (EOS) [19] with the bulk mod-
uli K0 = 39 ± 2 GPa (Since K0 and K ′

0 are strongly correlated and the number of
experimental points is rather limited, we have chosen to limit the Birch–Murnaghan
equation of state up to second order in elastic strain corresponding to K ′

0 = 4.) These
values compare rather well with the known bulk moduli for GeTe (K0 = 49.9 GPa)
[20], AgSbTe2 (45 GPa) [21], and Sb (39.7 GPa) [22]. At higher pressures (13 to
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Fig. 10.9 Pressure dependence of the normalised volume per (Te) atom (assuming Ge2Sb2Te5
stoichiometry throughout the complete cycle) upon compression and decompression for
the metastable fcc and stable trigonal phases of Ge2Sb2Te5. The error bars are smaller
than the size of the symbols used. The triangles correspond to the starting fcc phase and
the circles correspond to the starting trigonal phase. Reprinted with permission from Krbal
et al. [4]. Copyright 2009 by the American Physical Society

22 GPa), the volume deviates from the EOS value at lower pressures with the mate-
rial becoming softer due to partial conversion to the amorphous phase.

In the 33–38 GPa range the much less compressible bcc(C) phase appears. Fitting
the data (over a rather limited range) to the EOS yields the following bulk moduli
for the high-pressure phase: K0 = 61 ± 10 GPa and V/V0 = 0.88. The bulk moduli
and normalised volumes obtained for the starting trigonal Ge2Sb2Te5 material are
as follows (K ′

0 fixed at four in all cases). For the trigonal phase: K0 = 44 ± 2 GPa
(V/V0 = 0.95), for the orthorhombic phase: K0 = 48±6 GPa (V/V0 = 0.91), and,
finally, for the bcc(T) phase: K0 = 57 ± 10 GPa (V/V0 = 0.87).

The fact that the amorphous phase formed by compression of the fcc phase of
Ge2Sb2Te5 is actually an intermediate phase between the two crystalline phases
deserves a special discussion. It strongly suggests that pressure-induced amorphisa-
tion cannot be treated as “melting” [12]. More likely it proceeds through nanophase
separation [1]. Further experimental support of this hypothesis comes from the fact
that at 30 GPa the volume of the bcc(C) phase is 1.5% larger than that of the bcc(T)
phase. In the case of the bcc(C) the volume tends towards those of bcc Sb (40.6 Å3)
[22] and bcc Te (41.6 Å3) [23] at 30 GPa. This is an indication that the bcc phase
is richer in Sb and Te and that the remaining amorphous material is Ge-rich. It is
interesting to note that the formation of an intermediate amorphous phase during
compression has also been observed for AgSbTe2 [21].



10.2 Pressure-Induced Changes in Ge-Free Phase-Change Alloys 225

10.2 Pressure-Induced Changes in Ge-Free Phase-Change Alloys

10.2.1 Binary Sb2T e

Upon compression, Sb2Te exhibits three phase transitions (Fig. 10.10a, b) [5]. The
initial crystalline structure of Sb2Te is a trigonal phase and belongs to the space group
R3̄m1 with hexagonal lattice constants: a = 4.274(1)Å and c = 17.652(6)Å [24].
The first transition occurs within the pressure range of 7–9 GPa (Fig. 10.10a: 9.1 GPa)
in which the starting phase becomes orthorhombic that can be described as the space
group Pbnm (GeS-like) with lattice parameters: a = 4.379(9)Å, b = 11.309(6)Å
and c = 4.173(0)Å. A similar trigonal ⇒ orthorhombic transition was also observed
in trigonal Ge2Sb2Te5 [4] at 17 GPa. The next phase transformation occurred in the
pressure range 12.3–15 GPa (Fig. 10.10a: 14.4 GPa) where a mixture of orthorhombic
and body-centred-tetragonal BCT (SbII-like) phases can be detected. The BCT phase
is an incommensurate composite phase comprising host (space group I4/mcm) and
guest (space group I4/mmm) structures [22]. The refined lattice parameters of the
BCT structure at 18.4 GPa were: ah = ag = 7.951(4)Å, ch = 3.801(3)Å and
cg = 3.082(7)Å, yielding a ch/cg ratio of 1.233 which is somewhat smaller than the
values obtained in other materials with similar structures (1.404 for Sr–V at 56 GPa
[25], 1.309 for Bi–III at 6.8 GPa [26] and 1.307 for Sb–II at 12 GPa [22]). Eventually,
the body-centred-cubic (BCC) phase occurs at pressures above 28 GPa (Fig. 10.1a:
32 GPa). This is distinctly different from cubic Ge-Sb-Te alloys that exhibit the
formation of an amorphous phase on their route to the high-pressure BCC phase.

Upon decompression (Fig. 10.10b), the BCC phase gradually retransforms to the
BCT structure over the range of pressures from 21.5 to 15.3 GPa and remains stable
down to ambient pressure.

10.2.2 Ag-In-Sb-Te Alloy

Incorporation of elements such as Ag and In into Sb2Te leads to a change of the
initial phase to an A7 structure (rhombohedral) that belongs to the space group R3̄m1
with the lattice constants a = 4.307(8)Å and c = 11.214(6)Å. Over the studied
pressure range of 0–40 GPa only one phase transition was observed at 12.4 GPa with
the material adopting the BCT form (Fig. 10.10c: 12.4 GPa) with lattice parameters
ah = ag = 8.037(1)Å, ch = 3.866(4)Å and cg = 2.984(1)Å, giving a ch/cg

ratio of 1.296. Upon decompression (see Fig. 10.10d), the AIST (Ag11In4Sb57Te28)

sample reverted to the initial A7 structure with slightly different lattice constants:
a = 4.348(8)Å and c = 10.975(7)Å [5].

The pressure dependences of the relative volume of Sb2Te and AIST are shown in
Fig. 10.11. The observed decrease in compressibility can be described by the Birch–
Murnaghan EOS with the bulk moduli K0 in units of GPa. The obtained values of
EOS fitting are summarised in Table 10.1.
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Fig. 10.10 The evolution of X-ray diffraction patterns of Sb2Te (upper two plots) and AIST (lower
two plots) upon compression and decompression. Arrows indicate compression (figures on the left)
and decompression (figures on the right). Reprinted with permission from Krbal et al. [5]. Copyright
2011 by the American Physical Society

Table 10.1 Bulk moduli and the V/V0 of respective phases observed in Sb2Te and AIST upon
compression

Sb2Te AIST
Phase V/V0 K(GPa) Phase V/V0 K(GPa)

Trigonal 1 42.8 ± 0.33 A7 1 44.3 ± 1.5
Orthorhombic 0.842 43.7 ± 2 *Simple cubic 0.85 53.9 ± 2
BCT 0.782 61.2 ± 1 BCT 0.78 67.7 ± 2.3
BCC 0.744 70.7 ± 5.2 – – –

(* the simple cubic phase occurred when the A7 structure was exposed to pressures above 3 GPa
for a few days.) Reprinted with permission from Krbal et al. [5]. Copyright 2011 by the American
Physical Society

10.3 Ab Initio Studies of Pressure-Induced Changes

10.3.1 Pressure-Induced Amorphisation

Pressure-induced amorphisation has also been studied using ab initio simulations [6].
The crystalline order was found to disappear at 21 GPa in agreement with experiment.
Furthermore, different kinetics for 〈111〉, 〈220〉 and 〈200〉 peaks was reproduced
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Fig. 10.11 The pressure
dependences of the relative
volume of Sb2Te and AIST
with denoted crystallographic
symmetries observed using
synchrotron radiation. In the
case of AIST, open sym-
bols represent the results
obtained using a laboratory
X-ray-based source. Reprinted
with permission from Krbal
et al. [5]. Copyright 2011 by
the American Physical Society

Fig. 10.12 Evolution with
pressure of the intensity of the
main peaks of the structure
factor S(Q) normalized to the
intensity of the 〈200〉 peak
at zero pressure. Reprinted
with permission from Caravati
et al. [6]. Copyright 2009 by
the American Physical Society
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(Fig. 10.12). The 〈200〉 peak that gives a measure of the alignment of square rings
along 〈100〉 directions is the last to disappear.

By inspecting the atomic trajectories, the authors found that the initial change
predominantly occurs in the vicinity of vacancies. Namely, it was found that Te
atoms move towards the nearest vacancy (see Sect. 11.2: Fig. 11.6). This motion
induces rupture of Te-X bonds opposite to the vacancy and subsequrent formation

http://dx.doi.org/10.1007/978-3-642-28705-3_11
http://dx.doi.org/10.1007/978-3-642-28705-3_11
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Fig. 10.13 The bcc structure (top) and the amorphous structure obtained along the decompression
route (bottom) for GeSb2Te4 “compressed” to 46 GPa (Ge-red, Sb-green, Te-yellow). The inset
shows coordination numbers for constituent atoms in the amorphous phase obtained along the
decompression route

of homopolar bonds resulting in the formation of square rings rotated by 45◦ with
respect to the crystal axis. The number of wrong bonds increases with pressure
but only Te–Te dimers and trimers are formed according to [6]. The fraction of
tetrahedrally coordinated Ge sites was found to be 17% [6], a value lower than that
found in melt-quenched GST (33%) by the same authors [27].

It was also found that the density of the pressure-amorphised phase was higher
than that of the melt-quenched phase (both refer to the phases obtained in silico)
being 6.5 and 8.2% less dense, respectively, than the crystalline cubic phase. The
concentration of wrong bonds was found to be the same for the two amorphous
phases.
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Table 10.2 Percentage of different bonds in the bcc phase of GeSb2Te4 at 46 GPa

Bond type Ge–Te Sb–Te Ge–Sb Ge–Ge Sb–Sb Te–Te

Percentage 22 37 8 1 7 25

10.3.2 High-Pressure BCC Phase

Upon further increase in pressure, the structure changes to bcc (Fig. 10.13, upper
panel) in agreement with experimental observations [4]. The simulations clearly
demonstrate an appearance of a large concentration of wrong Sb–Sb and especially
Te–Te bonds, i.e. phase separation of Ge2Sb2Te5 takes place upon strong compres-
sion in agreement with the experimental conclusion [4]. The distribution of bond
types is shown in Table 10.2. The observed distribution is in good agreement with
the conclusion drawn from the experimental data refinement, namely, that the bcc
sites are randomly occupied by the three types of constituent atoms. A similar con-
clusion, namely, that the sites on the bcc lattice are randomly occupied has been
independently reached in [7]. No vacant sites were found in the high-pressure phase.

The average coordination number in the structure was found to be C N3.0 =
7.2 for a bond length cut-off of 3.0 Å and C N3.1 = 8.3 for a cut-off of 3.1 Å.
The obtained values are in good agreement with the crystal lattice parameter found
from refinement of the experimental data. The first nearest neighbor distances in the
generated structure vary in a range from 2.6 to 3.1 Å demonstrating a rather high
degree of disorder remaining in the high-pressure phase. The high-temperature bcc
phase was predicted to be metallic [7].

It was subsequently reported that the high-pressure bcc phase can be obtained by
compressing as-deposited amorphous Ge2Sb2Te5 [8]. The authors noted that while
the as-deposited amorphous Ge2Sb2Te5 remains amorphous up to pressures of ca.
20 GPa, an additional peak emerged in the XRD spectrum of the amorphous phase
at pressures above 10 GPa alongside with a change in the relative peak intensities.
From these observations the authors suggest that the structure of the amorphous
phase changes upon compression even when the material remains amorphous [8].

10.3.3 Amorphisation Upon Decompression

Upon decompression of the bcc phase, the amorphous phase is obtained in agree-
ment with experiment (Fig. 10.13, lower panel). The coordiantion numbers for the
constituent atoms show that the amorphous phase obtained along the decompres-
sion route satisfy the 8-N rule. Other major differences between this phase and the
amorphous phase obtained upon the compression route are a higher concentration of
tetrahedrally coordinated Ge sites and presence of extended Te–Te chains. The mech-
anism of the amorphisation process upon decompression is discussed in Sect. 11.2.2.

http://dx.doi.org/10.1007/978-3-642-28705-3_11
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Chapter 11
Mechanism of the Phase-Change Process

In early work, it was tacitly assumed that upon exposure of the crystalline phase to
an intense laser or current pulse phase-change materials melt and are subsequently
quenched into a (completely) disordered amorphous state. Recent years have wit-
nessed significant progress in understanding the atomistic mechanism of the phase
change process. This chapter presents a summary of these results.

11.1 Microscopic Models of Phase Change

11.1.1 Umbrella-Flip of Ge Atoms

The first model that attempted to provide an atomistic description of the phase-change
process was the so-called umbrella flip model [1]. This model (cf. Sect. 9.1.2) was
derived from X-ray absorption studies that demonstrated Ge-Te bond shortening
in the amorphous phase accompanied by a significant change in XANES spectra
that indicated a significant change in the local structure around Ge atoms, i.e. the
number of the first nearest neighbours and the nature of bonding between the atoms.
To account for the obtained results (and in particular for the bond shortening and
decrease in the white-line intensity, a change in the slope immediately after the white
line and the location of features at higher energies), it was suggested that Ge atoms
in the amorphous phase are located on tetrahedral symmetry sites within the Te
sublattice. In line with this, the underlying mechanism of amorphisation was argued
to consist of rupture of the longer Ge-Te bonds and a subsequent transition of Ge
atoms from octahedral to tetrahedral symmetry positions within the Te fcc lattice
(cf. Fig. 9.5) flipping through a plane formed by three Te atoms (hence the name)
with subsequent lattice relaxation. This provided a natural explanation for the large
property contrast between the phases as being due to different bonding configurations
of Ge species [1]. Furthermore, such a switch accounted for why the transition is
very fast (just Ge atoms have to switch without significant atomic diffusion) and why
the medium is very stable (the Te fcc sublattice is preserved).
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It was further suggested [2, 3] that instability at the tetrahedral sites in the ordered
phase leads to generation of disordered GST structures in which the Ge atoms are
mostly fourfold coordinated with three short Ge-Te bond lengths. As the displacement
has the lowest energy near intrinsic vacancy sites [3], the authors further suggested
that a high degree of amorphisation can be achieved most easily when the system has
a composition of Ge2Sb2Te5, in which the number of Ge atoms and Te tetrahedral
sites matches that of the vacancy sites.

Subsequent ab initio studies confirmed the existence of tetrahedral Ge atoms in
the melt-quenched amorphous phase. At the same time, they also found that only ca.
30% of Ge atoms were tetrahedrally coordinated [4–7].

11.1.2 Four-Membered Rings Rearrangement

Ab initio studies performed by different groups have confirmed not only the exis-
tence of Ge atoms on tetrahedral symmetry sites (about 30% of the total number
of all Ge atoms) but also found the presence of regular ABAB building blocks
(A=Ge,Sb, B=Te) alternatively referred to as four-membered rings, square rings
or even-membered rings [5–8] in amorphous GST (cf. Figs. 9.18 and 9.22). Such
square rings were found even in the liquid phase and their concentration as well
as the concentration of connected square rings increased upon annealing. These
square rings were considered seeds for the crystallisation process. From these
results it was proposed that the crystallisation / amorphisation process consisted of
ordering / disordering of such building blocks. The presence of vacancies was argued
to be favourable for spacial rearrangements [5, 6]. The fact that crystallisation could
be explained by ordering of pre-existing four-membered rings was argued to be the
reason for the experimentally observed high crystallisation rates.

11.1.3 Resonance Bonding

The proposal that the bonding in the crystalline state of GST is resonant while in the
amorphous state it is purely covalent [9–11] implicitly sugested that the underlying
mechanism of the phase transition consisted of establishing—or destruction—of
resonance bonding between the covalently bonded fragments. In the crystalline
phase, resonant bonding leads to ordering and alignment of p orbitals on adja-
cent molecular units. This alignment is lost in the amorphous phase, irrespective
of whether the local coordination changes and this has a drastic effect on materials’s
properties [12].

The role of resonance bonding is well exemplified by considering bonding in
trigonal Se and Te. In the crystalline phase of these elements, the spiral chains of
Se and Te can be viewed as distortions of simple cubic structures, in which there
is a strong ordering between bonds on adjacent chains so that the p-orbitals are

http://dx.doi.org/10.1007/978-3-642-28705-3_9
http://dx.doi.org/10.1007/978-3-642-28705-3_9
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aligned to form linear chains as in the A7 structure. However, on amorphising the
trigonal structure, this order is lost; the structure becomes more molecular with
shorter intrachain distances and no obvious correlations between chains. A similar
mechanism can be considered for GST whose structure also contains shorter and
longer bonds and the shorter bonds get even shorter in the amorphous phase.

There are two important aspects of resonance bonding that determine the behav-
iour of phase-change materials. First, as was mentioned in [9], long-range order
is crucial for resonance bonding to exist. If the long-range order is lost, the sys-
tem will be unable to achieve resonance bonding [9]. Another important aspect is
that resonance bonding in IV–VI materials is formed through use of the backside
lobes of the same p-orbitals that are used for the covalent backbone structure. Since
p-orbitals have pronounced anisotropy, the bonds formed through their use are
strongly directional. For this reason, for the formation of resonance bonding the
participating atoms have to be aligned. Since there are subsets of shorter and longer
bonds in IV–VI crystals, their structure can be approximated as a covalently bonded
backbone with additional energy gain due to weaker (resonance) bonds. In what fol-
lows, important consequences of these aspects of resonance bonding are described
for the case example of GeTe following the logic of Ref. [13].

Resonance Bonding in Solids with Bonding Energy Hierarchy

While for the case of classical resonance bonding (e.g. in benzene) all bonds are
identical, the presence of short and long bonds in GeTe is likely to redistribute
the electron charge density between the two kind of bonds. Indeed, the plot of the
charge difference between the simulated GeTe model and isolated pseudo-atoms
(Fig. 8.18) shows that the electron density is only significant along the short bonds.
In contrast, the electron density pile-up along the long bonds is significantly lower
demonstrating that there is a pronounced bonding energy hierarchy between the short
and long bonds. The existence of a bonding energy hierarchy should manifest itself
in the different response of the short and long bonds to thermal and/or electronic
excitations.

To investigate the effect of the increased local distortion upon subsequent struc-
tural evolution, a series of DFT simulations has been performed for the GeTe binary
alloy which is an end point of the quasi-binary Sb2Te3 − GeTe tie line [13]. Start-
ing with the relaxed GeTe structure representing the ground state of the system, the
authors modelled the experimentally observed Ge(Sb)-Te bond shortening at higher
temperature by introducing random local distortions following two algorithms. In
both cases, the Ge-Te bond lengths were the same and equal to the experimental
Ge-Te distance in the amorphous phase. In panel (a), the atomic misalignment was
minimised by keeping the Te atoms at their original positions and displacing all Ge
atoms along the pseudocubic 〈111〉 directions. In panel (b), on the other hand, the
misalignment was maximised by randomly displacing both Te and Ge atoms. In both
cases, the average structures retain the long-range order of the crystalline phase as
evidenced by simulation of X-ray (Bragg) diffraction [13, 14].

http://dx.doi.org/10.1007/978-3-642-28705-3_8
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Fig. 11.1 Effect of the nature of distortion and bonding on the stability of the ordered phase.
Resonantly bonded GeTe structure with distortions that preserve resonant bonding reverts to the
crystalline phase a while that with distortions that break resonant bonding changes to the amorphous
phase b. At the same time, ionically bonded NaCl with identical distortions readily reverts to the
initial crystalline state c. Reprinted from Kolobov et al. [14] with pemission from Elsevier

The distorted structures were then allowed to relax at 0 K (Fig. 11.1). As expected,
structure (a) in which the atomic misalignment was minimised relaxed back into
the equilibrium structure. In contrast, structure (b) that possesses a similar degree
of long-range order did not revert to the starting structure. Instead, a significant
atomic relaxation took place leading to a complete loss of long-range order. At the
same time, when halite (NaCl), an ideal rock salt structure in which all bonds have
identical energy and length, was distorted in a similar way (c) (the same fractional
coordinates with the appropriate unit cell volume), it readily relaxed to the perfectly
ordered equilibrium state [13]. These results clearly demonstrate the importance of
the nature of the bonding between the constituent atoms and the character of disorder
for the ability of a materials to amorphise. Solids with resonance bonding that possess
a bonding energy hierarchy are unique from this perspective [13].

While the weaker bonds may be broken due to thermal vibrations at elevated
temperatures, electronic excitation of the system may strongly affect this process.
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Fig. 11.2 The local struc-
ture proposed to account for
Ge-Ge bonds in amorphous
Ge2Sb2Te5. Reprinted from
Paesler et al. [15] with per-
mission from Elsevier

Indeed, optical excitation (or carrier injection from the contact) generates a large
concentration of non-equilibrium charge carriers that thermalise into tail states. Since
these states are associated with the weakest bonds in the system, their population
results in further weakening of these bonds which can be interpreted as dynamical
lowering of the energy barrier between the two states that enables a transition to the
new phase using thermal vibration energy at lower temperatures. In other words, the
system in the electronically excited state can melt at a significantly lower temperature.
We would like to reiterate that there exists abundant experimental evidence that
various chalcogenide alloys, can be molten optically at temperatures significantly
below their thermal melting point. Such processes have been described in Chap. 6.

11.1.3.1 Distortion-Triggered Collapse of the Ordered Phase

In contrast to all previous DFT studies when the amorphous phases was obtained
by quenching the disordered melt obtained at high temperature, the authors of Ref.
[13] succeeded in generating the amorphous phase directly from the crystalline cubic
phase. A careful analysis of atomic trajectories reveals that the tetrahedrally coor-
dinated Ge atoms in the amorphous phase do not acquire this bonding geometry
through the umbrella-flip process proposed earlier [1]. While this observation does
not negate the possibility of the umbrella flip for some particular configurations,
it does demonstrate that there is a major alternative route, namely via rotation and
distortion of “cubic” fragments with essentially preserved Ge(3):Te(3) local bonding
geometry. The formation of tetrahedral sites in cases of GeTe may take place when
two Ge atoms located at pyramidal apexes come close together during the lattice
relaxation process, the resulting local structure being in agreement with the previous
suggestion based on EXAFS data analysis (Fig. 11.2).

Finally, it is important that the destabilisation of the subsystem of the weaker
bonds with the preserved covalent backbone not only allows for the low-temperature
amorphisation of the material; the preserved covalent backbone also ensures the
memory of the initial crystalline structure making the (reverse) crystallisation process
fast and ensuring high cyclability of the crystallisation-amorphisation process.

It may be informative to remind the reader that intermolecular, rather than
intramolecular, bond-breaking processes were also found predominant during the
revrsible photstructural change in chalcogenide glasses [16], which underscores sim-
ilarities between the processes in these two classes of chalcogenide alloys.

http://dx.doi.org/10.1007/978-3-642-28705-3_6
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11.1.4 Photo-Assisted Amorphisation of Ge2 Sb2T e5

It should be noted that since thermal excitation of the system excites a broad spectrum
of vibrational modes, a purely thermal process is not ideal from a switching efficiency
viewpoint since only modes that lead to destruction of the atomic alignment are
efficient in triggering the phase-change process. An important question is whether
energy introduced into the system through a “non-thermal” channel can be efficiently
coupled. Experimental observations of high efficiency of femtosecond laser pulses
[17] and/or use of coherent phonons [18] indicate that this is possible.

11.1.4.1 In Situ Time-Resolved Sub-Nanosecond XAFS Studies

As described in the previous section, the presence of a bonding energy hierarchy in the
resonantly bonded crystalline phase causes the crystalline phase to be unstable with
respect to external stimuli which may lead to the formation of the amorphous phase. In
addition, the random distribution of Ge and Sb atoms and vacancies in the metastable
crystalline phase breaks translational symmetry and leads to a behaviour reminiscent
of molecular crystals in which bonding and anti-bonding states are partially localised.
This leads to a situation where the presence of a non-equilibrium electron distribution
can lead to the selective destruction of the longer bonds and in turn the destabilisation
of the metastable crystalline phase. Such electron distributions can exist in high
concentrations either as a result of electron-hole pair generation or carrier injection
from a contact. They necessarily modify the interatomic potentials and may effect
the phase-change process as suggested, for example, in [2]. In order to obtain the
details of the phase-change process and the role of electronic excitation, the structural
transformation has to be studied in situ, i.e. a knowledge of the structural evolution
is crucial. An optical pump/x-ray probe technique that is capable of the acquisition
of XAFS spectra with sufficient time resolution makes such observations possible
on sub-nanosecond time scales [19, 20].

Unlike EXAFS where oscillations quickly damp with temperature, XANES is
insensitive to temperature as is exemplified in Fig. 11.3 (left). At the same time,
it is highly sensitive to the three-dimensional structure present, in particular, the
white-line intensity of Ge2Sb2Te5 is significantly different among the crystalline,
amorphous and liquid states [21, 22] as shown in Fig. 11.3 (right) which can serve as
a signature of the structure present. A three-dimensional area map of the fluorescence
intensity at the X-ray excitation energy corresponding to the white-line position of
Ge is shown in Fig. 11.4 and demonstrates the usefulness of such an approach.

Figure 11.5 shows the time evolution of the white-line intensity of GST as a
function of delay after the excitation pulse [20]. To exclude the possibility of a
baseline shift, the corresponding intensity one electron orbit period before (∼5 µs )
the laser pulse, i.e. in the starting crystalline state, was simultaneously monitored; no
change in baseline was observed. One can clearly see from the figure that following
exposure to the laser pulse the white-line intensity first monotonically decreases
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Fig. 11.3 Independence of XANES spectra of crystalline Ge2Sb2Te5 on temperature (left)
and pronounced differences among XANES spectra for laser-crystallized (blue/thin solid line),
laser-amorphized (green/fine dashed line), as-deposited (red/course dashed), and liquid (black/thick
solid line) Ge2Sb2Te5 (right) make XANES a robust probe of the structure present. Reprinted with
permission from P. Fons et al. [20]. Copyright 2010 by the Americal Physical Society

Fig. 11.4 A
three-dimensional X-ray
intensity map showing the
crystallised band (blue), small
amorphous marks (green),
and as-deposited amorphous
background (red). A ca. 1 µm
diameter X-ray probe was
used. Reprinted with per-
mission from Fons et al.
[20] Copyright 2010 by the
Americal Physical Society
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and reaches a minimum value in about 1 ns. This fast initial decrease in white-line
intensity is followed by its partial recovery and within ∼2 ns a new saturation value
is reached. Scans, corresponding to longer time delays (not shown), confirm that
the white-line intensity remains unchanged for delay times greater than 4 ns after
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Fig. 11.5 Time evolution of the fluorescence intensity at the white line. A decrease in the white-
line intensity following the excitation process is followed by a slower partial recovery. While the
steady-state white-line intensity reaches exactly the static amorphous value, the minimum intensity
acquired during this process is significantly higher than the corresponding white-line intensity
value for the liquid phase demonstrating that Ge2Sb2Te5 does not melt in a conventional sense on
its way to the amorphous phase. The yellow rectangle indicates the duration and relative position
of the excitation pulse and the cross bar indicates the estimated error on both axes. Reprinted with
permission from Fons et al. [20]. Copyright 2010 by the Americal Physical Society

the amorphising pulse. This final value coincides with the value of the white-line
intensity in the amorphous state realised after exposure to a laser pulse.

It is of particular interest that the minimum value of the white-line intensity during
the amorphisation process is significantly higher than that corresponding to the static
liquid state [22] clearly demonstrating that Ge2Sb2Te5 does not melt in a conventional
sense upon its transformation from the crystalline to the amorphous phase [20]. This
result demonstrates that the amorphisation process in the sub-nanosecond excitation
regime does not consist of conventional melting and subsequent quenching of the melt
into the amorphous phase and may be a solid–solid process. Ultrafast amorphisation
of Ge-Sb-Te alloys induced by femtosecond laser pulses [17, 23, 24] provides further
support for this conclusion. At the same time, for cases when the change is induced
by longer laser or current pulses thermal effect may play the dominant role.
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The role of electronic excitation in the phase-change process has also been inveti-
gated in [25] and it was concluded that electronic excitation considerably lowers the
critical amorphisation temperature and reduces the atomic diffusion coefficient with
respect to that of the corresponding liquid phase by at least one order of magnitude. In
addition, the resulting structure has fewer wrong bonds, in line with the experimental
EXAFS results (cf. Sect. 9.1.2). Nonthermal amorphisation induced by picosecond
electric pulses has also been reported [26].

Why Intense Excitation is Needed?

Within the conventional thermal paradigm, the needed intense excitation level is
naturally explained by the need to heat the material above the melting point. Within
the framework of a non-thermal mechanism that considers electronic excitation, an
explanation for the existence of the intensity threshold was proposed in [2]. The
authors consider the covalently bonded fragment as a defect within a resonantly
bonded crystalline phase. The crystalline phase of phase-change materials is a degen-
erate p-type semiconductor with the Fermi level located at the valence band (or
slightly inside the valence band). Since the total energies of Ge2Sb2Te5 containing
Ge atoms in octahedral and tetrahedral symmetry positions are very close [27], the
authors proposed that energy levels corresponding to individual tetrahedrally coor-
dinated Ge atoms (and corresponding vacancies) to be located closer to the valence
band.

At room temperature and at low-excitation levels, the states of the complex defects
are located above the chemical potential and are hence unoccupied. In this situation, a
single excitation event results in an unstable tetrahedral Ge site which readily decays
back to the original structure. Under intense optical excitation, the chemical potential
moves towards mid-gap. In this situation the defect states can become located below
the chemical potential and hence occupied (stable). Once the concentration of these
defects becomes sufficiently large and their wavefunctions overlap, the electronic
structure changes to that of the ‘amorphous’ state.

11.2 Pressure-Induced Amorphisation

11.2.1 Amorphisation Upon Compression

The experimental observations of the lower amorphisation pressure in cubic
GeSb2Te4 compared to Ge2Sb2Te5 (the materials contain 25 and 20% vacancies,
respectively) and absence of amorphisation in the denser bulk phase strongly sug-
gest that vacancies play a crucial role in the studied process. It is quite natural that
squeezing out vacancies under high pressure leads to randomisation of the atomic
structure. While at ambient pressure the density of the amorphous phase is lower than

http://dx.doi.org/10.1007/978-3-642-28705-3_9
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Fig. 11.6 Snapshot of the simulation at 14 GPa showing the appearance of squared rings formed
by homopolar Ge/Sb bonds rotated by 45◦ with respect to the crystal axis. Large spheres indicate
atoms involved in the formation of rotated rings (blue Ge; green Sb; light blue Te). Small red spheres
indicate the position of Ge/Sb vacancies. Inset Sketch of the displacement of Te atom towards the
vacancy giving rise to a rotated square ring with homopolar bonds. Reprinted with permission after
Caravati et al. [28]. Copyright 2009 by the American Physical Society

that of the crystalline phase. It may be possible that the amorphous phase compresses
more easily and at the higher pressures can become denser than the cubic crystalline
phase.

Ab-initio simulations provided further insights into the atomistic mechanism of
the amorphisation process under pressure [28]. It was found that upon compression
Te atoms move towards the nearest vacancy. This process results in the destruction of
the Te-X bonds opposite to the vacancy and the subsequent formation of Ge-Ge(Sb)
bonds. This transformation gives rise to square rings rotated by 45 ◦ with respect to
crystal axis (Fig. 11.6). The important role of vacancies was thus confirmed and their
role was argued to be twofold. First, they increase the compressibility of the cubic
phase and allow reaching a higher density at lower pressure via formation of rotated
rings. Second, the rotated rings formed, thanks to vacancies, serve to destabilise the
system once their concentration becomes sufficiently high.

We would like to note that this mechanism is essentially the same as the
amorphisation mechanism described earlier in this chapter, namely, the amorphisa-
tion results from misalignment of the covalently bonded fragments of the crystalline
“cubic” phase.
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A question arises why GST becomes amorphous under pressure while the binary
GeTe does not. In addition to an important role of vacancies discussed above, it
may be that the presence of the second constituent (Sb2Te3) is needed. The different
covalent radii of Ge and Sb give rise to a non-uniform strain distribution inside
the material which may act as a driving force for the amorphisation via nanophase
separation that is often a driving force for pressure-induced amorphisation [29] in
cases where the total volume of the decomposed phases is smaller than the volume
of the starting material. The nanophase separation into Ge-Te and Sb-Te phases was
previously suggested to take place during photo-induced amorphisation [30].

It is also interesting to note that pressure-induced amorphisation is experimentally
usually observed in solids with van-der-Waals [29], i.e. in materials that contain a
sysbystem of week bonds.

11.2.2 Amorphisation Upon Decompression

The amorphous phase is also obtained upon decompression of the high-pressure
bcc phase. The structure of this phase seems to be denser than that obtained on the
compression route and the amorphisation mechanism can be the following.

In the high-pressure bcc phase each Ge atom has eight equidistant neighbours and
this structure is stabilised by the applied pressure. As pressure is released, Ge atoms
acquire their preferred fourfold coordinated configurations (or threefold if bonded
through dative bonds formed using lone-pair electrons of neighbouring Te atoms)
with other neighbours moving away. Since in the compressed fcc form Ge atoms are
randomly bonded to either of the species present on GST, i.e. to Sb, Te or Ge that
possess different atomic radii, during the structural relaxation the atomic structure
becomes disordered.

11.3 Amorphisation of Ag-In-Sb-Te: Bond-Interchange Model

For AIST alloys it has been suggested that the transition can be presented as spa-
tial rearrangement of the shorter and longer bonds (ordering or disordering in space
of the subsystem of the shorter bonds) in the A7 structure (Fig. 11.7) [31]. The
interchange between the shorter and longer bonds alters the orientation of the octa-
hedra but does not require bond breaking or diffusion and the process is a sequential
collective motion of Sb atoms, the principal component of AIST. This transition
is reminiscent of either spin ordering in materials such as spin glasses or of an
order–disorder transition in materials like GeTe (8.1.1). Destruction of the order-
ing leads to atomic misalignment and subsequent disappearance of the resonance
bonding with the concomitant large optical contrast. At the same time, the very
small atomic displacements account for the very fast transition rates. It is interesting
to note that the authors consider the photon excitation as a possible cause for the
alignment of the octahedra.

http://dx.doi.org/10.1007/978-3-642-28705-3_8
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Fig. 11.7 Phase-change mechanism in AIST. The bonding electrons are excited by laser light,
causing the atoms in the amorphous phase to move. Finally, the central atom with three short (red)
and three long (dashed) bonds crosses the centre of the distorted octahedron, interchanging a short
and a long bond. Green resultant vector (reminiscent of a pseudospin) of short bonds. Resonant
bonding between periodic short and long bonds leads to the crystalline A7 network. The grey sticks
(lower right) correspond to the red bonds (upper right). Ag, silver; In, magenta; Sb, blue; Te, yellow.
Reprinted by permission from Macmillan Publishers Ltd.: Nature Mater. [31], copyright (2011)

One may ask a question why bond interchange in AIST results in disordering
while a rather similar process in GeTe (the order-disorder ferroelectric transition)
does not. The answer to this question is not clear but it could be that the differences
between the short and long bonds is more significant in the A7 structure of AIST.
As a consequence, the atomic displacement resulting from the bond interchange in
AIST and subsequent lattice relaxation may be large enough to break the long-range
order.

11.4 Origin of Optical and Electrical Contrast

11.4.1 Coordination Change

After the initial proposal of the umbrella flip model that attributed the change in
optical properties to a change in the local coordination of Ge atoms [1], Welnic
et al. [27, 32] performed theoretical studies of the effect of the change in the Ge
coordination number on the optical properties of phase change materials (both GeTe
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and GeSb2Te4 were investigated). The amorphous state was modelled by putting all
(or some of the) Ge atoms onto tetrahedral symmetry sites. For both materials, the
experimentally observed changes in optical properties were qualitatively reproduced.

At the same time, the joint density of states alone in the two phases [32] could
not explain the experimentally observed changes from which it was concluded that
the optical contrast between the two phases can only be explained by significant
changes in the transition matrix elements resulting from the changes in the number
of bonds and in the local order upon the phase transition. A very similar conclusion
was reached in [33].

11.4.2 Resonant Bonding

Effect of p-Orbital Alignment

Realisation that resonant interaction between the constituent atoms significantly
modifies the electronic properties of a solid [9, 10] allowed the authors to come
up with an alternative explanation that the optical contrast was due to the presence
(absence) of resonance bonding in the crystalline (amorphous) state. This idea has
been further developed in [12] where the authors model resonance interaction using
trigonal and monoclinic selenium as a prototypical system.

The stable phase of selenium possesses a structure where atoms form ordered
spiral chains. This form of selenium can also be viewed as a distorted simple cubic
lattice (Fig. 1.12) with two short intrachain bonds and four longer interchain bonds
so that the p-orbitals on each site align along the interchain bonds. In the monoclinic
form, on the other hand, the p-orbitals do not align. The authors use monoclinic sele-
nium to model the local order in the disordered phase and obtain different dielectric
functions calculated for trigonal and monoclinic selenium.

The authors further use orthorhombic GeTe to model the amorphous phase of
GeTe and also obtain reasonable agreement with experiment (Fig. 11.8). From these
results they conclude that angular disorder within p-bonded polymorphs with the
same coordination number can cause large differences in optical functions and argue
that the key difference in bonding between the crystal and amorphous phases is not
a reversion to the 8-N rule bonding but the loss of second-neighbour angular order.
This conclusion has been subsequently confirmed in [33].

The authors implicitly argue that the reproduction of the experimental data by
means of changing the coordination number following the octahedral-to-tetrahedral
geometry change reported in [32] could be due to the resulting misalignment of the
p-orbitals. It may be instructive to note that in both cases (the umbrella flip and
destruction of resonance bonds with the preserved covalent skeleton of the material)
the bonding nature changes from “resonant” to purely covalent which is likely to be
the general underlying reason for the drastic change in optical properties.

http://dx.doi.org/10.1007/978-3-642-28705-3_1
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Fig. 11.8 a Experimental dielectric functions of crystalline and amorphous GeTe and b calculated
dielectric functions rhombohedral and orthorhombic GeTe. Reprinted with permission from Huang
and Robertson [12]. Copyright 2010 by the American Physical Society

Resonance Bonds versus Long-Range Order

Of interest is the observation that the principal change in the optical properties takes
place during the initial stage of the phase-change process when resonance bonding
is “turned off” but the atomic structure still preserves the average long-range order
of the crystalline phase (Fig. 11.9). Subsequent relaxation and loss of the long-range
order results in a much smaller change in the optical properties [13]. In other words,
the destruction of “resonance” bonding causes a major change in optical properties,
while subsequent disordering of the structure that does not alter the covalent nature of
bonding results in a minor change in optical properties. The above results show that
optical properties are primarily determined by the nature of the bonding between the
atoms, i.e. by the local rather than the average structure. In other words, the change
in properties is caused by a change in the local bonding character rather than being
due to the loss of long-range order. It was subsequently suggested that dynamic
change in bonding caued by laser-induced heating may account for the formation of
transparent apertures in the excited state [34].
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(a)

(b) (c)

Fig. 11.9 Optical properties for equilibrated a, critically distorted c and amorphous d GeTe phases.
Counterintuitively, the principal change occurs during the initial stage of the phase-change process
when the system still possesses the average structure of the crystalline phase. Subsequent loss of
long-range order produces only a minor change in optical properties. Reprinted by permission from
Macmillan Publishers Ltd.: Nature Chem. [13], copyright (2011)

The results described above show that both a change in the coordination number
and a change in the local bonding nature between the crystalline and amorphous
phases cause strong (and similar) changes in optical properties. The latter factor is
more general and includes the former since the tetrahedral Ge sites are characterised
by purely covalent bonding. We would like to reiterate here that it is the nature of the
bonding (strongly localised covalent bonds in the amorphous phase vs. less localised
“resonance” bonds in the crystalline phase) that determines the optical properties of
phase-change materials and the strong contrast between the two phases.

While the effect of bonding character on electrical properties of phase-change
materials has not been investigated in sufficient detail, it may be suggested that the
higher conductivity of the crystalline phase is also due not only to an increased
degree of long-range order but also to the more extended nature of bonding electrons
in the crystalline phase due to the formation of additional (“resonance”) bonds. At
the same time, the very strong bonding energy hierarchy, the resulting disorder and
subsequent formation of tail states may be a reason why even in the crystalline phase
the carriers undergo Anderson localisation [35].

The fact that the large contrast results from a change in the local structure and
does not stem from the loss of long-range order suggests that certain crystal-crystal
transitions may also be suitable for memory devices, such as the rhombohedral-to-
orthorhombic transition in GeTe considered in [12]. Since such a transition is not
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associated with significant entropic losses that are unavoidable during a crystal-to-
amorphous transition it may be beneficial for developing memories with lower energy
consumption.
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Chapter 12
Memory Devices

While chalcogenide glasses have numerous applications, most of them rely on their
optical properties, such as strong optical nonlinearity. The interested reader is referred
to the following recent sources [1–3] where applications of chalcogenide glasses are
described. In this chapter we concentrate on phase-change materials whose appli-
cation in memory devices has a strong effect on modern society. Some aspects of
phase-change memory technology have been recently reviewed in [4–6].

12.1 Optical Memories

Optical memory comprises compact discs (CDs), digital versatile discs (DVDs) and
Blu-ray discs (BDs). Since compact discs were first released in 1982, optical discs
have spread worldwide quickly and household vinil record players were replaced
by CD players within a decade. Nowadays, various kinds of optical discs are not
only available as music and film sources, but also as distribution media for computer
software. Phase-change materials are consumer friendly and became suitable for
re-writable media in CD and DVD families because a reflectivity difference between
the recorded and non-recorded states can be detected using simpler systems than
magneto-optical (MO) materials that need an additional polarising plate to discrim-
inate a Kerr-rotation angle of less than a degree. Presently, the same phase-change
alloys that are used in rewritable optical media are also the leading candidate for
non-volatile phase-change random access memory (PCRAM).

Below, we first review the background of the development of the CD and DVD,
and then step forward to the recording mechanism, switching speed, write-erase
cyclability and optical near-field characteristics in phase-change optical discs. This
chapter is concluded by a review of non-volatile solid-state memory.

A. V. Kolobov and J. Tominaga, Chalcogenides, Springer Series 251
in Materials Science 164, DOI: 10.1007/978-3-642-28705-3_12,
© Springer-Verlag Berlin Heidelberg 2012
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Fig. 12.1 A gramophone
(phonographic) disc

12.1.1 Compact Disc and Digital Versatile Disc Families

Predecessors

Before 1982, the year the CD was released, popular music media were gramophone
records (commonly known as phonographic records in American English) and mag-
netic tapes. The record is an analogue sound storage medium consisting of a flat
disc (vinyl has been the material most commonly used after about 1950) with an
inscribed, modulated spiral groove. The gramophone system utilises a diamond or
sapphire tip that vibrates in accordance with the shape of the modulated groove, and
these vibrations are transformed into a weak electrical current that is subsequently
transferred to an amplifier connected to a speaker system.

The way to the vinyl disc started in the mid-1850s. The ealiest recording of sound
dates back to 1857 and is associated with the phonautograph, patented by Léon Scott
de Martinville, that used a vibrating diaphragm and stylus to graphically record sound
waves as tracings on sheets of paper, purely for visual analysis and without any idea
of playing them back. The first system capabale of both recording and reproducing
the sound was the phonograph invented in 1877 by Thomas Edison. The recording
medium of a phonograph was a cylinder covered with a tin foil subsequently replaced
by a wax cylinder. Soon after this, the cylinder was superseded by a flat disc thanks to
Emile Berliner who subsequently founded The Gramophone. Berliner’s gramophone
records were more convenient to handle, cheaper to make and louder in reproduction.
For almost a century, the gramophone records (Fig. 12.1) have been loved by millions
of musicians and music lovers worldwide.

Magnetic tape recording, on the other hand, was first demonstrated in 1898 by
Valdemar Poulsen and was called telegraphone. For historical fairness it should be
noted that originally the idea was introduced in 1888 by Oberin Smith, although he
could not complete his system. A magnetic tape for recording and readout was made
of steel with a 3.0 mm width, and the drum was rotating at a speed of 1.2 m/s. The
metal tape was later replaced by a plastic film coated with magnetic powder (metal
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or ferrite), rolled up and placed into a small box. One of the advantages of magnetic
tapes over gramophone was that the magnetic system had a potential of not only
being a music tape recorder but also was a step towards a video tape recorder, VTR.
In the early 1950s, several companies started to develop video tape recorders, and
the first VTR system was developed in 1953 in United States where TV broadcasting
companies badly needed such systems in news program business because of the time
difference between the East and West coasts.

As time went on and noise reduction systems had been invented, listeners of music
gradually required systems with more realistic sound of higher quality similar to that
of the source. In addition, both gramophone discs and music tapes were degrading
under wear or abrasion due to the contact with a diamond tip or a magnetic head,
with concomitant sound quality degradation and increasing noise after numerous
playbacks. Furthermore, a magnetic tape could become tangled, while a gramophone
record often twisted or bent even at relatively low temperature and humidity.

Characteristics of CDs and DVDs

Nobody could think that the exisiting analogue recording media and devices would
be replaced by digital ones when the laser, in particular a semiconductor laser with
a wavelength near 830 nm or shorter, was developed by General Electric in 1962.1

Consumers had to wait for almost thirty years before witnessing the sound revolution.
It was in 1982 that an alliance including Sony and Philips released a digital disc music
player to the music market. The disc diameter is 12 cm, which is smaller and easier
to handle than a gramophone disc. It is intersting to note that CD’s capacity (with
the corresponding audio recording duration of 74 min) was determined by the need
to hold on a singe disc Beethoven’s 9th symphony. This optical disc size has been
subsequently superseded by digital versatile disc (DVD) and Blu-ray disc (BD).

Figure 12.2 shows schematic of the fundamental read-write optical system used
in a CD drive [7]. Thanks to a semiconductor laser diode and a focusing lens with
a high numerical aperture (NA), physically contact-less recording and readout was
realised. In far-field optics, the spot size φ of the focused laser beam is determined
by a simple equation due to the diffraction of light [8]:

φ = λ/(2NA) (12.1)

where λ is the wavelength of the light used and NA stands for the numerical aperture
of the lens. Combinations of the laser wavelength and NA used in CD, DVD and
Blu-ray systems are listed in Table 12.1. The shorter the wavelength of the laser,
the higher the recording and storage density. However, the success of the story does
not always follow one’s expectation, although a shorter wavelength laser (beyond

1 Zhores I. Alferov and Herbert Kroemer were awarded the Nobel Prize in physics in 2000 “for
developing semiconductor heterostructures used in high-speed- and optoelectronics” that form the
basis of semiconductor lasers.
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Fig. 12.2 A schematic representation of the optical pickup system of a CD player. The laser beam
is collimated and introduced into a beam splitter, then focused by an objective lens. The beam is
focused through a transparent disc substrate (1.2 mm thick) on an Al reflector deposited on the back
surface of the disc. On the surface, pre-patterned data for music are fabricated as pit sequences with
a depth of about 500 nm

Table 12.1 Specifications of CD, DVD and Blu-ray discs

Disc type Wavelength (nm) NA Spot size (µm) Minimum pit length (µm) Release year

CD 780 0.45 1.0 0.83 1982
DVD 650 (635) 0.60 0.6 0.40 1996
Blu-ray 405 0.85 0.3 0.14 2003

400 nm) has recently been developed. First, the light absorption of a polycarbonate
disc increases as the wavelength gets shorter, and secondly the focus depth becomes
shorter for larger NA in order to obtain a higher resolution and density. For example,
while the 1.2 mm thick polycarbonate substrate used in CD is tough and rigid to
realise easy handling, a 0.1 mm thick BD disc is much softer and easily bends by
hand. As a consequence, an additional 1.1 mm dummy plate is required to make the
BD disc strong and tough. In DVD, two 0.6 mm disc substrates are glued together.
Thirdly, the operating distance between the bottom surface of a higher NA lens and
a recording disc surface gets shorter, resulting in an increased possibility of the lens
touching the rotating disc resulting in a crash. To avoid such failures and to increase
the density further, several technologies have been evaluated and developed. We
discuss some of them in subsequent sections.

In CD, DVD and Blu-ray drives, the semiconductor laser that is necessary to
read and write the data is installed in a small module (optical pick-up). The beam
profile at the exit window of the laser is not circular and has to be reshaped into
a circle by a cylindrical lense. The collimated beam is next delivered to an objec-
tive lens and focused on the storage medium after passing through a beam splitter
and a quarter-wavelength plate. The objective lens is supported and focused by a
two- or three-dimensional electro-magnetic actuator that is used to compensate for
distance deviation from the focal depth due to the disc rotation. It should be noted
that in case of a CD a laser beam focused by the objective lens makes a spot on the
recorded data pit stream through a 1.2 mm thick polycarbonate disc as mentioned
earlier [9]. Therefore, the spot size on the polycarbonate disc is much larger than
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that of the focused spot on the pit stream, which is stamped on the backside surface.
If dust particles or oil spots (e.g. finger prints) are deposited on the polycarbonate
disc surface, the beam can be focused on the pit stream even though a part of the
light is scattered on the surface. This is a great advantage of CD and DVD systems
over near-field optical data storage, AFM or STM storage using a needle-like tip or
probe [8].

A read-only memory (ROM) disc-like CD is made of a 12 cm diameter and 1.2 mm
thick transparent polycarbonate disc with a thin Al alloy film deposited atop the
protection coating. The incident laser beam is to a large extent reflected (>80%)
by the film if the surface is flat. The back surface of the polycarbonate disc has an
information pit stream embossed upon it from the central area (starting 23.0 mm
from the disc centre) outward towards the edge area (ending at 58.5 mm from the
disc centre) in a spiral shape. The width between adjacent pit streams in the radial
direction is stipulated to be 1.6µm for the CD format [9]. Thus, the total length of
the stream is roughly 5 km, and 20,000 tracks can be pre-recorded or stamped onto a
single CD. The maximum storage capacity of a CD is 700 MB. In a DVD, the optical
readout method and system are essentially the same as in CD except for the laser
wavelength of 650 nm and a 0.60 NA lens. Thus, the laser spot size is further reduced
and the storage capacity consequently increases to 4.7 GB. In Blu-ray discs, use of a
laser with λ = 405 nm and a 0.85 NA lens enables an increase in the storage capacity
to 25 GB [10].

Disc substrates of CD, DVD and Blu-ray discs are commonly produced from a
molten polycarbonate polymer using a mould-injection method. To make a master
disc with the pit streams of music information, first a glass disc is prepared. After
polishing the surface to a few nanometer roughness and depositing a photoresist film
by spin coating, the glass disc is transferred to a laser-cutting processing, where the
pit streams are recorded along with the music programs by an ultra-violet laser beam.
After development, the glass disc is dipped into a chemical bath containing Ni ions
for electrical plating. Finally, the Ni film grown on the glass is separated from the
master glass. This Ni plate is usually called mother. A replica made from mother is
used in the same process to fabricate numerous children, especially when millions
of copies of a CD are required for record sellers.

Figure 12.3 shows SEM and AFM images of a CD substrate surface after removing
the Al reflective layer. The sound track contains nine different pit sizes. Currently,
in CD families, the laser beam does not read pits or marks of identical size, but
the data are actually addressed at the edges (front and tail) of the pits. This readout
method is called edge-position readout, while the method to read a pit position is
called pit-position readout. The former method allows one to increase the recording
density by 1.5 compared to the latter method.

The discs described above are read-only memory (ROM) discs. As music sounds or
a movie are premastered on the disc substrate surface, no one can touch or change the
source. When the first format and specification for the CD were issued in 1982, no one
expected recordable or erasable CDs. However, as the number of CD users increased
explosively, garage band musicians and some hardcore users urgently demanded
a recordable CD for spreading their original sounds and music into the local
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Fig. 12.3 SEM (left) and AFM (right) images of a CD disc surface after removing the Al layer.
Z-height is inversed to make pits appear clear. The CD track contains nine different pit lengths

community. Finally, in 1987 the CD alliance introduced a recordable CD (CD-R),
although research and development (R&D) divisions in several companies had been
investigating this possibility since the early 1980s. In the CD format and specifica-
tions, referred to as the Red Book, there was one technical difficulty for recordable
CDs: more than 70% reflectivity from the disc surface was specified, and the back-
ward compatibility to the already spread huge number of CD drives on the market
had to be insured. Before CD-R, several recordable optical discs were invented,
but all of them except for CD-R could not satisfy the required specification for the
reflectivity [9]. Therefore, these discs had been pushed out of the CD family mar-
ket. Optical phase-change (PC) rewritable discs (reflectivity < 40%) were not an
exception at that moment.

12.1.2 Recordable Discs (CD-R and DVD-R)

The CD-R is an optical storage disc using an organic dye as the recording layer and is
fully compatible with CD [11]. The disc structure is very simple and is comprised of
two layers: one is a cyanine dye (Fig. 12.4) layer absorbing light with a wavelength
of around 780 nm, and the other is a highly reflective metallic layer such as silver or
gold (presently, Al alloys are used due to cost considerations). These two layers are
deposited over a polycarbonate substrate, on which a spiral-shaped guide track for
the laser is cut from the innermost track outwards with a track pitch the same as that
of CD, i.e. 1.6µm. A gold or silver film on top is used to obtain the high reflectivity
required for the CD specification.
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Fig. 12.4 A typical organic
dye of Cu phthalocyanine.
π electrons are conjugated and
form a flat sheet molecular
structure

12.1.3 Erasable Discs (CD-RW, DVD-RW and DVD-RAM)

Besides write once recordable discs, the demand for erasable discs is also high
because of a need for recovery of a recording mistake or temporary backup of data.
Technically, an erasable disc is more difficult to fabricate and design than CD-R and
DVD-R. The recording material used in the disc must be able to recover its initial
characteristics after an erasing procedure. Since the early 1980s, various approaches
have been investigated to realise an erasable disc. Until the early 1990s, the devel-
opment of magneto-optical (MO) discs was given priority and some MO systems
were commercialised. In a MO disc system, Kerr-rotation or Faraday rotation effects
were used as the principle of recording and erasing [12]. For example, an amorphous
Tb-Fe-Co alloy shows a relatively large Kerr rotation (ca. 1 ◦) angle in magnetisa-
tion and by applying an external magnetic field perpendiculat to the film surface
one can turn the magnetisation direction up and down. To read the recorded data,
a linearly polarised laser beam is focused on the recorded track and the reflected beam
(transmitted beam in systems that utilise the Faraday effect) is observed through a
linear polariser. An optical detector can monitor the Kerr rotation as a reflectivity
change at the up-magnetised recorded spot and the down-magnetised non-recorded
area. The Kerr rotation effect of the material is relatively large for longer wave-
lengths (780 or 650 nm) but becomes smaller for the shorter wavelength range of
less than 500 nm needed for denser storge. As the development of optical discs had
shifted towards a higher storage density using shorter wavelengths (400 nm instead of
780 nm), this disadvantage became fatal, and finally MO discs disappeared from the
market. Instead, attention has gradually turned to the phase-change system since the
mid-1990s because of their good compatibility with CD and DVD optical systems.

The R&D of phase-change optical storage has a long history starting with
the discovery of the memory effect (a reversible change in resistivity) in some
chalcogenide alloys by Ovshinsky [13]. In the late 1960s Hitachi began to study
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Fig. 12.5 A typical structure of a phase-change erasable optical disc

phase-change materials and in the early 1970s Matsushita Electric (Panasonic) ini-
tiated a similar research [6]. Matsushita Electric tested numerous compositions and
eventually discovered in the late 1980s the promising Ge-Sb-Te alloys, and espe-
cially, the Ge2Sb2Te5 composition [14, 15]. It is worth mentioning that the series
of annual meetings dedicated to phase change memories started in Japan as early
as 1985. This work resulted in commercialisation of DVD-RAM by Hitachi and
Matsushita Electric in 1998 [16, 17]. At about the same time, Ricoh, Toray Chem-
icals, TDK and other major Japanese electronics companies joined the search for
other compositions and alloys [18–21]. In the early 1990s, Ricoh developed a
Sb-rich alloy without Ge, namely Ag-In-Sb-Te (AIST) alloy [22] that is currently
used in DVD-RW [23]. The interested reader may find additional information in [24].

In phase-change erasable optical discs, neither an optical polariser nor an external
magnet to rotate the magnetisation is required. Therefore, the optical pickup system
that is a module equipped with a semiconductor laser, collimating lens, beam splitter,
objective lens and corresponding actuator, and a four-sector differential photo detec-
tor can be simply designed to be compatible with CD and DVD systems. The
Ge2Sb2Te5alloy and the Sb-rich alloy both generate about a 30% difference in reflec-
tivity by optical interference in combination with two ZnS-SiO2 films and Al-alloy
films, resulting in more than 60% signal contrast. Due to the appearance of the
phase-change discs, the reflectivity contrast specification was eventually modified.

Figure 12.5 shows the structure of a phase-change disc. All phase-change discs
have the same structure: the bottom ZnS-SiO2 layer used to control the maximum
reflectivity level, a phase-change layer erasable recording, the top ZnS-SiO2 film to
enhance the optical contrast between the crystalline and amorphous states and an
Al alloy layer to release heat accumulated in the phase-change film as quickly as
possible.

Using such a structure, the reflectivity contrast between the amorphous and crys-
talline state is significantly enhanced. The reflectivity change can be easily observed
by an optical microscope as shown in Fig. 12.6. The uppermost layer has the addi-
tional role in determining the total reflectivity level. The bottom layer thickness is
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Fig. 12.6 Optical contrast
between the amorphous and
crystalline states observed
by a high-resolution laser
microscope. Recorded marks
(black) are in the amorphous
state, the surrounding area is
crystalline

determined by the laser wavelength, and becomes thinner as the wavelength becomes
shorter. The phase-change layer thickness is fixed around 15–20 nm in DVD-RAM
and -RW, and becomes thinner as well when using a shorter wavelength laser. The top
ZnS-SiO2 film must be thin enough. Otherwise, if its thickness is larger than 40 nm,
the heat generated during the recording process is not released properly, resulting in
a decrease in cyclability [25]. TEM images of recorded marks are shown in Fig. 12.7.
As one can see the crystal grain size is larger in Ge-Sb-Te than in AIST alloys.

The phase-change recording and erasing cycle is somewhat similar to a thermody-
namical cycle. In every record/erase cycle, the system (a phase-change mark whose
size is about one micron or less) does work. The work is associated with the volume
change of the recorded bit (about 6–10%) and a large part of the input energy is
wasted as entropy [26]. From rough estimates, the entropic losses can consume as
much as 95% of the input energy. This issue is also very important in phase-change
non-volatile solid-state memory as described below in this chapter.

12.1.4 Super-RENS Discs

Optical systems that use far-field optics when light propagates between an object
and the detector suffer from the optical diffraction limit described by Eq. 12.1. One
of the solutions to go beyond this limitation is to use optical near field. The best
known example is a tip of a scanning near-field optical microscope. When light is
squeezed through an aperture with a diameter smaller than the wavelength of the light,
it cannot propagate further in the z direction. At the same time, a certain fraction
of the electromagnetic field, called optical near field, can soak through the aperture;
its intensity decreases rapidly away from the aperture as shown in Fig. 12.8. The
properties of the near-field light can be obtained by solving the Maxwell equation for
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Fig. 12.7 The shortest amorphous marks written in DVD-RAM (left) and in DVD-RW (right).
Even when using different materials (GST in -RAM and AIST in -RW discs), the mark shapes
are similar due to control of the cooling rate. In general, GST alloys are made of small crystalline
grains around amorphous marks, while AIST alloys have relatively large grains; the edge shape
of the marks is clearer in AIST than in the case of GeSbTe because the crystallisation process is
growth limited. (Courtesy of TDK Corporation)

Light trapped at a hole smaller than the wavelength of light

Metal tube surrounded by a dielectric material

z

Fig. 12.8 Light cannot propagate in a tunnel with a diameter smaller than the wavelength. However,
it can penetrate through the wall as near-field light

an electromagnetic wave with the appropriate boundary conditions [27]. The light
trapped in the aperture has been described in terms of localised surface plasmon
polaritons, or localised surface plasmons [8].

The super-resolution near-field structure (Super-RENS) optical disc is a develop-
ment at the cutting edge of modern optics using local plasmons. Super-RENS was
invented with the objective to overcome the optical diffraction limit and to increase
the storage density of optical discs [28, 29].

One big technological issue that must be cleared in order to apply local plasmonics
to optical data storage is the data transfer rate with a typical requirement being more
than ten million bits per second for high-definition video reproduction. Scanning
near-field optical microscopes (SNOM) with a spatial resolution beyond the opti-
cal diffraction limit potentially enable ultra-high density recording [30]. Almost all
commercial SNOMs, however, depend on a piezoelectric-scanning drive as shown in
Fig. 12.9 [31]. Therefore, the scanning area is limited to a maximum of 100×100 µm
square or a much smaller area, and the typical speed of less than 0.1 m/s. Even for
a SNOM probe aperture size of 50 nm, the maximum data transfer speed is about
2 Mbps, a value that cannot satisfy the requirements for video reproduction. In addi-
tion, it is simply impossible to record and reproduce a two-hour video. The fatal issue
using a SNOM is intrinsic to the SNOM system itself, i.e. using a piezoelectric stage
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Fig. 12.9 An optical fibre or a metal-coated tip used in SNOM cannot be used for optical recording
or data reproduction because spatial and positional controls of the tip depend on a piezo-control
unit that is rather slow while the required data transfer rate in real optical storage systems is much
higher (>10 Mbps)

and controlling the distance between the SNOM tip and a recording medium surface
by the weak force (atomic, electrical and shear forces) generated between the two
materials. The weak forces are precisely fed back and controlled in order to maintain
a separation distance within 100 nm or less. As mentioned earlier, the intensity of
the electrical field falls exponentially from the surface. To keep the light intensity at
the recording medium constant at the high speed required for video reproduction is
at the moment impossible using a SNOM-like system.

In the development of Super-RENS, a new innovation was required to overcome
the conventional concept when an optical recording source is installed in a recording
unit or module (like an optical pickup unit), and the light reaches the recording
medium going through a space between the light source and the medium, i.e. the
optical recording module was always separated from the recording medium. In super-
RENS, the recording medium is a part of the recording module: an aperture, that can
be opened and closed using a laser and far-field optics, is incorporated into the disc
itself as discussed below.

The spatial separation between the optical module and the recording medium in
an optical read-out system is typically about four orders of magnitude larger that
that used in SNOM. To ensure a constant distance even at high rotation speed, an
additional optically non-linear (chalcogenide) layer is used. When the laser beam
from an optical pickup used in DVD or Blu-ray systems is focused on a chalcogenide
film under the far-field (i.e. diffraction limit) conditions, the minimum optically
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Fig. 12.10 The temperature profile and threshold switching of a chalcogenide film. The temperature
of the chalcogenide film has a Gaussian profile reflecting the Gaussian distribution of the laser beam
intensity (focused by an objective lens). Due to intrinsic characteristics of the phase transition,
three phenomena are important, namely, crystallisation, optical nonlinearity and melting. Once
the temperature reaches the threshold point (Tn), the imaginary part of the refractive index, kH
steeply drops to kL . (Tc and Tm are crystallisation and melting temperatures, respectively.) The spot
diameter can be one-fifth of the laser spot size or even smaller. Using the optical nonlinearity of the
chalcogenide thin film enables optical recording and consequently the reproduction of data beyond
the far-field diffraction limit

determined spot using a laser with a wavelength of 635 nm, is about 530 nm. Can a
recorded mark be smaller than this?

The answer is ‘yes’. The additional chalcogenide alloy film on top of the medium
layer plays the decisive role. Some chalcogenide alloys, such as Ge2Sb2Te5and Sb2Te
show a large optically nonlinear response that depends on temperature (achieved
due to laser-induced heating). The temperature profile usually has the same shape
(typically Gaussian) as that of the beam intensity profile. That is, the centre of the
spot has the highest temperature and at the edge the temperature is lower. The film
exhibits an intrinsic optical response, in particular, a large change in the refractive
index in response to the temperature change, as shown in Fig. 12.10. While the exact
temperatures vary from one chalcogenide alloy to another, Ge2Sb2Te5and Sb2Te
exhibit a large change in the refractive index with a very steep threshold temperature
at around 400 ◦C, resulting in the formation of an optically transparent window with
a diameter of less than 50 nm. This window size is much smaller than the laser
spot defined by the optical diffraction limit. Such a window cannot pass or transmit
the far-field light to the backside of the film, instead local plasmons are generated
there [8].

Because the transparent window is a dielectric while the medium surrounding it
is metallic, at the edge of the window, a strong optical near field is present. As the
film dynamic window is placed on a recording layer with a transparent spacer layer
(<50 nm thickness), strong electric fields and high spatial frequency components are
scattered if small pit or marks pass through the region. This is illustrated in Fig. 12.11.
Thanks to the window with a steep circle boundary in the laser spot, super-RENS
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Fig. 12.11 Principle of a super-RENS optical storage disc. When a phase-change layer is illumi-
nated by a laser beam, its temperature rises. Once the temperature exceeds Tn , an optical window is
formed due to nonlinearity of the refractive index. Although propagating light cannot pass through
the window, a non-propagating light field, such as local plasmons soak through the aperture to a
depth of about 50 nm. The distance between the aperture and the recording layer is determined by
the thickness of a dielectric film. If the laser power is precisely controlled, the window size is fixed
and recording marks are clearly formed with a precise diameter. When the laser power is decreased
below Tn or turned off the window closes. The window can catch up with the speed even when the
structure is rotated at the same speed as a DVD or Blu-ray disc

media can resolve individual 75 nm pits, and playback a 50 GB movie at the same
speed as that of a Blu-ray system.

In actual super-RENS media, the disc is a multilayer structure that consists of
the following layers: ZnS-SiO2 (60–100 nm)/PtOx (4 nm)/ZnS-SiO2 (20–40 nm)/PC
layer (10–15 nm)/ ZnS-SiO2 (20–40 nm)/Reflector. The phase-change layer is made
of Ge2Sb2Te5, or Sb2, or In-doped Te, or Sb alloys. The PtOx layer is used as a record-
ing layer and the recording mechanism consists of the formation of Pt nanoparticles
within nano-bubble pits (Fig. 12.12) due to laser-Induced heating through the fol-
lowing reaction [32]:

Pt Ox → Pt + O2 ↑ (12.2)

The optimum thickness of each layer is determined using a computer simulation for
each particular laser wavelength in an optical system. Figure 12.13 shows a typical
super resolution effect observed from a super-RENS disc designed for a Blu-ray
system. At 1.0 mW of laser power, the signal (carrier-to-noise ratio, CNR on a log
scale) steeply drops at the optical resolution limit (ca. 156 nm), while the CNR of
100 nm pit pattern is preserved at 40 dB at a laser power of 4.0 mW power due to the
super resolution effect.

Figure 12.14 shows a comparison of the super resolution effect using different
optics. The effect is normalised to the wavelength and numerical aperture of the
objective lens used. As can be seen from in Fig. 6.14, the resolution is determined
only by the wavelength and the lens numerical aperture. This provides clear evidence
that the super resolution phenomenon is not related to the optics but to a thermal
threshold mechanism due to the beam focusing.

http://dx.doi.org/10.1007/978-3-642-28705-3_6
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Fig. 12.12 TEM bright field
images of as-recorded pits at
10 mW (top) and the magnified
image of a recorded pit (bot-
tom). The inset shows selected
area electron diffraction pat-
tern around recorded pits.
Reprinted from Kikukawa
et al. [32]. Copyright 2002
by the Amercian Institute of
Physics

Fig. 12.13 Super resolution
effect of a PtOx super-RENS
disc measured by a system
using a 405 nm wavelength
and a 0.65 NA lens. The optical
resolution limit is 156 nm

Fig. 12.14 Signal intensity
drops against normalized pit
length (d × NA/λ) in DVD
and Blu-ray systems

InSb was shown to be another promising material for super-resolution recording
[33, 34]. In 2009, a super-resolution disc with an InSb active layer with a capacity
of 50 GB (Blu-ray × 2) was used to demonstrate video playback of a HDTV signal
(Fig. 12.15) [29].
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Fig. 12.15 A snapshot of a HDTV video recorded using a Super-RENS disc. Reprinted with
permission by Japan Society of Applied Physics from Nakai et al. [29]

12.2 Non-Volatile Electronic Memories

Non-volatile electrical memory (NVM) has recently attracted increased attention
because of its higher storage density, easier handling and especially because it is free
of an energy consuming rotating optical drive or a hard disk drive equipped with a
rotating motor. In the last decade, the storage capacity of non-volatile USB memory
has exceeded 1 GB with a low price compatible with that of a recordable DVD
medium. At the moment of writing 256 GB USB memory stickes were commercially
available at ca. $600 and 32 GB at ca. $10. Now, NVMs are essential components
of mobile and smart phones, and e-book devices. Although almost all NVMs are at
the moment based on electron trapping (the so-called Flash Memory), charge-based
storage is facing serious problems with further size reduction in order to increase the
data capacity. As the device becomes smaller, the cell size to trap electrons must be
as small as possible. The size reduction, on the other hand, reduces the number of
electrons trapped in the cell, even if a high voltage is applied because electrons repel
each other due to Coulomb forces. This has a negative effect on device reliability and
write/erase cyclability (<106). As alternative devices, phase-change RAM (PCRAM
or PRAM), magnetoresistive RAM (MRAM), and resistive RAM (RRAM) are being
developed with the goal of replacing Flash. Excellent scaling characteristics of phase-
change alloys [35–37] makes them a very attractive candidate for future memory
devices (Fig. 12.6). In February 2012, Samsung announced 20 nm 1.8 V 8 Gb PC-
RAM with 40 MB/s program bandwidth [38].

12.2.1 Phase-Change Random Access Memory

PCRAM cell is a two-terminal device whose resistence can be reversibly switched.
The cell operation is based on the current-pulse-induced changes in the active
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Fig. 12.16 Samsung’s 512 Mb (64 MB) PRAM cells using 60 nm technology (reproduced from
http://www.samsung.com with permission from Samsung)
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Fig. 12.17 Current-voltage I–V (left) and programming (R–I) (right) curves for a PCRAM cell

chaclogenide layer. From the amorphous RESET state the device can be turned into
the crystalline SET state by application of a current pulse that is sufficient to heat the
active layer above the crystallisation temperature. As the applied voltage reaches the
threshold value of VSET, the device switches into the low-resistance crystalline SET
state. A typical I–V curve of a PCRAM device is shown in Fig. 12.17 (left panel). On
the other hand, application of a short intense pulse that can supply enough energy
through Joule heating can melt the chalcogenide alloy that is subsequently quenched
into the amorphous (high-resistance) RESET state.2

Device performance is usually also characterised by the so-called programming
(R–I) curves that show current values necessary to switch the cell between the two

2 Recently there has been growing evidence that the amorphisation process can also be athermal
under certain conditions [39–43].

http://www.samsung.com
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Fig. 12.18 The pulse pattern used in I–V and R–I measurements. While the I–V curve is measured
during the pulses with gradually increasing intensity, the R–I curve was measured between the
pulses at a constant voltage of 0.5 V

states. An example of an R–V curve is shown in Fig. 12.17, right panel. The I–V and
R–V curves are both important characteristics of the PCRAM cells.

The I–V and R–I curves shown in Fig. 12.17 are measured using the following
standard technique. A pulse train consisting of 50 pulses of gradually increasing
voltage and duration of 300 ns each is applied to the sample. The intervals between
the pulses are kept larger than 1µs to allow for cooling to occur between pulses
(Fig. 12.18). The I–V plots are measured at the centre of each pulse. As the applied
voltage (and hence the Joule heating and sample temperature) increases, the materials
first crystallises and then melts and reverts to the amorphous phase. The R–I plots, on
the other hand, are measured between pulses in the cooled condition after each pulse
using a constant voltage of 0.5 V. It should be stressed that the R–I plots represent
the resistance of the sample after the application of the pulse that generated current
I in the sample during the switching process and the shown R values are not a result
of calculation (R = V/I ) of the sample resistance during the switching pulses.

Properties such as high speed switching and a large number of SET/RESET cycles
exceeding those of Flash are essentially satisfied in PCRAM using the same mate-
rials as commercial rewritable optical discs (DVD-RAM). The prototypical alloy is,
Ge2Sb2Te5 and it has the SET speed of about 50 to 70 ns. In addition, the SET tem-
perature of a thin film, deposited by physical deposition technique such as sputtering,
is around 155–160 ◦C [15]. The SET temperature can be controlled (higher or lower)
by changing the GeTe/Sb2Te3 content ratio. With increasing GeTe content, the SET
temperature rises, while it gradually drops with decreasing the GeTe content. The
effect depends on microscopic interactive phase balance and stresses in the nanoscale
grains. GeTe has the crystallisation temperature of around 190–200 ◦C, while that
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Fig. 12.19 Schematic of a
mushroom cell in the RESET
(left) and SET (right) states

top electrode

bottom electrode

insulator

heater

programmable region

phase-change material

RESET state SET state

of Sb2Te3 is less than 100 ◦C [44]. Doping with elements such as nitrogen has been
shown to increase the crystallisation temperature [45, 46] which is important for
certain embedded memory applicaitons such as in the automotive industry when a
chip is located in the immediate proximity of a hot engine.

The SET/RESET cyclability using a Ge2Sb2Te5 film in PCRAM can be in the
range of 106, which is of the same order of magnitude as that in DVD-RAM. There
are indications that cyclability can be further improved by downsizing a switching
cell size. Thus, applying a 45 nm size technologies is expected to increase the lifetime
up to 109 or more [47].

Cell Designs

There are two major cell designs. In the so-called mushroom cell shown in Fig. 12.19,
the temperature of the phase-change layer is increased using heat generated in
the heater. In the high-conducting SET state the phase-change layer is crystalline.
Upon application of a short intense pulse, the phase-change layer melts and forms a
mushroom-shaped amorphous region (hence the name) with high resistivity (RESET
state). A longer less intense pulse leads to crystallisation of the amorphous dome and
reverts the system to the SET state.

An alternative design called a ‘line cell’ is shown in Fig. 12.20. It has been argued
[48] that the the line cell’s simplicity promises relatively low manufacturing costs
because of the limited number of processing steps and rather low programming
currents have been reported.

12.2.2 Phase-Change Memory for the Future

Cognitive Computing

It has always been a human dream to build a cognitive computer working similar to
nerve cells. Figure 12.21 shows how nerve cells operate biologically. The incoming
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Fig. 12.20 Schematic cross-section of a line-concept memory cell with TiN contacts and Al bond-
pads processed on a silicon wafer (top) and scanning electron micrograph of such a cell (length
500 nm, width 50 nm) made after structuring of the phase-change layer, which is done by electron-
beam lithography. TiN contacts are structured by contact lithography. Inset, detail of similar cell
with approximate dimensions 100 nm by 50 nm (bottom). Reprinted by permission from Macmillan
Publishers Ltd.: Nature Mater. [48], copyright (2005)

information comes through the synapse and when summed in energy to a threshold
condition, the nerve cell fires and sends information to other cells.

In 2004 Ovshinsky proposed that phase-change materials can be used for cognitive
computing [49–51]. This proposal is based on the fact that with properly selected
pulse intensity and duration, the first several pulses do not cause any detectable
change in reflectivity (Fig. 12.22), i.e. the system can “learn” and act only after the
appropriate combination of pulses has been input. Operation of an Ovonic cognitive
device is illustrated in Fig. 12.23.

It should be noted that (i) an Ovonic congnitive device combines both a memory
and a logic element in a singe device and (ii) the memory can be distributed and
not separate function. Inputs can be optical, electrical or others, and outputs can
be directed to various types of human interfaces. Early applications include pattern
recognition and are expected to progress to more sophisticated functions. The device
can be used to factor large numbers and therefore be applied in coding/decoding. The
synaptic pulses can be optical or electrical. They operate in the amorphous state where
the information is very secure and cannot be forensically investigated. Therefore,
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Fig. 12.21 Schematics illustration of a cognitive process in a biological system. An axon is a
long, slender projection of a nerve cell, or neuron, that conducts electrical impulses away from the
neuron’s cell body. Axons make contact with other cells at junctions called synapses. Reprinted
with permission after Ovshinsky [50]
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Fig. 12.22 Optical cognitive behaviour (the system “learns” during the initial pilses) of an Ovonic
phase change material. Reprinted with permission after Ovshinsky [50]

they are perfect for encryption. Another major issue that has to be mentioned is that
Ovonic cognitive computer will be able to operate at room temperature [51].

The arithmetic functionality of phase-change materials and their ability to “remem-
ber” previous excitations have been recently experimentally demonstrated in [52].
Use of phase-change materials as synapse for ultra-dense neuromorphic systems
have also been investigated in [53].
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Fig. 12.23 Resistance characteristics of an Ovonic cognitive device. The cognitive amorphous pre-
threshold synaptic regime (left side) culminates in a percolative transition to crystalline material,
the equivalent of neurosynaptic switching. The resistance change accompanying the transition to
the crystalline regime can provide readout and transferring of a completed signal to other devices.
The leftmost and rightmost data points of the figure (the high resistance endpoints) both correspond
to material that is substantially amorphous and the material becomes increasingly crystalline towards
the centre of the figure, with the lowest resistance states having the greatest crystallinity. The right
side is the multi-state crystalline cognitive regime. One can look upon the left side as being either
standalone when the crystalline sums up the synaptic information or united with the activities of
the right side. Reprinted with permission after Ovshinsky [50]

Interfacial Phase-Change Memory

As mentioned above, phase-change memory technology relies on the electrical and
optical properties of certain materials changing substantially when the atomic struc-
ture of the material is altered. The energy needed to switch between the two phases
depends on the intrinsic properties of the phase-change material and the device archi-
tecture.

While in composite GST Ge atoms switch stochastically resulting in large entropic
losses and somewhat different local surrounding around each Ge atom giving rise
to a broad distribution of the needed switching energies, in an engineered layered
structure such as interfacial phase-change memory (iPCM) cell all Ge atoms should
switch along the same direction and have unique local structure. As a result, one may
expect significantly lower switching currents and improved reproducibility [54]. In
the somewhat random local atomic structure of composite GST the Ge atoms can
occupy both threefold coordinated (pyramidal) and/or tetrahedral sites [55, 56] with
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Fig. 12.24 Electrical switching characteristics of iPCM devices. Resistance-Current plots for
phase change random access memory (PCRAM) devices on the first cycle (upper panel) and after
106 cycles (lower panel). Filled squares are from a device fabricated from a single GST target while
filled circles are for a device containing a (GeTe)4(Sb2Te3)2 iPCM. The SET pulse lengths were
50 and 100 ns for the iPCM and GST materials, respectively. The RESET pulse length was fixed
at 50 ns for both the iPCM- and GST- based devices. Reprinted by permission from Macmillan
Publishers Ltd.: Nature Nanotech. [54], copyright (2011)

principally covalent bonding; the phase technologically known as the RESET state.
In contrast, the cubic crystalline phase is assembled from approximately octahedral
subunits which are usually described as being ‘resonantly’ bonded [57–59]; this
bonding phase is technologically known as the SET state. Given the absence of
significant long-range order in nanoscale structures it is appropriate to discuss the
different phases of the iPCM in terms of the bonding nature rather than as being
amorphous or crystalline. Therefore, the covalent (RESET) and resonance (SET)
bonding states are used below when referring to these two phases.

The advantages of iPCM device are illustrated in Fig. 12.24 where the resistance
R of iPCM- and GST-based PCRAM cells is plotted against the applied electrical
current I [54]. The plot clearly shows that the currents necessary to reversibly switch
iPCM-based devices between the SET and RESET states are substantially lower than
those required for identical devices based on GST. Indeed, the electrical energy used
to SET the GST and iPCM devices was 90 and 11 pJ respectively. Furthermore, due
to the homogeneity of the Ge switching environment, the switch (or ‘current snap’)
between the SET and RESET states was substantially more abrupt for the iPCM
cells. This produced a tighter distribution of device characteristics facilitating the
accurate determination of the SET and RESET states.

The efficiency improvements observed for the iPCM have been explained using
entropy arguments [54]. The crystallisation process in GST is three dimensional, that
is atomic movements occur stochastically in all directions [60]. The covalent state
is composed of a range of local atomic configurations [55] and therefore it has a
relatively large entropy. In contrast, the iPCM structures are designed to minimise
the change in configurational entropy between SET and RESET states. The ultra-
thin, uniform strata of Sb2Te3 and GeTe lower the entropy of the covalent state by
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Fig. 12.25 TEM analysis of the iPCM RESET state. a A TEM image of a (GeTe)2(Sb2Te3)4
structure in the RESET state after 103 SET-RESET cycles. In contrast to GST, the main TEM
image shows that there is no amorphous region surrounding the TiN heating electrode. The coloured
squares indicate the areas chosen for further TEM inspection. The associated high resolution TEM
images and SAD patterns are displayed in b–e and are bordered by a colour corresponding to the
area of inspection. Reprinted by permission from Macmillan Publishers Ltd.: Nature Nanotech.
[54], copyright (2011)

restricting the number of atomic configurations that can exist. For the SET operation,
the iPCM- based devices use just 12% of the energy required by similar GST-based
devices; an improvement consistent with the theoretical efficiency enhancement [61].
This increase in efficiency means that less energy is wasted during the phase transi-
tion, which in turn leads [4] to more than an order of magnitude improvement in the
SET-RESET cycleability.

Reducing the entropic losses has the further ramification of producing device
characteristics that are highly repeatable: the resistance of the iPCM during the first
SET-RESET cycle is identical to that of the millionth cycle (see Fig. 12.24a). This
implies that the iPCM structure is sustained for at least one million write-erase cycles.

The structure of the iPCM device in the RESET state after extended cycling
is shown in Fig. 12.25a. The amorphous dome-shaped region is absent and, more
importantly, a closer inspection of the iPCM directly above the heating electrode,
Fig. 12.25b–e, reveals the structure to remain ordered in layers. The selective area
diffraction (SAD) patterns associated with these images similarly display superlattice
reflectivity thus demonstrating that even after cycling, the layer structure is present.
The SAD pattern, which was collected from the whole iPCM structure, Fig. 12.25f,
confirms the overall crystallinity of the cell.

On the basis of these results the authors argued that the most efficient and fastest
phase-change memory devices will be developed using nanostructured materials that
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Fig. 12.26 Current-Voltage characteristics of a PCRAM device fabricated using composite
Ge1Sb4Te7 (left) and an identical composition iPCM device (right). As the voltage reaches the
threshold value of Vset , the device switches into the low-resistance state. Device characteristics
prior to application of a magnetic field, with an external magnetic field of 0.1 T applied, and after
removal of the field are shown. The composite device (left) did not show any change among the
three states, while the iPCM device (right) clearly showed a voltage shift under the magnetic field,
indicated as Vmag

set . A sequence of 300 ns pulses was used for the measurements. Two scans for
each state are shown to demonstrate reproducibility. Dots are experimental data and solid lines are
guides for the eye. Reprinted from Tominaga et al. [62]. Copyright 2011 by the American Institute
of Physics

take advantage of entropy controlled switching and, furthermore, exhibit effective
electrical properties that are unattainable in composite GST [54].

Recently it was demonstrated that iPCM structures exhibit a strong response
to an applied magnetic field (Fig. 12.26) despite all constituent elements being non-
magnetic [62]. Since this effect was only observed in the layered structures and not in
the composite material of the same average composition, the authors concluded that
it arises from interfaces and interpreted it as due to topological insulator properties
of iPCM. The observed effect suggests that use of a magnetic field as an extra degree
of freedom may pave the way to conceptually novel memory devices combining the
merits of both phase-change and magnetic memories [62, 63].
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sp3-hybridisation, 183
3D structure, 12, 54, 55, 203
4-rings, 201–203, 213, 232
8 - N rule, see also Mott rule, 18–20, 188, 191,

206, 207, 229, 243

A
atomic structure, 10
atomically flat films, 31
A7 structure, 159, 225, 233, 241
ABAB squares, 199, 200, 232
Absorption coeficient, 40–42, 59, 52, 55, 57,

68, 69
Absorption edge, 41, 45, 68, 72

X-ray absorption, 52
Amorphisation upon decompression, 229
Amorphous phase density, 183, 184
Anderson localisation, 25, 26
Angle distribution function, 196, 197
Angular disorder, 243
Anion sublattice, 155
Anisotropic crystallisation, 123
Anisotropic deformation, 112
Anisotropic massflow, 112
Anisotropic photocrystallisation, 112
Anisotropy of photoconductivity, 111
Athermal photoamorphisation, 126
Athermal photomelting, 130
Atomic configuration, 203
Atomic diffusion, 239
Atomic displacement, 242
Atomic misalignment, 233, 241
Atomic structure, 10
Atomically flat films, 31

Average structure, 50, 51, 52, 159, 163, 165,
234, 245

B
Band edge, 26, 41, 67, 93
Band gap, 24, 26, 68, 105, 139
Band structure, 56, 58, 192
Band tail, 26
Band tail states, see tail states, 26
Bcc phase, see body-centered cubic phase, 222
Binding energy, 52
Birch-Murnaghan equation

of state, 161, 223, 225
Bloch’s theorem, 24
Body-centered cubic phase, 222–224, 229, 240
Bond angle, 6, 12, 13, 25, 69, 80, 98, 203,

205, 212
distribution, 202, 212

Bond breaking, 81, 86, 97, 99, 241
Bond constraint theory, 187
Bond interchange model, 241
Bond length, 11, 13, 25, 80, 98, 150, 161–163,

183, 184, 187, 188, 199, 208, 210,
221, 232

asymmetry, 159
Bond shortening, 183, 184, 188, 192, 195, 208,

231, 233
Bonding energy hierarchy, 14, 167, 233,

235, 246
Bonding geometry, 186, 194, 199, 212, 235
Bonding nature, 11, 24, 184, 231, 244
Boson peak, 79
Bragg diffraction, 49–51, 150, 151, 157–159,

161, 163, 164, 211, 212, 234
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B (cont.)
Bragg peak, see also Bragg diffraction, 49–52
Bragg’s law, 49
Bravais lattice, 24
Bulk modulus, 160, 161, 223–225

C
Carrier injection, 236
Cation sublattice, 155, 169
Chemical vapour deposition, 31
Chemically ordered network, 20
Cognitive computing, 269
Coherent phonons, 124, 236
CON, see chemically ordered network, 20
Conduction band, 15, 26, 36, 40, 58, 80, 82,

86, 98
Configuration-coordinate diagram, 44, 74
Configuration-coordinate model, 92
Configurational coordinate, 75
Constructive interference, 49, 52
Continuous random network, 20
Cooling rate, 27, 28, 181
Coordination number, 13, 14, 17, 19, 24, 81,

182, 184, 187, 188, 196, 199, 201, 203,
204, 207, 209, 211, 212, 229, 243, 244

effective, 167, 205
Correlation function, 188
Coulomb repulsion, 81
Covalent backbone, 39, 205, 212, 233, 235
Covalent bond, 6, 14, 15, 19, 20, 80, 129, 163,

172, 193, 203, 204, 207, 245
Covalent network, 14
Covalent radius, 163, 183
CRN, see continuous random network, 20
Crystallisation, 124
Crystallisation temperature, 30, 158, 219
Cubic phase, see metastable cubic phase, 151
Cubic structure, see metastable cubic phase,

170
Curie temperature, 150, 151
Cut-off distance, 196, 199, 203, 204, 209
CVD, see chemical vapour deposition, 31

D
Dangling bond, 20, 21, 90, 94
Dark conductivity, 35, 36
Dative bond, 207, 240
Debye-Waller factor, see also mean-square

relative displacement, 51, 54
Defect, 11, 18, 20–23, 58, 69, 82, 86–94,

97, 168
Dehedral angle, 98

Delocalised state, 68
Density functional theory, 61, 62, 172, 183,

191, 192, 203, 206, 233, 235
Density of states, 26, 243
Detailed balance

equation, 76
DFT, see density functional theory, 61
Differential scanning calorimetry, 192
Diffraction anomalous fine structure, 55
Diffraction limit, 259, 260, 262
Diffuse scattering, 51, 52
Diffusion-limiting step, 136
Dihedral angle, 16, 68, 80, 199

sign sequence, 16
Disorder, 51

dynamic, 23, 51
static, 51

Displacive transition, 50, 150
Distortion, see rhombohedral distortion, 211
Doping, 32, 35, 139, 157, 159
DOS, see density of states, 26, 58, 59, 99,

171, 243
Double-well potential, 23, 75
Dynamic bonds, 85, 86, 94
Dynamic disorder, 51
Dynamical bonds, 118

E
Effective charge, 213
Einstein temperature, 151, 163
Electron backscatter diffraction, 176
Electron density, 233
Electron diffraction, 153
Electron spin resonance, 21, 58, 59, 69, 86, 87,

89–93, 117
amorphous selenium, 17, 123, 184

defect conversion, 90
g-tensor, 89, 90

photoinduced, 86–88
components, 86, 87, 89

Electron-hole pair, 59, 81, 85, 117, 119,
123, 236

Electron-phonon coupling, 42, 44, 74, 92
Electronic excitation, 235, 236, 239
Electronic structure, 24, 56
Embedded memory, 268
Energy consumption, 246
Entropic losses, 173
Entropy, 4
Erasable optical discs, 258
ESR, see electron spin resonance, 21, 58
EXAFS, see extended X-ray absorption fine

structure, 50, 220

278 Index



EXAFS equation, 52
Excitation spectrum, 45
Excited state, 74, 81, 83, 84, 86, 235
Extended state, 26
Extended X-ray absorption fine structure, 50,

52, 54, 55, 69, 80, 81, 85, 150, 151,
162–164, 171, 175, 182–184, 187, 188,
191, 197, 203, 208, 210, 220, 221,
236, 239

F
Face-centered cubic structure, 155, 163,

184–187, 192, 193, 195
Fcc structure, see face-centered cubic struc-

ture, 155, 163
FEFF simulations, 184
Fermi level, 20, 35, 37, 157, 168

pinning, 35
Ferroelectric phase, 149
Ferroelectric-to-paraelectric transition, 150

Bragg diffraction, 150
displacive transition, 151
EXAFS, 151
order-disorder transition, 151, 164
Raman scattering, 150
total scattering, 151

First-nearest neighbour, 20, 54, 151, 167, 184,
188, 195, 199, 202, 203, 212, 220

Flash evaporation, 30
Fluctuation electron miscoscopy, 51, 54,

60, 199
Fourier transform, 60, 81
Frank-Condon transition, 76

G
Gap states, 26
Ge umbrellaflip, 185
Generalised gradient approximation, 62
Glass formation, 4
Glass former

good, 4–7, 14, 187
marginal, 7, 187, 188

Glass transition, 4
Glass-formation criteria, 5, 6, 20
Glass-formation diagram, see glass-formation

region, 138
Glass-formation region, 138
Glass-transition temperature, 4, 7, 9, 67, 70–72
Global structure, 155, 159
Grain boundary, 157, 168
Ground state, 75, 76, 80, 92

H
Hall effect, 46
Hard X-ray photoemission spectroscopy, 57
Helicon-wave sputtering, 31, 173
Heteropolar bonds, 67, 68, 73, 78
Hexagonal structure, see trigonal structure,

175, 222, 233
High-pressure bcc phase, 224, 240
High-resolution TEM, 153
Homopolar bonds, see also wrong bonds, 20,

23, 67, 126, 157, 181, 188
Hydrostatic pressure, 77, 191

I
Ideal glass, 18, 19, 67
Immiscibility gap, 138
Initial structure memory, 221
Interatomic distance, 13, 51, 54, 80, 159, 182,

184, 192, 204
Interatomic potential, 183, 236
Interband absorption, 40
Interchain bonds, 130, 243
Interfacial phase-change memory, 271
Intermediate-range order, see medium-range

order, 13
Intermolecular bonds, 80, 127, 129
Intermolecular interaction, 16
Intrachain bonds, 243
Intramolecular bonds, 126, 127
Ion implantation, 14, 32
IPCM, see interfacial phase-change memory,

271
Isotropic thermal factor, 155, 159, 164

J
Joule heating, 9

K
Kikuchi pattern, 176
Kooi sequence, 39, 153

L
Lateral diffusion, 133–136, 139

conductive substrate, 136
insulating substrate, 134

Lattice mismatch, 173
Lattice parameter, 153, 161–163
Lattice relaxation, 235
Layered structure, 173
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L (cont.)
Lewis structure, 165
Line cell, 268
Liquid semiconductor, 14
Liquid state, 14
Local coordination, 20, 182
Local distortion, 150, 151, 211
Local plasmon, 260, 262
Local structure, 150, 159, 162–164, 182,

184, 231
Local-density approximation, 61
Localisation, see also Anderson localisation,

25, 27, 36, 43, 45, 85
Localisation threshold, 26
Localised state, 26
Lone-pair electrons, 6, 14, 15, 21, 22, 80–82,

84–86, 93, 98, 207
Lone-pair orbital, 82, 93
Long-range order, 3, 11, 13, 16, 51, 52, 155,

164, 166, 184, 203, 217, 233, 234, 244,
245, 246

distortion-triggered collapse of, 235
latent, 176
loss of, 187, 195

M
Magnetic field
Magnetron sputtering, 31, 173
Mean-square relative displacement, see also

Debye-Waller factor, 54, 81, 151
Medium-range order, 13, 191, 213
Melt quenching, 27
Melt-quenched amorphous phase, 172, 195,

202, 232
ab-initio simulations, 196, 198

Melting, 161
Melting behaviour, 212
Melting point, 9, 70, 182
Memory devices, 7, 9, 173, 183, 246, 251
Metastability, 3
Metastable cubic phase, 149, 151, 153, 155,

156, 158, 159, 161, 162, 168–171, 173,
175, 191, 240

lattice parameter, 159
local structure, 162
stoichiometric defect, 157
vacancy, 157

Metastable phase, see metastable cubic phase,
45

Metastable state, 45, 74–77, 91
Midgap absorption, 86, 91
Mobility edge, 68
Mobility gap, 26

Molecular crystal, see molecular solid, 15
Molecular solid, 184, 212, 236
Monoclinic selenium, 16
Mott rule, see also 8–N rule, 20, 35, 208
MSRD, see mean-square relative displace-

ment, 54, 81, 151
Multiple scattering, 54, 55
Mushroom cell

N
Nanobeam electron diffraction, 55
Nanophase separation, 224, 240
Negative correlation energy, see negative U,

21, 87, 88
Negative U, 87, 90
Negative-U centres, 21, 24
Network dimensionality, 15
Network softening, 124
Neutron diffraction, 150
Neutron scattering, 209
Nitrogen doping, 158
Non-equilibrium charge carriers, 235
Nonvolatile memory, 143
Numerical aperture, 253, 264
NVM, see nonvolatile memory, 143

O
Octahedral coordination, 172, 199, 201, 204,

212, 213
Octahedral site, 193, 194

defective, 197
distorted, 205

Optical absorption, 40
Optical memory, 183, 251
Optical near field, 251, 259, 260, 263
Optical nonlinearity, 251
Optical readout, 255
Orbital alignment, 232
Order-disorder transition, 50, 151, 241

P
P-orbitals, 150, 171
P-type conductivity, 35, 36
Pair-correlation function, 60, 196
Pair-distribution function, 51, 52, 54, 151, 209
Pair-distribution function analysis, 50, 51
PCRAM, see phase-change random access

memory, 251, 266
PDF, see pair-distribution function, 51
Peierls distortion, 150, 162, 163, 171, 172,

175, 211, 209
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reentrant, 211
Percolation, 27
Percolation threshold, 27
Perfect crystal, 3
Periodicity, 13, 24
Petrov sequence, 38, 39, 152, 170
Phase-change materials, 7, 8, 36, 149, 153, 159

amorphous phase
ab-initio simulations, 195, 203
as-deposited, 157
polyamorphism, 9, 157, 189, 228
tetrahedral vs octahedral Ge sites, 185,

186, 195–197, 199, 228
XAFS, 183, 188
XANES simulations, 203, 206

crystallisation temperature, 9
electronic excitation, 10
glass transition, 8
high-pressure bcc phase, 221, 229
liquid phase

covalent nature, 210
structure, 209, 210

melting point, 9
metastable cubic phase

local structure, 162
average structure, 155, 157
distortions, 171
epitaxy, 170, 173, 176
rock-salt structure, 155
vacancies, 168, 170
XANES simulations, 172

phase diagram, 9
photo-assisted amorphisation, 236
point defects, 168, 171
pressure-induced amorphisation, 217

composition dependence, 217
cubic phase vs. trigonal phase, 221
local structure changes, 220
reversibility, 217
role of vacancies, 217, 227
temperature dependence, 219

resonance bonding, see resonance
bonding, 165

stable phase, 45, 149, 153, 156
binary GeTe, 149, 151
stacking sequence, 152
structure, 152

unit-cell volume, 223
Phase-change process, 7, 8, 173, 239

phenomenological description, 7
Phase-change random-access memory, 251,

266
currrent-voltage curve, 266
programming curve, 266

Photo-induced amorphisation, 128
Raman scattering, 126

Photo-induced anisotropy, 103, 104, 106, 107,
109–112, 114, 115, 117, 119

by unpolarised light, 108
contraction/dilatation, 111
models of, 116
reorientation, 103
scattering, 109, 110
spectral dependence, 104
temperature dependence, 106
thermal erasure, 107

Photo-induced birefringence, 103
Photo-induced dichroism, 103, 104, 107
photo-induced metastability, 45
Photo-induced fluidity, 112, 128
Photo-induced gyrotropy, 109
Photoamorphisation, see photo-induced amor-

phisation, 240
Photobleaching, 71, 77
Photoconductivity, 43, 85
Photocrystallisation, 123, 126
Photodarkening, see also reversible photo-

structural change, 67–73, 77–79, 81, 84,
85, 87, 88, 92–94, 103, 104, 106–109,
116, 119

electric field effect, 85
in elemental chalcogens, 79
irreversible, 67
liquid chalcogenides, 95
pressure effect, 77
spectral dependence, 69
steady-state value, 70, 71, 77, 96, 104
temperature dependence, 72
Urbach energy, 68

photodeposition, 139
intensity dependence, 139
mechanism, 142
reversibility of, 141
spectral dependence, 139
temperature dependence, 139

Photodiffusion, see also photodissolution,
133, 142

actinic light absorption, 139
concentration profile, 138
kinetics, 134
mechanism, 137

charge of diffusing Ag, 137
reaction products, 139

composition, 139
properties, 139

Photodissolution, see also photodiffusion,
133, 142

induction period, 133
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P (cont.)
Photodissolution of metals, 133, 134, 138, 142

group II metals, 134
induction period, 133

Photodoping, 133, 139
Photoemission, 56
Photoexcitation, 43, 87, 94, 182
Photoexcited state, see excited state, 81, 84, 86
Photoexpansion, 73, 80, 81
Photoinduced amorphisation, 240
Photoinduced fluidity, 112, 128
Photoinduced metastability, 45, 59
Photoinduced viscosity, 129
Photoinduced volume change, 72
Photoluminescence, 43, 45, 59

excitation spectrum, 59
fatigue, 91
polarisation memory, 111

Photomelting, 129, 130
Raman scattering, 129

Photoplastic effect, 129
Photoexcited charge carriers, 43
Polarisation, 103
Polarised photodoping, 111
Polymeric chain, 96, 98
Powder diffraction, 51, 171
Pressure, 77
Pressure-induced amorphisation, 162, 240

ab-initio study, 226
Primitive cell, 149
Programmable metallisation cell, 143
Pyramidal configuration, 206, 212

Q
Quantum efficiency, 45, 59
Quasimolecular defect, 23, 119

R
Radial distribution function, 11, 12, 61, 182
Raman scattering, 182, 191

chalcogenide glasses, 83
phase-change materials, 176, 189
photoamorphisation, 126
photomelting, 129
reversible photostructural change, 69, 78
rhombohedral-to-cubic transition, 150
signature for tetrahedral Ge site, 198

Random local distortions, 233
RDF, see radial distribution function, 11, 54,

60, 61, 182
Recombination, 43–45, 86

geminate, 117

Reflectivity contrast, 258
RESET state, 266, 272, 273
Resonance bonding, 16, 165, 166, 205, 232,

233, 241, 243, 244
benzene, 165
ozone, 165
spin coupling, 168

Reverse Monte Carlo, 54, 60, 188, 190
Reversible photostructural change, 67, 92

annealing, 67, 68, 71–73, 75
optical, 7, 8, 35, 40–43
thermal, 71

composition dependence, 71
kinetics, 69
manifestations, 72
midgap absorption, 91
phenomenological description, 74
photodarkening, 67
structural studies, 78

As-As bonds, 78, 80
in-situ EXAFS, 81
Raman scattering, 78, 83
X-ray diffraction, 72

volume change, 72, 74
RHEED pattern, 175
Rhombohedral structure, see rhombohedral

phase, 149
Rhombohedral distortion, 159, 163, 171,

172, 175
Rhombohedral phase, 149, 150, 158, 161,

162, 164
Rhombohedral-to-cubic

transition, 158, 163, 164
Rietveld refinement, 49, 155, 171
Ring statistics, 61, 188, 201

even-membered rings, 61
odd-membered rings, 61

RMC, see reverse Monte Carlo, 54, 60,
188, 208

Rock-salt structure, see also metastable cubic
phase, 149, 155, 156–158, 162, 164,
165, 167, 172, 192, 217, 234

S
Saturated bonds, 208
Scalar effect, 103
Selected area diffraction, 55
Selenium

in-situ EXAFS, 81, 82
photo-induced ESR, 89, 90
photoamorphisation, 123
photocrystallisation, 123

anisotropic, 112
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photomelting, 129, 130
structure, 16

Self-trapped exciton, 81
Semiconductor-metal transition, 98, 99, 211
SET state, 266, 268, 272
Short-range order, 13, 14, 20, 24, 52, 162

Ioffe and Regel rule, 24
Silicon technology, 176
Silver

lateral migration, 136
photoinduced surface deposition of, 139

Simulations
ab-initio, 18, 61
density functional theory, 61

Single crystal, 55
Single scattering, 54
Soft configuration, 23, 24
Soft-mode potential, 151
Solid electrolyte, 137, 139, 143
Specific heat, 4
Spin coating, 32
Spinel approximation, 192
Spinel structure, 192
Splat cooling, 28, 181
Sputtering, 14, 30, 153
Square rings, see 4-rings
Stable phase, 160
Stacking sequence, see also Kooi sequence,

152, 153, 156, 170 and Petrov
sequence, 89, 159

Static disorder, 51
Storage capacity, 255, 265
Storage density, 253, 257, 260, 265
Structural modelling, 60
Structure factor, 60
Super RENS, see

super resolution, 259–261, 263
Super resolution, 260, 263, 264
Supercooled liquid, 4, 7
Synchrotron radiation, 55

T
T-T-T diagram, 9
Tail states, 59, 68, 69, 85, 91, 235, 246
Tauc law, 40
Tetrahedral coordination, 188, 212
Tetrahedral site, 193, 197, 231, 235

stability, 193–195, 232
Tetrahedral symmetry, 171, 184, 203
Thermal evaporation, 28
Thermal expansion, 159, 160

coefficient, 12, 40–42, 59, 69, 99, 134,
159, 239

Time of flight, 59
Topological defects, 20
Topological insulators, 38
Total scattering, 151, 212
Transition matrix element, 243
Translational symmetry, 171, 236
Trigonal structure, 98, 175

phase-change materials, 149, 152, 153,
155, 156
topological insulators, 39

selenium, 16
Two-electron hopping, 91

U
Umbrella-flip model, 192, 193, 206, 231, 243
Unit cell, 3, 55, 150, 155, 158, 161, 223

volume, 217
Urbach energy, 42
Urbach rule, 41

V
Vacancy, 36, 155–158, 161, 168–170, 176,

194, 200, 227, 232, 236, 239, 240
ordering, 169, 170

Valence angle, 80, 191
Valence band, 15, 26, 36, 40, 57, 58, 84, 86,

93, 98, 239
Valence electron, 6, 19, 20
Valence-alternation pairs, 21, 23, 87, 88,

92–94, 97, 118
model, 23, 92

Van-der-Waals interaction, 15, 16, 184,
212, 218, 240

VAP, see valence alternation pair, 21, 87,
92, 118

Vapour deposition, 28
Vectoral effect, 103
Vibrational mode, 236

W
White-line intensity, 205, 210, 236–238
Wrong bonds, see also homopolar bonds, 20,

23, 68, 73, 79, 188, 199, 228, 229, 239

X
X-ray absorption, 52
X-ray absorption fine structure, 52
X-ray absorption near-edge structure, 52, 55,

58, 172, 183, 184, 189, 191, 193, 203,
205, 206, 210, 231, 236
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X (cont.)
X-ray diffraction, 126, 155, 162–164, 169,

217, 229
pattern, 51

X-ray photoemission spectroscopy, 57
X-ray scattering, 188
XANES, see X-ray absorption near-edge

structure, 52

XRD, see X-ray diffraction, 50, 72, 112, 114,
154, 155, 170, 182, 208

Z
Zachariansen’s criteria, see glass-formation
criteria, 5
Zincblende structure, 194
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