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Abstract. In this paper we address the Sentiment Analysis problem from the 
end user’s perspective. An end user might desire an automated at-a-glance 
presentation of the main points made in a single review or how opinion changes 
time to time over multiple documents. To meet the requirement we propose a 
relatively generic opinion 5Ws structurization, further used for textual and 
visual summary and tracking. The 5W task seeks to extract the semantic 
constituents in a natural language sentence by distilling it into the answers to 
the 5W questions: Who, What, When, Where and Why. The visualization 
system facilitates users to generate sentiment tracking with textual summary 
and sentiment polarity wise graph based on any dimension or combination of 
dimensions as they want i.e. “Who” are the actors and “What” are their 
sentiment regarding any topic, changes in sentiment during “When” and 
“Where” and the reasons for change in sentiment as “Why”.   

Keywords: 5W Sentiment Structurization, Sentiment Summarization, 
Sentiment Visualization and Sentiment Tracking. 

1 What Previous Studies Suggest, Opinion Summary:  
Topic-Wise, Polarity-Wise or other-Wise? 

Aggregation of information is the necessity from the end user’s perspective but it is 
nearly impossible to make consensus about the output format or how the data should 
be aggregated. Researchers tried with various types of output format like textual or 
visual summary or overall tracking with time dimension. The next key issue is “How 
the data should be aggregated?” and “What is the End User’s requirement?”. 
Dasgupta and Ng [1] throw an important question: “Topic-wise, Sentiment-wise, or 
Otherwise?” about the opinion summary generation techniques. Instead of digging for 
the answer of the unresolved debate we experimented with multiple outputs formats. 
At first we will look into the topic-wise, polarity-wise and other-wise summarization 
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systems proposed by various previous researchers and then will describe the systems 
developed by us. 

Topic-Wise: There is clearly a tight connection between extraction of topic-based 
information from a single document and topic-based summarization of that document, 
since the information that is pulled out can serve as a summary; see [2] for a brief 
review (Section 5.1). Obviously, this connection between extraction and 
summarization holds in the case of sentiment-based summarization, as well. There are 
various topic-opinion [4], [5] summarization systems, proposed by the previous 
researchers. Leveraging existing topic-based technologies is the most common 
practice for sentiment summarization. One line of practice is to adapt existing topic-
based multi-document summarization algorithms to the sentiment setting. Sometimes 
the adaptation consists simply of modifying [3], [6] the input to these pre-existing 
algorithms.  

Polarity-Wise: Indeed the topic-opinion model is the most popular one but there 
could be a requirement at the end user’s perspective that they might look into an at-a-
glance presentation of opinion-oriented summary. For example: One market surveyor 
from company A might be interested in the root cause for why their product X 
(suppose camera) become less popular day by day. And for this particular case A may 
wants look into for the negative reviews only. Therefore opinion-oriented summary is 
the end user’s requirement here. Relatively a few research efforts could be found on 
the polarity-wise summarization in the literature than the popular topic-opinion 
model. There are a few important related works [8], [9] which are significant in both 
the aspects: problem definition and solution architecture with best of our knowledge. 

Visualization: To convey all the automatically extracted knowledge to the end user 
concisely the graphical or visualized output format is one of the trusted and well 
acceptable methods. Thus a numbers of researcher tried to leverage the existing or 
newly developed graphical visualization methods for the opinion summary 
presentation. Some noteworthy related previous works on opinion summary 
visualization techniques are by Gamon et al., [11], Yi and Niblack, [12], Carenini et 
al. [14]1 and [15].  

Tracking: In many applications, analysts and other users are interested in tracking 
changes in sentiment about a product, political candidate, company or other issues 
over time. The tracking system could be a good measure to understand the people’s 
sentiment changes or it could be helpful sociological survey also. In general sense 
tracking means plotting of sentiment values over time into a graphical visualization. 
Some significant research efforts on opinion tracking are Lydia2 project (also called 
TextMap) [16], Ku et al., [17] Mishne and Rijke, [18] and Fukuhara et al., [19]. 

2 The Proposed 5W Rationalism 

We mentioned a few (Due to space complexity) of noteworthy related works in this 
section. During the literature survey we realized that there is no consensus among the 

                                                           
1 http://www.cs.ubc.ca/~carenini/storage/SEA/demo.html 
2 http://www.textmap.com/ 
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researchers could be found on the output format of any sentiment summarization 
system.  

Instead of digging for the answer of the unresolved debate we experimented with 
multiple output formats: multi-document topic-opinion textual summary but realizing 
the end user’s requirement and to less their effort and to present an at-a-glance 
representation we devise a 5W constituent based textual summarization- 
visualization-tracking system. The 5W constituent based summarization system is a 
multi-genre system. The system facilitates users to generate sentiment tracking with 
textual summary and sentiment polarity wise graph based on any dimension or 
combination of dimensions as they want i.e. “Who” are the actors and “What” are 
their sentiment regarding any topic, changes in sentiment during “When” and 
“Where” and the reasons for change in sentiment as “Why”. During the related work 
discussion we categorize the previous systems in “Topic-Wise”, “Polarity-Wise” or 
“Other-Wise” genres. In the “Other-Wise” genre we described the necessity of the 
visualization and tracking systems. As par our understanding the 5W constituent 
based summarization system fall into every genre and the supportive argumentations 
from our side are as follows: 

Topic-Wise: The 5W system facilitates users to generate sentiment summary based 
on any customized topic like Who, What, When, Where and Why and based on any 
dimension or combination of dimensions as they want. 

Polarity-Wise: The system produces an overall gnat chart, could be treated as an 
overall polarity wise summary. An interested user can still look into the summary text 
to find out more details.  

Visualization and Tracking: The visualization facilitates users to generate visual 
sentiment tracking with polarity wise graph based on any dimension or combination 
of dimensions as they want i.e. “Who” are the actors and “What” are their sentiment 
regarding any topic, changes in sentiment during “When” and “Where” and the 
reasons for change in sentiment as “Why”. The final graph for tracking is been 
generated with a timeline.  

There are very few research attempts where 5W structurization have been attempted. 
The ideas of 5Ws have been used successfully for a machine translation evaluation 
methodology [20]. The methodology addresses the cross-lingual 5W task: given a source 
language sentence and the corresponding target language sentence, it evaluates whether 
the 5Ws in the source have been comprehensibly translated into the target language.  In 
addition we previously tried the 5W extraction task from Bengali [21].  

From the next section we describe the development process of our 5W constituent 
based textual and visual summarization and tracking system. 

3 Corpus Collections and Annotation 

The present system has been developed for the Bengali language. Resource 
acquisition is one of the most challenging obstacles to work with resource-constrained 
languages like Bengali. Bengali is the fifth popular language3 in the World, second in 
India and the national language in Bangladesh.  

                                                           
3 http://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers 
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The details of corpus development could be found in [22] for Bengali. We obtained 
the corpus from the authors. For the present task a portion of the corpus from the 
editorial pages, i.e., Reader’s opinion section or Letters to the Editor Section 
containing 28K word-forms have been manually annotated with sentence level 
opinion constituents. The detail statistics about the corpus is reported in Table 1. 

Table 1. Bengali News Corpus Statistics 

Statistics NEWS 
Total number of  documents 100
Total number of sentences 2234
Avgerage number of sentences in a document 22
Total number of wordforms 28807
Avgerage number of wordforms in a document 288
Total number of distinct wordforms 17176

 
Annotators were asked to annotate 5Ws in Bengali sentences in terms of Bengali 

noun chunks. Instructions have been given to annotators to find out the principle 
opinionated verb in a sentence and successively extract 5W components by asking 
5W questions to the principle verb.  

Table 2. Agreement of annotators at each 5W level 

Tag Annotators X and Y Agree 
percentage 

Who 88.45% 
What 64.66% 
When 76.45% 
Where 75.23% 
Why 56.23% 

Table 3. Agreement of annotators at sentence level 

Annotators X vs. Y X Vs. Z Y Vs. Z Avg. 
Percentage 73.87% 69.06% 60.44% 67.8% 
All Agree 58.66% 

 
The agreement of annotations between two annotators (Mr. X and Mr. Y) has been 

evaluated. The agreements of tag values at each 5W level are listed in Tables 2. For 
the evaluation of the extractive summarization system gold standard data has been 
prepared and three annotators took part. The inter-annotator agreement for the 
identification of subjective sentences for opinion summary is reported in Table 3. 

It has been observed that in the present task the inter-annotator agreement is better 
for Who, When and Where level annotation rather than What and Why level though a 
small number of documents have been considered. 

Further discussion with annotators reveals that the psychology of annotators is to 
grasp all 5Ws in every sentence, whereas in general all 5Ws are not present in every 
sentence. But the same groups of annotators are more cautious during sentence 
identification for summary as they are very conscious to find out the most concise set 
of sentences that best describe the opinionated snapshot of any document. The 
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annotators were working independent of each other and they were not trained 
linguists. As observed, the most ambiguous tag to identify is “Why”. The overall 
annotation has been done on 2234 sentences as mentioned in the Table 1. Generally 
each W type presents in a sentence only once but sometime it may twice. For example 
in the following sentence there are two “Who” tags. A post statistical analysis 
revealed that only in 3-5% cases each W tag repeats in a sentence and the percentage 
vary tag wise. Another important observation is every Ws are not present in every 
sentence. To better understand the distribution pattern of 5Ws in a corpus we gather a 
statistics for each 5W tag level as listed in Table 4 

Table 4. Sentence wise co-occurrence pattern of 5Ws 

Tags 

Percentage Total No. of 

Occurrence  

Of 

 Each Ws in the Corpus 
Who What When Where Why Overall 

Who - 58.56% 73.34% 78.01% 28.33% 73.50% 1642 

What 58.56% - 62.89% 70.63% 64.91% 64.23% 1435 

When 73.34% 62.89% - 48.63% 23.66% 57.23% 1278 

Where 78.0% 70.63% 48.63% - 12.02% 68.65% 1533 

Why 28.33% 64.91% 23.66% 12.02% - 32.00% 714 

 
The Gopal Krishna Gandhiy/Who, expressed his grief for the 

rail accident and Smt. Mamata Banerjee/Who followed the 

same line of act to express her own feelings.  
 

Sentiment tagging is always very ambiguous because it differs from the writer to 
reader’s perspective [23]. Therefore it is very hard to achieve high agreement score in 
sentiment data. 

Another important observation is that 5W annotation task takes very little time for 
annotation. Annotation is a vital tedious task for any new experiment, but 5W 
annotation task is easy to adopt for any new language. 

4 The 5W Extraction 

The 5Ws semantic role labeling task demands and addressing various NLP issues 
such as: predicate identification, argument extraction, attachment disambiguation, 
location and time expression recognition. To solve these issues the present system 
architecture relies on Machine Learning technique and rule-based methodologies 
simultaneously. 

One of the most important milestones in SRL literature is CoNLL-2005 Shared 
Task4 on Semantic Role Labeling. All most all SRL research group participated in the 
shared task. System reports of those participated systems eminently prove that 

                                                           
4 http://www.lsi.upc.es/~srlconll/st05/st05.html 
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Maximum Entropy5  (ME) based models work well in this problem domain as 8 
among 19 systems used ME as the solution architecture. The second best performing 
system [24] uses ME model uses only syntactic information without using any pre or 
post processing. For the present system we did a number of experiments and finally 
choose an n-gram (where n=4) window with the best-identified features to train the 
classifier. 

Table 4 presents the distribution pattern of 5Ws in overall corpus. It is very clear 
that 5Ws are not very regular jointly in the corpus. Hence sequence labeling with 5Ws 
tags using ME will lead a label biased problem (as we reported in Section 7) and may 
not be an acceptable solution for present problem definition as concluded in [24] 
(although in a different SRL task).  

We apply both rule-based and statistical techniques jointly to the final system. The 
rules are being captured by acquired statistics on training set and linguistic analysis of 
standard Bengali grammar. The features used in the present system are reported in the 
following section. 

4.1 The Feature Organization for MEMM 

The features to be found most effective are chosen experimentally. Bengali is an 
electronically resource scarce language, thus our aim was to find out the less number 
of features but the features should be effective. Involving more number of features 
will demand more linguistic tools, which are not readily available for the language. 
All the features that have been used to develop the present system are categorized as 
Lexical, Morphological and Syntactic features. These are listed in the Table 5 below 
and have been described in the subsequent subsections.  

Table 5. Features 

Types Features 

Lexical 
POS 

Root Word 

Morphological 
Noun 

Gender 
Number 
Person 
Case 

Verb 
Voice 
Modality 

Syntactic 
Head Noun 
Chunk Type 
Dependency Relations 

 
Part of Speech (POS): POS of any word cannot be treated as direct clue of its 
semantic but it definitely helps to identify it. Finding out the POS of any word can 
reduce the search space for semantic meaning. It has been shown by [25], [26] etc. 

                                                           
5 http://maxent.sourceforge.net/ 
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that the part of speech of any word in sentences is a vital clue to identify semantic role 
of that word. 

Root Word: Root word is a good feature to identify word level semantic role 
especially for those types of 5Ws where dictionaries have been made like “When”, 
“Where” and “Why”. There are various conjuncts and postpositions, which directly 
indicate the type of predicate present in any sentence. As example জনয্, েহতু give clue 
that the next predicate is causative (“Why”). 

Gender: Gender information is essential to relate any chunk to the principle verb 
modality. In the case of “What”/”Whom” ambiguities gender information help 
significantly. For inanimate objects it will be null and for animates it has definitely a 
value. Bengali is not a gender sensitive language hence this feature is not such 
significant linguistically rather number and person features. But the statistical co-
occurrence of gender information with the number and person information is 
significant. 

Number: Number information helps to identify specially for “Who”/”What” 
ambiguities. As we reported in inter-annotator agreement section “Who” has been 
identified first by matching modality information of principle verb with 
corresponding number information of noun chunks. 

Person: Person information is as important as number information. It helps to relate 
any head of noun chunks to principle verb in any sentence. 

Case: Case markers are generally described as karaka relations of any noun chunks 
with main verb. It has been described that semantically karaka is the ancestor of all 
semantic role interpretations. Case markers are categorized as Nominative, 
Accusative, Genitive and Locative. Case markers are very helpful for almost in every 
5W semantic role identification task. 

Voice: The distinction between active and passive verbs plays an important role in the 
connection between semantic role and grammatical function, since direct objects of 
active verbs often correspond in semantic role to subjects of passive verbs as 
suggested by various researchers [24]. A set of hand-written rules helps to identify the 
voice of any verb chunk. The rules rely on presence auxiliary verbs like হেয়েছ ,েহাক etc 
indicate that the main verb in that particular chunk is in passive form.  

Modality: Honorific markers are very distinctly used in Bengali and it directly 
reflects by the modality marker of any verb. As example the honorific variation করা/do 
are as কর (used with তুi: 2nd person either of same age or younger), কেরা (used with তুিম: 
2nd person either of same age or slightly elder) and করনু (used with আপিন: 2nd persond 
generally for aged or honorable person). Verb Modality information helps to identify 
especially the “Who” tag. “Who” is identified first by matching modality information 
of principle verb with corresponding number information of noun chunks.  

Head Noun: The present SRL system identifies chunk level semantic roles. Therefore 
morphological features of chunk head is only important rather other chunk members. 
Head words of noun phrases can be used to express selectional restrictions on the 
semantic role types of the noun chunks. For example, in a communication frame, 
noun phrases headed by Ram, brother, or he are more likely to be the SPEAKER 
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(Who), while those headed by proposal, story, or question are more likely to be the 
TOPIC (What). 

Chunk Type: Present SRL system identifies noun chunk level semantic roles. Hence 
chunk level information is effectively used as a feature in supervised classifier and in 
rule-based post processor. 

Dependency Relations: It has been profoundly established that dependency phrase-
structures are most crucial to understand semantic contribution of every syntactic 
nods in a sentence [25], [26]. A statistical dependency parser has been used for 
Bengali as described in [27]. Shallow parsers6 for Indian languages developed under a 
Government of India funded consortium project named Indian Language to Indian 
Language Machine Translation System (IL-ILMT) are now publicly available. 

4.2 Rule-Based Post-processing 

As described earlier post-processing is necessary in this setup. The rules developed 
here are either based on syntactic grammar, manually augmented dictionary or corpus 
heuristic.  

In order to apply rule-based post-processor for “When” tag we developed a 
manually augmented list with pre defined categories as described in Table 6. Similar 
to “When”, we categorized “Where” and “Why” as general and relative as listed in 
Table 7. 

Table 6. Time Expressions 

General 

Bengali English Gloss 
সকাল/সেnয্/রাত... Morning/evening/night 

টার সময়/ঘিটকায়/িমিনট O clock/hour/minute 

েসামবার/মǩলবার Monday/Tuesday 

Relative 

আেগ/পের... Before/After… 

সামেন/েপছেন... Upcoming/ 

Special Cases uঠেল/থামেল When rise/When stop 

Table 7. Locative Expressions 

Type Locative 

General 
Bengali English Gloss 

মােঠ/ঘােট/রাsায় Morning/evening/night/dawn 

Relative 
আেগ/পের... Before/After… 

সামেন/েপছেন... Front/Behind 

Causative 
General জনয্/কারেন/েহতু... Hence/Reason/Reason 

Relative 
যিদ_তেব If_else 

যিদo_তবoু If_else 

                                                           
6  http://ltrc.iiit.ac.in/showfile.php?filename=downloads/shallow_parser.php 



548 A. Das, S. Bandyopadhyay, and B. Gambäck 

5 Performance of the 5Ws Extraction 

The performance result of ML (1) technique has been reported in Table 9. After using 
rule-based postprocessor the system (2) performance increases as listed in the 
following Table 8.  

It is noticeable that the performance of the MEMM-based model differs tag-wise. 
For such heterogeneous problem nature we propose a hybrid system as rule-based 
post processor followed by Machine Learning. The rule-based post processor can 
identify those cases missed by ML method and can reduce false hits generated by 
statistical system. 

Table 8. Performance of 5Ws Opinion Constituents by MEMM + Rule Based-Post Processing 

Tag 
Precision 

(%) 
Recall (%) 

F-measure 

(%) 

Avg. F-

Measure (%) 

 1 2 1 2 1 2 1 2 

Who 76.2 79.6 64.3 72.6 69.8 75.9 

62.2 68.1 

What 61.2 65.5 51.3 59.6 55.9 62.4 

When 69.2 73.4 58.6 66.0 63.4 69.5 

Where 70.0 77.7 60.0 69.7 64.6 73.4 

Why 76.2 63.5 53.9 55.6 57.4 59.2 

6 The Summarization Methodologies 

The present system is a multi-document extractive opinion summarization system for 
Bengali. Documents are preprocessed with the subjectivity identifier (as described in 
[28]) followed by the polarity classifier (as described in [29]). All the 5W constituents 
extracted from each sentence and clustered depending upon common constituents 
present at document level. The document clusters are then formed as tightly coupled 
network. The node of the network is the extracted sentiment constituent and the edges 
represent the relationship among them.  

The next major step is to extract relevant sentences from each constituent cluster that 
reflects the contextual concise content of the current constituent cluster. Our 
summarization system is a dynamic one and the output depends on user’s dimension 
choices. To adopt this kind of special need we used Information Retrieval (IR) based 
technique to identify the most “informed” sentences from the constituents cluster and it 
can be termed as IR based cluster center for that particular cluster. With the adaptation of 
ideas from page rank algorithms [30], it can be easily observed that a text fragment 
(sentence) in a document is relevant if it is highly related to many relevant text fragments 
of other documents in the same cluster. The basic idea is to cover all the constituents’ 
node in the network by the shortest path algorithm as given by user. The adaptive page 
rank algorithm helps to find out the shortest distance, which covers all the desired 
constituents’ node and maximizes the accumulated edge scores among them. 
Accordingly sentences are chosen based on the presence of those particular constituents. 
The detail description could be found in the following subsection. 
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6.1 Constituent Based Document Clustering 

Constituent clustering algorithms (K-Means) partition a set of documents into finite 
number of groups or clusters in terms of 5W opinion constituents. Documents are 
represented as a vector of 5W constituents present in the opinionated sentences within 
the document into various subjective sentences. 

The similarity between vectors is calculated by assigning numerical weights to 5W 
opinion constituents and then using the cosine similarity measure as specified in the 
following equation.  

 

where 
kd

→
and 

jd
→

are the document vectors. N is the total number of unique 5Ws that 

exist in the document set 
kd

→
and

jd
→

. The 
,i kW and 

,i kW are the 5W opinion constituents 

that exist in the documents 
kd

→
and

jd
→

 respectively. An example of inter-document 

theme cluster has been reported in Table 9. The numeric scores are the similarity 
association value assigned by the clustering technique. A threshold value of greater 
than 0.5 has been chosen experimentally to construct the inter-document theme 
relational graph in the next level. 

Table 9. Theme Clusters by 5W Dimensions 

Generated Clusters 

5Ws Constituents Doc1 Doc2 Doc3 Doc4 Doc5 

Who 
Mamata Banerjee 0.63 0.01 0.55 0.93 0.02 

West Bengal CM 0.00 0.12 0.37 0.10 0.17 

What 
Gyaneswari Express 0.98 0.79 0.58 0.47 0.36 

Derailment 0.98 0.76 0.35 0.23 0.15 

When 
24/05/2010 0.94 0.01 0.01 0.01 0.01 

Midnight 0.68 0.78 0.01 0.01 0.01 

Where 
Jhargram 0.76 0.25 0.01 0.13 0.76 

Khemasoli 0.87 0.01 0.01 0.01 0.01 

Why 
Maoist 0.78 0.89 0.06 0.10 0.14 

Bomb Blast 0.13 0.78 0.01 0.01 0.78 

 
To better aid our understanding of the automatically determined category relationships 

we visualized this network using the Fruchterman-Reingold force directed graph layout 
algorithm [31] and the NodeXL network analysis tool [32]7 as shown in Fig. 1. In the 
following graphical representation one color depict one cluster. 

 

                                                           
7 Available from http://www.codeplex.com/NodeXL 
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Fig. 1. Document Level Theme Relational Graph by NodeXL 

6.2 Constituent Relevance Calculation 

In the generated constituent network all the lexicons are connected with weighted 
vertex either directly or indirectly. Semantic lexicon inference could be identified by 
network distance of any two constituent nodes by calculating the distance in terms of 
weighted vertex. We computed the relevance of semantic lexicon nodes by summing 
up the edge scores of those edges connecting the node with other nodes in the same 
cluster. As cluster centers are also interconnected with weighted vertex so inter-
cluster relations could be also calculated in terms of weighted network distance 
between two nodes within two separate clusters. As an example: suppose we have the 
following two clusters: A and B. A has m numbers of nodes while B consists of n 
numbers of nodes. ax and by are the clusters centers of A and B.   

    
1 2 3 4, , , ......., ,...... nB b b b b bby

⎧ ⎫= ⎨ ⎬
⎩ ⎭

 

The lexicon semantic affinity inference between 
xa and 

yb could be calculated as 

follows: 

0 0
0

0

( , )          ----(3)    or               ----(4)

n n
m

mk kk k
d x y cc

c

v v
S a b l

k k
= =

=
=

= ×∑ ∑∑ ∏  

where ( , )d x yS a b =  semantic affinity distance between two constituent  ax and by. 

Equation (3) and (4) are for intra-cluster and inter-cluster semantic distance measure 
respectively. k=number of weighted vertex between two constituent ax and by. vk is the 
weighted vertex between two lexicons. m=number of cluster centers between two 
lexicons. lc is the distance between cluster centers between two lexicons. 

6.3 Dimension Wise Opinion Summary-Visualization-Tracking 

The working principle of the present system is as follows. 
 

• The system identifies all the desired nodes in the developed semantic constituent 
network as given by user in the form of 5W.  

Cluster Center 
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• Inter-constituents distances have been calculated from the developed semantic 
constituent network. For example, suppose user gave the following input. Therefore 
the calculated inter-constituents distances may look like the Table 10.\ 
 

Input: Who What When Where Why 

 মমতা বয্ানাজʗ jােন˞রী ekেpস মধয্রাত ঝাড়gাম মাoবাদী 
 (Mamata Banerjee) (Gyaneswari Express) (Midnight) (Jhargram) (Maoist)  

Table 10. Calculated inter-constituents distances 
Type Inter-Constituents Distances 

 Who What When Where Why 

Who - 0.86 0.02 0.34 0.74 

What 0.86 - 0.80 0.89 0.67 

When 0.02 0.80 - 0.58 0.23 

Where 0.34 0.89 0.58 - 0.20 

Why 0.74 0.67 0.23 0.20 - 

 
• All the sentences consist of at least one of the user-defined constituents are 

extracted from all the documents.  
• Extracted sentences are then ranked with the adaptive Page-Rank algorithm based 

on the constituent present in that sentence. In the first iteration the standard IR 
based Page-Rank algorithm assign a score to each sentence based on keyword 
(constituents are treated as keyword in this stage) presence. In the second iteration 
the calculated rank by the Page-Rank algorithm are multiplied with the inter-
constituents distances for those sentences where more than one constituent present. 
For example: in the next sentence two Ws: “Who” and “What” are present jointly 
as constituent. Suppose the assigned rank for the following sentence by the basic 
Page-Rank algorithm is n. Then in the next iteration the modified score will be 
n*0.86, because the inter-constituents distances for “Who” (মমতা বেnয্াপাধয্ায়) and 
“What” (jােন˞রী ekেpস) is 0.86.  

মমতা_বেnয্াপাধয্ায়/Who jােন˞রী_ekেpস_ঘটনােক/What রাজৈনিতক চkাn বেল মnবয্ কেরন। 

English Gloss: Mamta_Bandyopadhyay/Who commented that the 

Gyaneshwari_Express_incident/What is a political conspiracy. 

• The ranked sentences are then sorted by descending order and top-ranked 30% 
sentences (from all retrieved sentences) are shown as a summary. 
 

Ordering of sentences is very important is very important in case of summarization. 
We prefer the temporal order of sentences as they occurred in original document, 
when it published.  

The visual tracking system consists of five drop down boxes. The drop down boxes 
give options for individual 5W dimension of each unique Ws that exist in the corpus. 
The present visual tracking system facilitates users to generate opinion polarity wise 
graph based visualization and summary on any 5W dimension and combination of 
5W dimensions, as they want. (Shown in Fig. 2). 
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Fig. 2. A Snapshot of the Present Summarization System 

7 Experimental Result 

To evaluate the present system we follow a two-fold evaluation mechanism. The first-
fold evaluation is to understand the system performance to detect relative sentences 
prior to generate final summary (as mentioned in the third step of the Summary 
process). For this evaluation we check system-identified sentences with every human 
annotator’s gold standard sentences and finally we calculated the overall accuracy of 
the system as reported in Table 11. 

Table 11. Final Results subjective sentence identification for summary 

Metrics X Y Z Avg. 

Precision 77.65% 67.22% 71.57% 72.15%

Recall 68.76% 64.53% 68.68% 67.32%

F-Score 72.94% 65.85% 70.10% 69.65%

Table 12. Human Evaluation on 5W Dimension Specific Summaries 

Tags Average Scores 
 Who What When Where Why 

Who - 3.20 3.30 3.30 2.50 

What 3.20 - 3.33 3.80 2.6 

When 3.30 3.33 - 2.0 2.5 

Where 3.30 3.80 2.0 - 2.0 

Why 2.50 2.6 2.5 2.0 - 

Overall 3.08 3.23 3.00 2.77 2.40 
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It was a challenge to evaluate the accuracy of the dimension specific summaries. It 
is hardly possible to make a human extracted gold summary set for every dimension 
combinations; therefore we propose a direct human evaluation technique. Two 
evaluators have been involved in the present task and they are asked to give 
evaluative score to each system-generated summaries. We use a 1-5 scoring technique 
whereas 1 denotes very poor, 2 denotes poor, 3 denotes acceptable, 4 denotes good 
and 5 denotes excellent. The final evaluation result of the dimension specific 
summarization system is reported in Table 12. 

8 Conclusion 

The present paper started with a very basic question “What is the End User’s 
Requirement?”. To answer this question we do believe that our proposed 5W 
Summarization –Visualization-Tracking system could be treated as a qualitative and 
acceptable solution. To compare our suggestion we presented a vivid description of 
the previous works. Another self-contributory remark should be mentioned that 
according to best of our knowledge this is the first attempt on opinion summarization 
or visual tracking for the language Bengali. Moreover the 5W structurization is new 
to the community and proposed by us. 
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