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Abstract. In this paper, we present a new way of looking at the problem of
bilingual lexicon extraction from comparable corpora, mainly inspired from in-
formation retrieval (IR) domain and more specifically, from question-answering
systems (QAS). By analogy to QAS, we consider a word to be translated as a part
of a question extracted from a source language, and we try to find out the correct
translation assuming that it is contained in the correct answer of that question
extracted from the target language. The methods traditionally dedicated to the
task of bilingual lexicon extraction from comparable corpora tend to represent
the whole contexts of a word in a single vector and thus, give a general repre-
sentation of all its contexts. We believe that a local representation of the contexts
of a word, given by a window that corresponds to the query, is more appropriate
as we give more importance to local information that could be swallowed up in
the volume if represented and treated in a single whole context vector. We show
that the empirical results obtained are competitive with the standard approach
traditionally dedicated to this task.
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1 Introduction

The use of comparable corpora for the task of bilingual lexicon extraction has attracted
great interest since the beginning of 1990. Introduced by [25] he assumes that algo-
rithms for sentence and word alignment from parallel texts should also work for non
parallel and even unrelated texts. Comparable corpora offer a great alternative to the
inconvenience of parallel corpora. Parallel corpora are not always available and are also
difficult to collect especially for language pairs not involving English and for specific
domains, despite many previous efforts in compiling parallel corpora (Church & Mer-
cer, 1993; Armstrong & Thompson, 1995). According to Rapp [25] : The availability
of a large enough parallel corpus in a specific field and for a given pair of languages
will always be the exception, not the rule. Since then, many investigations and a number
of studies have emerged, [10,11,12,24,26,2,7,14,23,21, among others]. All these works
are based on a general representation of the contexts of a given word by collecting all
its co occurrences in a single large vector. We want to give particular attention to each
context as it represents a specific idea that can be lost if treated in a whole context
vector. QAS systems alleviate this drawback and offer a suitable environment for our
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task. Basically, the aim of a question answering system is to find the correct answer to
a given question. The main idea of such a QAS is to consider segments or paragraphs
of documents that share several words with a given question and then order them ac-
cording to a similarity measure [15]. Those n best segments are most likely to provide
the correct answer. Complex systems will not only use the words of the question but
also synonyms or other semantically related words. More sophisticated systems will
reformulate the question and so on [28][19][20][22][16]. In a multilingual context, the
question is first translated and then the same treatments are applied as stated previously.
In our case, we want to push QAS systems a step further by considering the bilingual
lexicon extraction from comparable corpora as a question answering system, where the
question is one of the contexts of the word to be translated, and the best answer should
be the one containing the correct translation in the target language. In this case and for
a given word we have as many questions as this word occur. This can be a problem if
a word has a high frequency. We obviously cannot consider all the contexts of such a
word, this is not our aim. On the contrary we will consider the n best contexts which
is one part of the problem that we have to deal with. The remainder of this paper is
organised as follows. Section 2 presents the standard approach based on lexical context
vectors dedicated to word alignment from comparable corpora. Section 3 describes our
Q-Align approach that can be viewed as a question answering system for alignment.
Section 4 describes the different linguistic resources used in our experiments. Section 5
evaluates the contribution of the standard and Q-Align approaches on the quality of
bilingual terminology extraction through different experiments. Section 6 presents our
discussion and finally, Section 7 presents our conclusions and some perspectives.

2 Standard Approach

The main work in bilingual lexicon extraction from comparable corpora is based on lex-
ical context analysis and relies on the simple observation that a word and its translation
tend to appear in the same lexical contexts. The basis of this observation consists in the
identification of first-order affinities for each source and target language: “First-order
affinities describe what other words are likely to be found in the immediate vicinity of
a given word“ [17, p. 279]. These affinities can be represented by context vectors, and
each vector element represents a word which occurs within the window of the word
to be translated (for instance a seven-word window approximates syntactical depen-
dencies). The implementation of this approach can be carried out by applying the four
following steps [25,13]:

Context Characterisation. All the lexical units in the context of each lexical unit i
are collected, and their frequency in a window of n words around i extracted. For each
lexical unit i of the source and the target languages, we obtain a context vector i where
each entry, ij , of the vector is given by a function of the co-occurrences of units j and i.
Usually, association measures such as the mutual information [9] or the log-likelihood
[8] are used to define vector entries.
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Vector Transfer. The lexical units of the context vector i are translated using a bilin-
gual dictionary. Whenever the bilingual dictionary provides several translations for a
lexical unit, all the entries are considered but weighted according to their frequency in
the target language. Lexical units with no entry in the dictionary are discarded.

Target Language Vector Matching. A similarity measure, sim(i, t), is used to score
each lexical unit, t, in the target language with respect to the translated context vector,
i. Usual measures of vector similarity include the cosine similarity [27] or the weighted
jaccard index (WJ) [18] for instance.

Candidate Translation. The candidate translations of a lexical unit are the target lexi-
cal units ranked following the similarity score. The translation of the lexical units of the
context vectors, which depends on the coverage of the bilingual dictionary vis-à-vis the
corpus, is an important step of the standard approach, as more elements of the context
vector are translated, the context vector will be more discriminating in selecting transla-
tions in the target language. This drawback can be partially circumvented by combining
a general bilingual dictionary with a specialised bilingual dictionary or a multilingual
thesaurus [3,7]. Moreover, this approach is sensitive to the choice of parameters such
as the size of the context, the choice of the association and similarity measures. The
most complete study about the influence of these parameters on the quality of bilingual
alignment has been carried out in [21]. Another approach has been proposed to avoid
the insufficient coverage of the bilingual dictionary required for the translation step
of the standard approach [7,5]. The basic intuition of this approach is that words that
have the same meaning will share the same environments. Here, the approach consists
in the identification of “Second-order affinities” for the source language: “Second-order
affinities show which words share the same environments. Words sharing second-order
affinities need never appear together themselves, but their environments are similar”
[17, p. 280]. For a word to be translated its affinities can be extracted through distri-
butional techniques. In this case, the translation of a word consists of the translation of
similar words. Since this approach is sensitive to the size of the comparable corpus, this
study focuses on the standard approach.

3 Q-Align Approach

The Q-Align approach is described in three steps as follows :

3.1 Collecting the Queries

The first step of the Q-Align approach, is to collect the set of all the windows (queries) in
which a word to be translated appears. The size of this set corresponds to the frequency
of the candidate. We have to deal with two parameters, the first one is the size of each
query, it can be seen as the window surrounding the word to be translated as usually
done in the state of the art. Let us call this parameter wq . For instance, let us take
replica as the word to translate, if wq = 5 this means that there are two words on the



86 A. Hazem and E. Morin

Table 1. English query of the word replica

detailV paintingS replicaS lineV separateJ

left of replica and two words on its right. After the POS-Tagging and filtering process,
we obtain the resulting query for the word replica as shown in Table 1.

The second parameter is the number of queries we need for our task. We start from
the assumption that not all contexts are useful when trying to find the correct translation.
On the contrary, some of them are useless and can be considered as noise. Following this
principle, we believe that a good choice of a context maximises the chances of matching
the correct translation. Several ways can be followed to deal with this parameter in order
to find the best tuning. As we wanted to focus on the comparison between the standard
and Q-Align approaches in term on context characterisation, we did not investigate the
different possibilities of choosing the number of queries, which is on it self a great
matter of interest for future work. we fixed this parameter empirically. The choice of
the n best queries was merely done following equation 1 :

Score(queryn) =

wq−1∑

i=1

freq(wordi) (1)

After applying the calculation of the score for all the queries, we sorted in a decremental
order the n queries according to Score(queryn).

3.2 Translation of Queries

Each collected query has to be translated into the target language, if we use the previous
example of the word replica, and if we consider French as the target language, we
obtain the corresponding translation query in Table 2 :

Table 2. Representation of the English query of the word replica and its translation into French

Word Translation
detailV désignerV
paintingS paintureS
replicaS UnknownS

lineV marquerV
separateJ indépendantJ

The translated query that will be used in the target language is given in Table 3 :

Table 3. Translated query of the word replica

désignerV paintureS marquerV indépendantJ



QAlign: A New Method for Bilingual Lexicon Extraction 87

It is worth noting that the words of the query are translated using a bilingual dictio-
nary while preserving the POS-Tagging relation of each translation pair. When several
translations for a word are given, we consider the one with the highest frequency in the
target language. Words with no entry in the dictionary are discarded.

3.3 Extraction of the Translation Candidates

To select a translation candidate, we use the compactness [28] as similarity measure.
The principle of compactness in QAS is to measure a similarity between a question
and a given segment. A segment can be : a sentence, a paragraph or a document. In
our case, and by analogy, we measure the compactness between a translated query
and a given segment of a given document in the target corpus. The final compactness
CompactAll(w̄x) of w̄x is simply the sum of its compactness according to all translated
queries, as given by the following equation :

CompactAll(w̄x) =
∑

i∈nbQuery

Compact(w̄x)i (2)

All the documents of the target language are divided into segments. We investigate
each segment to find out if it contains the correct translation. We need to fix the size of
the segments. Let us denote wseg as the size of a given segment corresponding to the
number of words that belongs to this segment. For a given translated query and a given
segment, the compactness of w̄x for a segment s is given by :

Compacts(w̄x) =
1

|WQ|
∑

i=∈WQ

Contrib(wi)w̄x (3)

where Contrib(wi)w̄x is the contribution of each word of the query. Let us give an
example to illustrate how to compute the contribution and the compactness. We denote
QR as the set of words of the translated query as shown in table 4, with wq = 5 and wi

a word of the given query. In the example QR = {w1, w2, w3, w4} and CandS is the
word to be translated .

Table 4. English query of the word to be translated

w1 w2 CandS w3 w4

Let us consider also, a segment with wseg = 8. Each word of the segment which is
not part of the question is considered as a translation candidate, we can take w̄x as a
candidate :

We compute the contribution of each word wi ∈ QR surrounding w̄x following this
equation:

Contrib(wi)w̄x =
|Z|

D + 1
(4)
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Table 5. Representation of a given segment

w1 w2 w̄x w3 w̄4 w4

-4 -3 -2 -1 0 1 2 3 4

Where : D = distance(wi, w̄x) = |pos(wi)− pos(w̄x)|
pos(wi) is the position of wi in a given segment, for instance, in Table 5,

pos(w1) = −4.
Z = {Y \ distance(Y, w̄x) < D and Y ∈ QR} ∪ {w̄x}
For example the contribution of w1 is given by :

Contrib(w1)w̄x =
2 + 1

4 + 1
=

3

5
(5)

We wanted to consider differently the words of a given translated query, one way was to
weight the contribution of a word by its Inverse Segment Frequency (ISF) by analogy
to Inverse Document Frequency (IDF)[16][15] , assuming that words with high ISF
should be more important. This can be seen in equation 6 :

Compacts(w̄x) =
1

|WQ|
∑

i=∈WQ

ISF (wi)× Contrib(wi)w̄x (6)

We have given above the compactness of a word computed from a given segment. As
there is thousands of segments in a corpus, we chose the maximum compactness of a
given word according to equation 7. Some other alternatives have been explored as the
mean compactness or the sum but no significant differences or improvements have been
noticed.

Compact(w̄x) = max(Compacts(w̄x)) (7)

Starting from the intuition that the translation of a rare word in a source language should
also be rare in the target language following the principle of comparable corpora, we
weighted the final compactness for rare words by the ISF. This is represented in equation
8 :

CompactAll(w̄x) =
∑

i∈nbQuery

ISF (w̄x)× Compact(w̄x)i (8)

No other alternative except the weighted sum showed a significant improvements, but
more investigations have to be conducted especially on the choice of the good queries.
This represents our next challenge.

4 Linguistic Resources

The experiments have been conducted on two different French-English corpora: a spe-
cialised corpus from the medical domain within the sub-domain of ’breast cancer’ and
a general corpus from newspapers ’LeMonde/New-York Times ’. Due to the small size
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of the specialised corpus we wanted to conduct additional experiments on a large cor-
pus to have a better idea of the behaviour of our approach. Both corpora have been
normalised through the following linguistic pre-processing steps: tokenisation, part-of-
speech tagging, and lemmatisation. The function words have been removed and the
words occurring less than twice (i.e. hapax) in the French and the English parts have
been discarded.

4.1 Specialized Corpus

We have selected the documents from the Elsevier website1 in order to obtain a French-
English specialised comparable corpus. We have automatically selected the documents
published between 2001 and 2008 where the title or the keywords contain the term
‘cancer du sein’ in French and ‘breast cancer’ in English. We collected 130 documents
in French and 118 in English and about 530,000 words for each language. The compa-
rable corpus comprised about 7,400 distinct words in French and 8,200 in English. In
bilingual terminology extraction from specialised comparable corpora, the terminology
reference list required to evaluate the performance of the alignment programs is often
composed of 100 single-word terms (SWTs) (180 SWTs in [6], 95 SWTs in [2], and 100
SWTs in [5]). To build our reference list, we selected 400 French/English SWTs from
the UMLS2 meta-thesaurus and the Grand dictionnaire terminologique3. We kept only
the French/English pair of SWTs which occur more than five times in each part of the
comparable corpus. As a result of filtering, 122 French/English SWTs were extracted.

4.2 General Corpus

We chose newspapers as they offer a large amount of data. We selected the documents
from the French newspaper ’Le Monde’ and the English newspaper ’The New-York
Times ’. We automatically selected the documents published between 2004 and 2007
and obtained 5 million words for each language. The comparable corpus comprised
about 70,400 distinct words in French and 80,200 in English. The terminology reference
list is much more consequential and contains 1004 SWTs, it has been extracted from
ELRA-M0033. We divided this list into 8 sub-lists according to word frequency as
presented in Table 6 :

4.3 Bilingual Dictionary

The French-English bilingual dictionary required for the translation phase was the
ELRA-M0033 dictionary. It contains, after linguistic pre-processing steps, 32,000 En-
glish single words belonging to the general language with an average of 1.6 translations
per entry.

1 www.elsevier.com
2 www.nlm.nih.gov/research/umls
3 www.granddictionnaire.com/

www.elsevier.com
www.nlm.nih.gov/research/umls
www.granddictionnaire.com/
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Table 6. Representation of each evaluation list

Name List Interval #occ

List sup 1000 #occ > 1000 4
List 500 1000 [500, 1000[ 20
List 100 500 [100, 500[ 180
List 50 100 [50, 100[ 200
List 10 50 [10, 50[ 400
List 2 10 [2, 10[ 200

5 Experiments and Results

In this section, we first give the parameters of the standard and Q-Align approaches,
than we present the results conducted on the two corpora presented above: ”Breast
cancer” and ”LeMonde/New-YorkTimes”.

5.1 Experimental Setup

Three major parameters need to be set to the standard approach, namely the similarity
measure, the association measure defining the entry vectors and the size of the window
used to build the context vectors. Laroche and Langlais [21] carried out a complete
study of the influence of these parameters on the quality of bilingual alignment. As a
similarity measure, we chose to use the weighted jaccard index [18]. The entries of the
context vectors were determined by the log-likelihood [8], and we used a seven-word
window since it approximates syntactic dependencies. Other combinations of parame-
ters were assessed but the previous parameters turned out to give the best performance.
For the Q-Align approach we also used a seven-word window that corresponds to the
query length. The size of segments in the target language was fixed to one hundred
words even if several combinations were assessed. This size gave the best performance
on a fixed length query of seven words. The choice of one hundred as the length of a
segment is due to the fact that it is more or less the length of a paragraph.

5.2 Results

To evaluate the performance of our approach, we used the standard approach (SA) pro-
posed by [26] as a baseline. The accuracy is given in percentage in all the graphics.

Evaluation on the Breast Cancer Corpus

We investigate the performance of the Standard and Q-Align approaches on the breast
cancer corpus, using the evaluation list of 122 words.

We can see in Figure 1 that Q-Align approach always outperforms the standard ap-
proach for all values of k. The accuracy at the top 20 for the standard approach is
54.91% while Q-Align approach gives 60.62%. The Q-Align model can be considered
as a competitive approach according to its results as shown in Figure 1 for the breast
cancer corpus.
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Fig. 1. Accuracy at top k for the breast cancer corpus (SA vs Q-Align)

Evaluation on the LeMonde/New-YorkTimes Corpus

We then investigate the performance of the Standard and Q-Align approaches on
LeMonde/New-YorkTimes corpus, using an evaluation list of 1004 words.

Let us see in Figures 3 and 4 the details of the ranges of frequency into which Q-
Align and standard approaches failed.

Figure 3 and 4 show that both approaches are sensitive to the variations of word’s
frequencies. It seems that the Q-Align approach is slightly less efficient for rare words
with frequencies less than 50 while the standard approach (SA) is slightly better. Sim-
ilarly for very frequent words with frequencies higher than 500 the standard approach
outperforms Q-Align approach except for top 1, 5 and 10. The main gap between SA
and Q-Align in term of accuracy can be seen for the lists where the words frequencies
are between 50 and 500. Due to the small list of words with frequencies higher than
1000, we cannot give an appropriate conclusion for both approaches as the number
of words in this list is equal to 4. The main reason for the weakness of the Q-Align
approach in a general corpus is probably the lack of markers or seed words that are
more present in a specialised corpus. In the light of these results more investigations
have to be conducted on general corpus to improve the performance of the Q-Align
approach.
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Fig. 2. Accuracy at top k for LeMonde/NewYorkTimes (SA vs Q-Align)
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Fig. 3. Accuracy at top k for LeMonde/NewYorkTimes (Standard Approach)
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Fig. 4. Accuracy at top k for LeMonde/NewYorkTimes (Q-Align Approach)

6 Discussion

The aim of this work was not to try to find the best results by looking for the best tun-
ing of each method (SA, Q-Align). Here, the main interest was to show another way of
looking at the task of bilingual lexicon extraction from comparable corpora by looking
at local information captured in a given segment while the standard approach looks at
global information captured in the whole corpus. The Q-Align approach imitates QAS
systems by choosing a query in the source language and tries to find an answer in a
particular segment of the target language which contains the correct translation. This
process was done by comparing the translated query with segments that we consider
more or less close to paragraphs in the target language, assuming that if a given para-
graph shares some words with the translated query then, there is more chance that this
paragraph contains the correct translation.

It is important to say that Q-Align is a naive approach. The process of looking for
the right translation does not take into account any linguistic or semantic information,
it is just based on words that are in common between a query and a segment. Sur-
prisingly, this naive approach (Q-Align) outperforms the standard approach (SA) for
each top on the specialised corpus. Thus, there is much to do to improve the Q-Align
approach while no semantic or linguistic information was taken into account. Q-Align
can be considered as promising for future work. Many improvements need to be done.
QAS systems are a great source of inspiration for it.

It would be interesting to merge both approaches to see whether there is a com-
plementarity or not between them and if obviously there is an increase in accuracy.



94 A. Hazem and E. Morin

We can reflect upon a double interest by using both approaches. The first one is given
by the standard approach (SA) as it gives a global view and a global representation
of information. The second one is given by the Q-Align approach which gives a lo-
cal view and a local representation of information. We can imagine that both local
and global information could be useful taken together to improve the representation
of information and thus to obtain increased accuracy.

In the Q-Align approach one drawback is probably the choice of queries. Indeed,
not all the queries are useful when trying to find the right translation. Some of them
bring more confusion then good information. We can consider these queries as noise,
because if taken, they could lead us to wrong translations. Following this principle,
we believe that a good choice of a query maximises the chances of matching the right
translation. Several alternatives to our arbitrary choice of the number of queries can
be applied in order to find the best tuning. In this paper we did not explore the way
of choosing the number of queries. This question remains opened and represents one
of the unanswered questions. It is for us one of the next challenges.

We must add that our research concentrated on specialised corpora as it is our main
center of interest. We were however curious to see the behaviour of our approach on
a general corpus and the results were as expected. At the moment, Q-Align approach
is more appropriate to a specific rather than to a general domain as all our efforts
were conducted in this way. This performance can be explained by the specificity of
specialised corpora such as the medical domain for instance. which contains strong
markers that are for the greater part technical words or words specific to the domain.
These markers that we can see as seed words are very useful for the Q-Align approach.
The results obtained clearly point to one conclusion which is that Q-Align approach
is more appropriate for corpora of specialised domains while for general corpora it
remains unstable due the the lack of specific markers. More efforts on general domain
data have to be made to adapt Q-Align approach to general domain corpora.

7 Conclusion

We have presented a novel way of looking at the problem of bilingual lexicon extrac-
tion from comparable corpora based on the principle of question answering systems.
We explored two different corpora, the first concerned a corpus of medical domain
(Brest Cancer) and the second concerned the corpus of newspapers (LeMonde/New-
YorkTimes). Regarding the empirical results of our proposition, performances were
better than the baseline proposed by [26] on specialised corpus. While the standard
approach remained more robust in a general domain corpora. Further research is cer-
tainly needed but our current findings support the idea that local information has its im-
portance and should not be neglected for the task of bilingual lexicon extraction from
comparable corpora. We believe that our model is simple and sound. The most signifi-
cant result is that the new approach to finding single word translations has been shown
to be competitive and promising for future work. We hope that this new paradigm can
lead to insights that could be unclear in other models. Dealing with this problem is an
interesting line for future research.
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