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Abstract. Incorporating target syntax into phrase-based machine translation 
(PBMT) can generate syntactically well-formed translations. We propose a 
novel phrasal syntactic category sequence (PSCS) model which allows a PBMT 
decoder to prefer more grammatical translations. We parse all the sentences on 
the target side of the bilingual training corpus. In the standard phrase pair 
extraction procedure, we assign a syntactic category to each phrase pair and 
build a PSCS model from the parallel training data. Then, we log linearly 
incorporate the PSCS model into a standard PBMT system. Our method is very 
simple and yields a 0.7 BLEU point improvement when compared to the 
baseline PBMT system. 

Keywords: machine translation, natural language processing, phrase-based 
machine translation. 

1 Introduction 

Both PBMT models (Koehn et al., 2003; Chiang, 2005) and syntax-based machine 
translation models (Yamada et al., 2000; Quirk et al., 2005; Galley et al., 2006; Liu  
et al., 2006; Marcu et al., 2006; and numerous others) are state-of-the-art statistical 
machine translation (SMT) methods. Over the last several years, an increasing amount 
of work has been done to combine the advantages of the two approaches. DeNeefe et al. 
(2007) made a quantitative comparison of the phrase pairs that each model has to work 
with and found it is useful to improve the phrasal coverage of their string-to-tree model. 
Liu et al. (2007) proposed forest-to-string rules to capture the non-syntactic phrases  
in their tree-to-string model. Zhang et al. (2008) proposed a tree sequence based  
tree-to-tree model which can describe non-syntactic phrases with syntactic structure 
information. 

The converse of the above methods is to incorporate syntactic information into the 
PBMT model. Zollmann and Venugopal (2006) started with a complete set of phrases 
as extracted by traditional PBMT heuristics, and then annotated the target side of each 
phrasal entry with the label of the constituent node in the target-side parse tree that 
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subsumes the span. Hassan et al. (2007) and Birch et al. (2007) improved a PBMT 
system by incorporating syntax in the form of supertags. Marton and Resnik (2008) 
and Cherry (2008) imposed syntactic constraints by making use of prior linguistic 
knowledge in the form of syntax analysis. Xiong et al. (2009) proposed a syntax-
driven bracketing model to predict whether a phrase (a sequence of contiguous words) 
is bracketable or not using rich syntactic constraints. 

This paper focuses on incorporating syntactic information into a PBMT model. Our 
motivation is that PBMT is good at generating translations inherent in the phrase pairs 
but inefficient at grammatically reordering the target phrases. To deal with this 
problem, we propose a novel phrasal syntactic category sequence (PSCS) model 
which allows a PBMT decoder to prefer more grammatical target phrase sequences 
and better translations. 

2 Target Phrase Annotation 

In this section, we briefly review the phrase pair extraction algorithm and describe 
how to assign a syntactic category to each phrase pair.  

The basic translation unit of a PBMT model is a phrase pair consisting of a 
sequence of source words, a sequence of target words and a vector of feature values 
which represents this pair’s contribution to the translation model. In typical PBMT 
systems such as MOSES (Koehn, 2007), phrase pairs are extracted from word-aligned 
parallel corpora. All pairs of “source word sequence ||| target word sequence” that are 
consistent with word alignments are collected. Prior to the phrase pair extraction, we 
use the Berkeley parser1 (Petrov et al., 2006) to generate the most likely parse tree for 
each English target sentence in the training corpus.  

There are many ways to annotate a phrase pair using a parse tree. Here, we follow 
the method used in Zollmann and Venugopal (2006). In detail, if the target side of any 
of these phrase pairs corresponds to a syntactic category of the target side parse tree, 
we label the phrase pair with that syntactic category. Phrase pairs that do not 
correspond to a span in the parse tree are given a default category “X”.  For each 
phrase pair, we also record the original position of its first and last target word in the 
target sentence. These position indices will be used in the next section. 

For example, given a Chinese-English sentence pair, the English parse tree and the 
word alignments as shown in Figure 1, we can extract the phrase pairs and the syntactic 
categories shown in Table 1. Note that if there are any unary rules in the parse tree, we 
only keep the highest node. So “NP” over the word “this” is kept and “DT” is ignored. 

We ran the above procedure on the entire parallel corpus. We may extract the same 
phrase pair from different parallel sentence pairs whose target side parsing trees are 
different. So a phrase pair may have multiple syntactic categories. We record all 
possible syntactic categories and their counts for each phrase pair.  

 
 

                                                           
1 http://code.google.com/p/berkeleyparser/ 
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Fig. 1. An example parse tree and word-based alignments 

(Zollmann and Venugopal, 2006) used the syntactic category in a hierarchical 
PBMT model by treating category as non-terminal symbols. In the next section, we 
propose a novel model which uses the syntactic category in a conventional (i.e., non-
hierarchical) PBMT system. 

Table 1. Phrase pairs and the syntactic categories extracted from the example in Figure 1 

Source phrase Target phrase 
Syntactic 
category 

start end 

这 this NP 0 0 

是 is VB 1 1 

一本 a DT 2 2 

书 book NN 3 3 

这 是 this is X 0 1 

是 一本 is a X 1 2 

一本 书 a book NP 2 3 

这 是 一本 this is a X 0 2 

是 一本 书 is a book VP 1 3 

这 是 一本 书 this is a book S 0 3 

3 PSCS Model 

In a PBMT system, the translation candidates are generated from left to right by using 
a sequence of phrase pairs. Together with the sequence of phrase pairs, a PSCS in the 

form of nsc...scsc ,,21 is also generated. The variable isc  stands for the syntactic 

NP 

VP 

NP 

this/DT   is/VB   a/DT  book/NN 

 

这    是   一本  书 

S
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category of the i-th phrase pair. For example, if we translate a sentence “这 是 一本 

书” with the phrase pairs “这 ||| this” and “是 一本 书 ||| is a book” then the 

corresponding PSCS is “NP VP”. By preferring more likely PSCS, one would expect 
that the output of the decoder will be more grammatical.  

We use a bi-gram model to calculate the probability of a PSCS: 

)|sc/sP()|scP(sc  

,...)|scP(sc)s|P(sc

),...,scscP(sc

nnn

n

><⋅
⋅⋅⋅><=

− 1

121

21

,        (1) 

The start mark <s> and the end mark </s> are used to model how likely 1sc  

and nsc is to occur at the beginning and the end position respectively. The probability 

is incorporated into the PBMT model log linearly as a new feature.  
Our PSCS model is similar to the supertagged language model utilized in  

Hassan et al. (2007) and Birch et al. (2007). The difference is that they use word-level 
shallow syntax information in the form of supertags while we use phrase-level full 
parsing information in the form of syntactic category. 

3.1 Dealing with Ambiguity  

So far, in this section, we have assumed that each phrase pair used by the decoder has 
only one syntactic category. However, as we mentioned in section 2, there may be 
multiple syntactic categories corresponding to one phrase pair.  

In order to deal with this ambiguity, one method is to consider each possible 
syntactic category separately in the decoder. Another is to consider the syntactic 
category as a hidden variable. In this paper, we use the latter approach simply because 
it is easy to implement. If the i-th phrase pair ppi has m possible syntactic categories 

mi2i1i scscsc ,,, ,...,, , and the (i-1)-th phrase pair ppi-1 has n possible syntactic 

categories ni2i1i scscsc ,1,1,1 ,...,, −−− , then we intuitively replace the log probability 

)1 )|scP(sc( log ii −  in Equation (1) with a linear combination score: 
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This score is a weighted sum of all possible PSCS bi-gram log probabilities for two 
contiguous phrase pairs. The weight is empirically set as: 

)|()|( ,1, 1-iqiipi ppscPppscP −⋅  

3.2 Training of the PSCS Model 

Now we describe how to estimate the parameters of the PSCS model. The syntactic 
category is of phrase-level information, but there is no explicit phrase segmentation in 
the parallel corpus. This means that we do not have the syntactic category sequence 
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data that can be directly used to train our PSCS model. Following the phrase 
extraction method (Koehn, 2007), a heuristic method is used to solve this problem. 

We begin with a set of phrase pairs extracted from each sentence pair in the 
parallel corpus. Each phrase pair is assigned a syntactic category by the method 
described in section 2. Then we look at the set of phrase pairs, and if any two of them 
are contiguous in the target side, we extract the syntactic category of these two phrase 
pairs as a bigram. Figure 2 shows the details of our algorithm. Then we split each bi-
gram to get uni-gram samples, which are used to perform data smoothing. Given the 
collected uni-gram and bi-gram syntactic category samples and their counts, we use 
the SRI language modeling toolkit2 to build a bigram PSCS model. The model is 
smoothed by Witten-Bell discounting. 

 
Input: 

Source sentence s 
Target sentences t 
Source phrase sp 
Target phrase tp 

Output: PSCS bigram 
bigram = empty 
For each (t,s) in the parallel corpus 
    For each (spi, tpi) extracted from (t,s) 
        For each (spj, tpj) extracted from (t,s) 
        If (tpi.end +1== tpj.start) 
          bigram.add(tpi.sc, tpj.sc) 
        End 
    If(tpi.start==0) 
    bigram.add(<s>, tpi.sc) 
    If(tpi.end== t.length-1 
    bigram.add(tpi.sc, </s>) 
    End 
End 

Fig. 2. Training algorithm for PSCS model 

4 Experiments 

Our SMT system is based on a fairly typical phrase-based model (Finch and Sumita, 
2008). We use a modified training toolkit adapted from the MOSES decoder to train 
our SMT model. Our decoder can operate on the same principles as the MOSES 
decoder. The decoder is modified to accommodate our PSCS model. Minimum error 
rate training (MERT) with respect to BLEU score is used to tune the decoder’s 
parameters, and it is performed using the standard technique of Och (2003). Lexical 
reordering model is used in our experiments.  

                                                           
2 http://www-speech.sri.com/projects/srilm/manpages/ 
 ngram-count.1.html 
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Table 2. Corpora statistics 

Data Sentences 
Chinese 
words 

English 
words 

Training set 243,698 7,933,133 10,343,140 
Development set 1664 38,779 46,387 

Test set 1357 32377 42,444 
GIGAWORD 19,049,757 - 306,221,306 

 
The translation model was created from the FBIS corpus. We use a 5-gram 

language model trained with modified Knesser-Ney smoothing. The language model 
is trained on the target side of the FBIS corpus and the Xinhua news from the 
GIGAWORD corpus. The development and test sets are from the NIST MT08 
evaluation campaign. Table 2 shows the statistics of the corpora used in our 
experiments. 

4.1 Experiments on PSCS Model 

As we mentioned in section 2, we use the Berkeley parser to parse the target side of 
the parallel corpus. Each phrase pair is annotated with the method introduced in 
section 2. For sentences in which the parser fails to generate a parse tree, we use the 
default syntactic category X to annotate the phrase pairs. We extracted 21,862,759 
phrase pairs in total. There are 14,890,317 phrase pairs whose target side syntactic 
category is X. The other 6,972,442, or 31%, of the phrase pairs are annotated with 
linguistic syntactic categories. 

Then we build a PSCS model based on the method proposed in section 3. There 
were 72 kinds of uni-gram syntactic categories and 2478 kinds of bi-gram syntactic 
categories. 

4.2 Experiments on Chinese-English SMT 

In order to confirm the effect of our PSCS model, we performed two translation 
experiments. The first one was a baseline PBMT experiment. In the second 
experiment, we incorporated our PSCS model into the PBMT system. The evaluation 
metric is case-sensitive BLEU-4. The results are given in Table 3.  

Table 3. Comparison of translation quality 

System 
BLEU 

Score 
PBMT 17.26 

PBMT+PSCS 17.92 
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We were able to achieve an improvement of about 0.7 BLEU point over the 
baseline PBMT system. This improvement indicates that syntactic categories, even 
though only 31% of them maintain linguistic meanings, can help select better 
translation candidates. 

5 Conclusion and Future Work 

We propose a novel PSCS model to incorporate syntactic information into the 
conventional PBMT. The PSCS model allows a PBMT decoder to prefer more 
grammatical target phrase sequences and better translations. Our method is very 
simple and yields a 0.7 BLEU point improvement when compared to the baseline 
PBMT system. 

We plan to annotate phrase pairs with additional richer syntactic information to 
obtain further improvements in future work.  
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