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Abstract. The number of images on the World Wide Web has been in-
creasing tremendously. Providing search services for images on the web
has been an active research area. Web images are often surrounded by
different associated texts like ALT text, surrounding text, image file-
name, html page title etc. Many popular internet search engines make
use of these associated texts while indexing images and give higher im-
portance to the terms present in ALT text. But, a recent study has
shown that around half of the images on the web have no ALT text. So,
predicting the ALT text of an image in a web page would be of great
use in web image retrieval. We propose an approach on top of term co-
occurrence approach proposed in the literature to ALT text prediction.
Our results show that our approach and the simple term co-occurrence
approach produce almost the same results. We analyze both the methods
and describe the usage of the methods in different situations. We build
an image annotation system on top of our proposed approach and com-
pare the results with the image annotation system built on top of the
term co-occurrence approach. Preliminary experiments on a set of 1000
images show that our proposed approach performs well over the simple
term co-occurrence approach for web image annotation.

1 Introduction

With the advent of digital devices like digital cameras, camera-enabled mobile
phones, the number of images on the World Wide Web is growing rapidly. Pro-
viding search services for the web images has been difficult. Traditional image
retrieval systems assign annotations to each image manually. Although it is a
good methodology to retrieve images through text retrieval technologies, it is
gradually becoming impossible to annotate images manually one by one due to
the huge and rapid growing number of web images.

Automatic Image Annotation has become more and more important and wit-
nessed rapid development in recent years.

Even the search giant, Google, has attempted to recruit its users to tag random
images from its index (see figure 1), by re-framing the process as a collaboration
between users with those tags matching between users selected as the labels
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for the images to improve the quality of Google’s image search results1. Given
that the search giant is using this manual means of image tagging demonstrates
the difficulty inherent in the automated image tagging process particularly with
regard to scaling those models suggested in the literature to multi-million scale
web images and other image libraries.

Fig. 1. Google Image Labeler

A common view is that semantics of web images are well correlated with
their associated texts. Because of this, many popular search engines offer web
image search based only on the associated texts. ALT text is considered the most
important of all associated texts. ALT attribute is used to describe the contents
of an image file. It’s important for several reasons: ALT attribute is designed to
be an alternative text description for images. It represents the semantics of an
image as it provides useful information to anyone using the browsers that cannot
display images or image display disabled.

Many popular internet search engines like Google Image Search2 make use of
these associated texts while indexing the images and give higher importance to
the terms present in ALT text. Google states the importance of ALT text in their
official blog3: ”As the Googlebot does not see the images directly, we generally
concentrate on the information provided in the ”ALT” attribute.”

1 http://images.google.com/imagelabeler – Google shut it down in September
2011.

2 http://images.google.com/
3 http://googlewebmastercentral.blogspot.com/2007/12/using-alt-attributes-

smartly.html
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The ALT attribute has been used in numerous research studies of Web image
retrieval. It is given the highest weight in [1]. In [2], the authors consider query
terms that occur in ALT text and image names to be ’very relevant’ in ranking
images in retrieval. Providing ’a text equivalent for every non-text element’ (for
example, by means of the ALT attribute) is a checkpoint in the W3C’s Web
Content Accessibility Guidelines4. The authors of [3] also state the importance
of using ALT text. However, a recent study[4] has shown that around half of the
images on the web have no ALT text at all. The author collected 1579 images
from Yahoo!’s random page service and 3888 images from the Google directory.
47.7% and 49.4% of images respectively had ALT text, of which 26.3% and 27.5%
were null. It is clear from this study that most of the web images don’t contain
ALT text.

[5] proposed a term weighting model based on term co-occurrences to predict
the terms in ALT text. One advantage of the approach is that it can be extended
to any image dataset with associated texts. In this paper, we combine the above
term weighting model with the natural language processing applications. We
build an image annotation system on top of the above term weighting model
and our proposed model.

The reminder of the paper is organized as follows. Section 2 gives an overview of
related work. In Section 3, we describe our proposed approach to term weighting
using term co-occurrences and natural language processing applications. We de-
scribe the dataset, evaluate our system and prove the usefulness of it in Section 4.
We summarize the paper and give an account of our future directions in Section 5.

2 Related Work

There has been plenty of work done in Automatic Image Annotation. Some of
the early approaches[6,7] to image annotation are closely related to image classi-
fication. Images are assigned a set of sample descriptions(predefined categories)
such as people, landscape, indoor, outdoor, animal. Instead of focusing on the
annotation task, they focus more on image processing and feature selection.

Co-occurrence Model[8], Translation Model[9], Latent Dirichlet Allocation
Model[10], Cross-Media Relevance Model[11], etc infer the correlations or joint
probabilities between images and annotation keywords. Other works like lin-
guistic indexing[12], and Multi-instanced learning[13] try to associate keywords
(concepts) with images by learning classifiers. To develop accurate image annota-
tion models, some manualy labeled data is required. Most of the approaches men-
tioned above have been developed and tested almost exclusively on the Corel5

database. The latter contains 600 CDROMs, each containing about 100 images
representing the same topic or concept, e.g., people, landscape, male. Each topic
is associated with keywords and these are assumed to also describe the images
under this topic.

4 Web content accessibility guidelines 1.0. Retrieved 26 August, 2005 from
http://www.w3.org/TR/WAI-WEBCONTENT/

5 http://www.corel.com/
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[14] demonstrates some of the disadvantages of data-sets like Corel set for
effective automatic image annotation. It is unlikely that models trained on
Corel database will perform well on other image collections. Web images dif-
fer from general images in that they are associated by plentiful of texts. Various
approaches[15,16] have been employed to improve the performance of web image
annotation based on associated texts. Our work differs from previous work in
that our approach is evaluated on a large number of images and works well for
any image dataset with associated texts.

3 Term Weighting Model

In this section, we propose a term6 weighting model which is a combination
of the model proposed in [5] and natural language processing applications. We
will give a brief overview of the model proposed in [5]. The model computes
the term weights based on the term co-occurrences in image associated texts to
predict the terms in ALT text. A term is said to be important if it occurs in
many associated texts and co-occurs with many other terms present in different
associated texts.

For each image, we calculate term weights using the following equation.

w(t) = (

∑
i s(t, ti)

N
)(Imp(t)) (1)

s(t, ti), the similarity between two terms t and ti, is calculated using Jaccard
Similarity as follows:

s(t, ti) =
|St ∩ Sti |
|St ∪ Sti |

(2)

St ∩ Sti is the set of associated texts in which both t and ti occur, |St ∪ Sti | can
be calculated as |St|+ |Sti |−|St∩Sti |, and St is the set of associated texts which
contain the term t. N is the total number of unique terms in all associated texts.
Imp(t) is the importance of a term which is calculated as follows:

Imp(t) =

∑
i boost(ai)

|A| (3)

boost(ai) is the boost of the associated text ai which contains the term t and A
is the set of associated texts which contain the term t. The extracted associated
texts are assigned a boost based on the heuristic of importance(image caption,
HTML title, image filename, anchor text, source page url, surrounding text in
that order). Value of boost for each associated text is given based on the impor-
tance of the associated text as stated above. Once the weight for each term has
been computed, the terms are ranked in descending order based on term weights
and top k terms are selected as terms in ALT text.

6 We use term and word interchangeably in this paper.
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Based on the assumption that noun phrases(NP) are the best lexical category
to describe the images[17], we extract noun phrases from the associated texts and
consider the terms present in noun phrases as candidate terms for the ALT text.
We then considered the terms present in both noun phrases and verb phrases
as candidate terms for ALT text. Next, we combined the above approaches with
the term co-occurrence approach where the terms in the extracted noun phrases
and verb phrases are given more importance. We use OpenNLP tool7 to extract
noun phrases and verb phrases.

We describe the evaluation procedure and present the results of the approaches
in the following section.

4 Evaluation

In this section, we present the evaluation procedure of our approach. We briefly
describe the data collection and preprocessing steps, present the evaluation pro-
cedure and finally results are discussed.

4.1 Data Collection and Preprocessing

A crawler is used to collect images from many websites. Images like banners,
icons, navigation buttons etc, which are not so useful are not considered. The
web documents are preprocessed to extract associated texts so that the images
can be indexed and retrieved with these text features. The associated texts we
considered are extracted from ALT attribute, HTML page title, image filename,
source page url, anchor text, image caption and surrounding text.

We used Guardian8, Telegraph9 and Reuters10 as the source urls and collected
a total of 200000 images which have ALT text. We selected these news websites
because the ALT text provided in them is accurate and is very useful for evalu-
ation. The pages in which the images are present, cover a wide range of topics
including technology, sports, national and international news, etc. Stopwords are
removed and stemming is used to filter the duplicate words from the extracted
textual information.

We compare our results with the term co-occurrence approach proposed in [5].

4.2 Evaluation Procedure

In order to evaluate the effectiveness of our method, we compare the predicted
terms produced by our approach against the terms extracted from ALT attribute
of an image in the corresponding web page.

7 http://incubator.apache.org/opennlp/
8 http://www.guardian.co.uk/
9 http://www.telegraph.co.uk/

10 http://www.reuters.com/
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We present results using the top 5, 10, and 15 words. We adopt the recall,
precision and F-measures to evaluate the performance in our experiments. If Pt

is the set of terms predicted by our approach and At is the set of terms in ALT
text, then in our task, we calculate precision, recall and F-measure as follows:

precision =
Number of common terms between Pt and At

Total number of terms in Pt
(4)

recall =
Number of common terms between Pt and At

Total number of terms in At
(5)

F −Measure =
2 ∗ precision ∗ recall
precision+ recall

(6)

4.3 Analysis

The approach, NP, considers the terms in noun phrases as candidate terms for
ALT text. Similarly, NP + VP, considers the terms in both noun phrases and
verb phrases as candidate terms for ALT text.

NP + Term co-occurrence is our proposed term co-occurrence approach in
which we give more boost to the terms in noun phrases. Similarly, NP+VP+Term
co-occurrence is our proposed term co-occurrence approach in which we give
more weights to the terms present in noun phrases and verb phrases.

As we can observe from the results in tables 1 to 3, both term co-occurrence
approach and term co-occurrence approach combined with NP+VP give better
results compared to other approaches and they give almost the same results.

Table 1. Comparison of approaches for top 5 predicted terms for 200000 images

Approach Precision@5 Recall@5 F-Measure@5

Term co-occurrence 53.19 41.95 46.91
NP 40.78 33.59 36.83
NP + VP 41.67 34.78 37.91
NP + Term co-occurrence 48.49 39.24 43.38
NP + VP + Term co-occurrence 49.79 41.46 45.24

For ex: Consider the figures 2 to 5.
Figure 2 is the image of a doll bearing the faces of Russian leader Vladimir

Putin and Dmitry Medvedev. The ALT text of the image is “Dmitry Medvedev:
Vladimir Putin is more popular than me”. The term ’popular’ is predicted by
the term co-occurrence approach where as it is not predicted by any of other
approaches.

Figure 3 is the image of Jose Mourinho. The ALT text of the image is “Jose
Mourinho handed two-match ban for Super Cup eye poke”. The term ’poke’ is
predicted by the term co-occurrence approach where as it is not predicted by
any of other approaches.
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Table 2. Comparison of approaches for top 10 predicted terms for 200000 images

Approach Precision@10 Recall@10 F-Measure@10

Term co-occurrence 44.11 60.87 51.15
NP 36.87 53.84 43.76
NP + VP 38.13 55.81 45.30
NP + Term co-occurrence 39.07 56.14 46.07
NP + VP + Term co-occurrence 43.60 61.86 51.15

Table 3. Comparison of approaches for top 15 predicted terms for 200000 images

Approach Precision@15 Recall@15 F-Measure@15

Term co-occurrence 37.96 72.98 49.94
NP 32.14 61.42 42.19
NP + VP 32.73 65.87 43.73
NP + Term co-occurrence 31.79 62.41 42.12
NP + VP + Term co-occurrence 37.35 69.25 48.52

Figure 4 is the image of Nicolas Sarkozy and Angela Merkel in a meeting.
The terms Angela and Merkel are very relevant to the image. But they are not
predicted by term co-occurrence approach where as they are predicted by term
co-occurrence approach combined with NP+VP.

Figure 5 is the image of Casey Stoner at Italian MotoGP. The term MotoGP
is very relevant to the image. But it is not predicted by the term co-occurrence
approach, where as it is predicted by term co-occurrence approach combined
with NP+VP.

There are a few such cases where we missed such important entities from the
predicted terms with the term co-occurrence approach. And also some of the
terms in the alternate text are not predicted by approaches other than the term
co-occurrence approach.

We build an image annotation system on top of the term co-occurrence ap-
proach and compared it with the image annotation system built on top of the
term co-occurrence approach combined with NP+VP. For the evaluation of im-
age annotation system, we select a subset of 1000 images from the original
dataset. Human annotators are chosen to manually assign tags to the images.

Given an image, the following points are taken into account while annotating
the image.

– The subject who annotates the image, assigns the keywords which he/she
thinks are relevant to the image, without taking a look at the web page
which contains the image.

– Once he/she assigns the keywords to the image, he/she visits the web page
which contains the image and refines the annotations using the terms ex-
tracted from the associated text.
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Fig. 2. A doll bearing the faces of Russian leader Vladimir Putin and Dmitry Medvedev

Fig. 3. Image of Jose Mourinho

As we can see from the results, tables 4 to 6, of the image annotation systems,
term co-occurrence+NP+VP gives better results over simple term co-occurrence.
For the task of predicting terms in ALT text, both simple term co-occurrence and
term co-occurrence + NP + VP work well. However, we prefer simple term co-
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Fig. 4. Image of Nicolas Sarkozy and Angela Merkel

Fig. 5. Image of Casey Stoner at Italian MotoGP

occurrence approach over term co-occurrence+NP+VP as the former is language
independent.
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Table 4. Comparison of annotation systems for top 5 annotations

Approach Precision@5 Recall@5 F-Measure@5

Term co-occurrence 53.97 50.26 52.04
NP + VP + Term co-occurrence 55.83 52.92 54.34

Table 5. Comparison of annotation systems for top 10 annotations

Approach Precision@10 Recall@10 F-Measure@10

Term co-occurrence 33.95 64.26 44.43
NP + VP + Term co-occurrence 36.04 67.76 47.05

Table 6. Comparison of annotation systems for top 15 annotations

Approach Precision@15 Recall@15 F-Measure@15

Term co-occurrence 25.27 70.44 37.20
NP + VP + Term co-occurrence 26.80 75.14 39.51

5 Conclusions and Future Work

In this chapter, we presented a term weighting approach that makes use of
term co-occurrences in associated texts and predicts terms occurring in ALT
text of an image. We compared the performance of our approach against a few
baseline approaches which use term frequency, document frequency, terms in
noun phrases and terms in verb phrases respectively. Experiments on a large
number of images showed that our model is able to achieve a good performance
for the prediction task. We built image annotation systems on top of the above
approaches and found out that the term co-occurrence approach in combination
with noun phrases and verb phrases performs better than the term co-occurrence
approach. The simple term co-occurrence approach for the prediction of terms
in alt text is language independent and is preferable over term co-occurrence
combined with noun phrases and verb phrases even though both of them produce
almost same results. However, the later performs well for the task of web image
annotation.

For web image annotation task, we would like to experiment on more number
of images and come to a conclusion that the term co-occurrence approach com-
bined with NP+VP works better than the simple term co-occurrence approach
for the annotation task.
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