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Abstract. In the near-synonym lexical choice task, the best alternative out of a
set of near-synonyms is selected to fill a lexical gap in a text. We experiment
on an approach of an extensive set, over 650, linguistic features to represent the
context of a word, and a range of machine learning approaches in the lexical
choice task. We extend previous work by experimenting with unsupervised and
semi-supervised methods, and use automatic feature selection to cope with the
problems arising from the rich feature set. It is natural to think that linguistic
analysis of the word context would yield almost perfect performance in the task
but we show that too many features, even linguistic, introduce noise and make the
task difficult for unsupervised and semi-supervised methods. We also show that
purely syntactic features play the biggest role in the performance, but also certain
semantic and morphological features are needed.
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1 Introduction

In the lexical choice task, gaps in a text are filled with words that best fit the context.
Lexical choice is needed in many natural language generation (NLG) applications: for
example, in machine translation, question-answering, summarisation, text simplifica-
tion, and adapting terminology so that it can be understood by a user. It can also help
produce more readable language and expand the limits of bilingual dictionaries by tak-
ing the context better into account. Further, a second-language student or translator
would benefit from an application which could help write text in a foreign language by
suggesting appropriate alternatives to words. Lexical choice is a very difficult problem
within a set of near-synonyms due to fine-grained differences between the words. Some
methods have been proposed for the problem in the literature [[7/23].

In this paper, we use extensive linguistic analysis of word context in the near-synonym
lexical choice task. We apply the amph data set [2] which contains occurrences of four
think lexemes in Finnish with over 650 morphological, semantic, syntactic, and extra-
linguistic features. It has been shown that a rich manually selected feature set improves
supervised classification based on polytomous logistic regression in the near-synonym
lexical choice task [2]]. In this work we verify the earlier results and take a step forward
by using unsupervised and semi-supervised methods in the task. This direction is im-
portant for those NLP tasks in which there is not much labelled training data available.
In some tasks unsupervised methods perform as well as supervised methods, or even
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better (e.g., [13124]), because of their wide coverage and ability to generalise to new
data. Furthermore, unsupervised methods are good in explorative research of previously
unseen data and in visualising the structure of complex data. In addition, we experiment
with automatic feature selection in order to find the best-representative features for the
task and to find a feature set that enhances the unsupervised results.

On a larger scale, this work aims towards understanding semantics of synonymous
words: We take an explorative view, use an extensive set of linguistic features, and
study how different machine learning approaches are able to find the similarities and
differences between near-synonyms. We also study how syntactic, semantic, and mor-
phological features affect the results. We examine how the number and quality of the
features affect the classification accuracy in the near-synonym lexical choice task. Al-
though our experiments are conducted for a data set of only one set of words in the
Finnish language, the experimental setting is general and can be conducted for other
words, data sets, and languages. The linguistic analysis of the data set is partially man-
ual, but similar analysis can be performed with existing resources.

1.1 Related Work

The problem of lexical choice has been studied in some earlier works. [8] created a lex-
ical choice system by considering the branches of an ontology as clusters of synonyms.
The clustering was performed based on manually defined dimensions of denotational,
stylistic, expressive, and structural variations. [[11] proposed extraction patterns to get
near-synonym differences from a synonym dictionary. [7] proposed a lexical choice
method that uses co-occurrence networks. The data set contained seven English near-
synonym sets, such as difficult, hard, tough and give, provide, offer. Rather recently, [23]]
experimented with the same data set. They used latent semantic analysis with lexical-
level co-occurrence in a supervised manner by applying support vector machines. Our
work concerns a similar set of near-synonyms but extends the work into Finnish, a very
large set of linguistic features and a variety of machine learning approaches.

Lexical choice is closely related to other tasks common in the natural language pro-
cessing (NLP) community. Lexical substitution [15]] is a task in which a word in a
context is to be replaced with a synonymous word that is also suitable for the context.
However, there is no predefined list of possible answers available. Lexical substitution
has gained some popularity e.g., in SemEval tasks [16/18]]. In the information retrieval
community, a similar task is query expansion [22]. A more common task is word sense
disambiguation (WSD) [20], in which the meaning of a polysemous word is selected
from a set of alternatives. Due to the similarities between lexical choice and WSD, the
approaches may use the same categorisation or clustering methods. Machine translation
(MT) is also a large application area [[1/4]. In MT, the task is often referred as lexical
selection, where the target word is selected from a set of possible translations. Many
vector space models have been evaluated in lexical choice tasks, such as the synonym
part of the TOEFL language test [[14419].

The amph data set has previously been analysed based on statistical measures,
manual feature selection and classification based on polytomous logistic regression ac-
cording to the one-vs-rest, multinomial and other heuristics [2l]. Arppe observed that
a supervised approach, polytomous logistic regression seems to reach an accuracy rate
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of 60—66% of the instances. The results did not notably improve with the addition of
further granularity in semantic and structural subclassification of the syntactic roles.
Subsequently, [3] compared polytomous logistic regression and other supervised ap-
proaches. They concluded that there is no large difference on the accuracy rates of the
tested supervised machine learning classifiers on the amph data set.

2 Data

The amph data set used in this work represents Finnish, which is part of the Uralic lan-
guage family and is known for its highly rich agglutinative morphology. The amph data
set is a collection of the four most frequent Finnish think lexemes: ajatella (think in
English), harkita (consider), miettid (reflect), and pohtia (ponder). It consists of 3404
occurrences that are collected from newsgroup postings and newspaper articles. The
distribution of the four lexemes is given in Table[Il The most frequent lexeme is present
in about 44% of all data instances and the least frequent lexeme comprises approxi-
mately 11% of the data. The data set is publicly availabld].

Table 1. Think lexemes and their frequencies and percentages in the amph data set

Lexeme Frequency %
1. ajatella (think) 1492 43.8
2. harkita (consider) 387 11.4
3. miettidi (reflect) 812 239
4. pohtia (ponder) 713 209
Total 3404 100.0

The amph data set has been morphologically and syntactically analysed with a com-
putational implementation of functional dependency grammar for Finnish [21]], with
manual validation and correction. In addition, the analysis has been supplemented with
semantic and structural subclassifications of syntactic arguments and the verb-chain.
For further details, see [2, Sec. 2.2]. The data set consists of 216 binary atomic features
and 435 binary feature combinations. Each feature has at least 24 occurrences in the
data set. The atomic features consist of morphological features, syntactic argument fea-
tures, features associated with words in any syntactic position, and extra-linguistic fea-
tures, such as the data source and the author of the text. The combined features consist
of syntactic & semantic, syntactic & phrase-structure, syntactic argument & base-form
lexeme and syntactic & morphological feature combinations. Semantic features do not
exist as atomic features, but are always combined with syntactic features.

In this paper, we use two original feature sets: FULL, all 651 features, and ATOMIC,
atomic features only (216 features), and compare their performance to the feature set
M6, which has been manually selected from the FULL feature set to be linguistically
interesting. It was presented in [2, page 194, referred as Model VI]. The set contains 46

! http://www.csc.fi/english/research/software/amph
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features, consisting of 10 verb-chain general morphological features, and their semantic
classifications (6 combined features), 10 syntactic argument types, and their selected or
collapsed subtypes (20 features). In addition to the features present in the FULL feature
set, Arppe’s M6 contains some feature combinations of the original features that are
available in a supplementary data table THINK.data.extra. For more details about the
features and the compilation of the data sets, see [2, Sec. 2.4, 3.1].

3 Methods

In this paper, the task is to select the most suitable lexeme out of a set of near-synonym
alternatives for each context. The task is referred to fill-in-the-blank (FITB) [7123]: in
a corpus of sentences containing one of the near-synonyms, the original lexeme is re-
moved from the sentences and the goal is to guess which of the near-synonyms is the
missing word. Thus, the task reduces to a standard classification problem. In practice,
we trained methods from different machine learning approaches to conduct the lexical
choice and then used a labelled test data set to evaluate the classification accuracies. In
addition to the two original feature sets, automatic feature selection was performed for
the FULL feature set to obtain a small subset of features that contain relevant informa-
tion for the task and obtain better classification accuracy.

3.1 Feature Selection

The data set used in this work contains an extensive feature set, which also includes
noise, i.e., linguistic information not crucial to the task. In a previous work, [2] exper-
imented with different manually selected feature sets. In our work, we aim to select
automatically a set of features that best distinguish between the lexemes of the data set.
The technique of selecting a subset of relevant features is known as feature or variable
selection 9], which can help alleviate the curse of dimensionality, enhance generalisa-
tion capability, speed up the learning process and improve model interpretability. For
computational reasons, it is typically not feasible to compute an exhaustive search of
all possible feature subsets. A very simple heuristic algorithm, the forward feature se-
lection algorithm, starts from an empty set and adds one feature at a time, choosing the
feature which most improves an evaluation criterion.

3.2 Unsupervised Learning

Unsupervised learning methods do not use any labelled data about the correct clustering
or categorisation but analyse the structure of the data. We discuss three unsupervised
learning methods: K-means, self-organising map, and independent component analysis.

K-means is one of the best known clustering algorithms due to its efficiency and
simplicity. It clusters data items into K clusters starting from a random initialisation
of cluster centroids. The algorithm alternates between two steps: each data item is first
assigned to its nearest cluster centroid, and then the centroids are updated as the means
of the data items assigned to the clusters. Different distance measures can be used while
the Euclidean distance metric is a common choice.
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The self-organising map (SOM) [12] is an artificial neural network that is trained
with unsupervised learning. The SOM fits an approximated manifold of prototype
vectors to a data distribution. During training, the prototype vectors will start to ap-
proximate the data distribution, and the prototype vectors will self-organise so that
neighbouring prototypes will model mutually similar data points. SOM can be used
especially for explorative data analysis and data visualisation.

Both SOM and K-means are vector quantisation methods that cluster high-dimen-
sional data in an unsupervised manner and represent the original data with few pro-
totype vectors. The methods can also be used as simple classifiers. On the other hand,
independent component analysis (ICA) [3]] is an unsupervised feature extraction method
that finds a representation of data in a new space. ICA assumes that each data item
is generated as an instantaneous linear mixture of statistically independent compo-
nents. There are several algorithms which can learn both the static mixing matrix and
the component activities based on the observed data and the assumption of statistical
independence.

3.3 Semi-supervised Learning

A semi-supervised approach used in this work is a semi-supervised version of the k-
nearest-neighbours (kNN) method (see the following section). The selected learning
approach is called self-training, in which previously classified data points are used as
additional labelled data for further classifications. We used a straight-forward extension
from the 1NN classifier introduced by [25]].

3.4 Supervised Learning

Since unsupervised methods may not find the correct clustering accurately, we also
experiment with some supervised methods. In supervised learning, labelled data are
provided and the task is to predict correct labels for previously unseen data without
labels. We consider three different methods: k-nearest-neighbours (kNN), feed-forward
artificial neural network (ANN), and multinomial logistic regression (MNR), one form
of polytomous logistic regression. Out of these three methods, kNN and MNR have
been previously applied to the amph data set [213].

The k-nearest-neighbours method (kNN) [6] is a non-parametric learning method
that classifies new data items according to those labelled data items that are most similar
to the new one. The kNN method has no parameters to be learned, but the number of
neighbours k and the distance measure have to be selected.

Feed-forward artificial neural network (ANN) is a parametric method that learns a
nonlinear mapping from the input features to the given output labels from training data
with scaled conjugate gradient (see, e.g., [[10]). The network structure has an input layer,
at least one hidden layer with nonlinear activation functions and a linear output layer.
We use the network for classification and define a single output for each label.

Multinomial logistic regression (MNR) [17] is a linear parametric method. It learns
a mapping from continuous and categorical dependent variables, usually assuming one
outcome category as a default case against which the other outcomes are contrasted.
The model learns weights (log-odds) for each dependent variable.
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3.5 Evaluation

The performance of the methods in this work is evaluated with accuracy: the ratio
of correctly classified data items to all items. The results of the methods depend on
the selected data set and initialisation, and thus we run an n-fold cross-validation by
dividing the data into n sets, taking each set separately to be a test set, and training
the data with the other n — 1 sets. The reported average accuracies are calculated as
the mean of the fold accuracies. Statistical significances are measured with the 1-sided
Wilcoxon signed rank test.

The evaluation of the unsupervised clustering methods K-means and SOM require
that a label is assigned to each cluster. The label of each cluster is set as the majority
label among the data items in the cluster. There might be more clusters than possible
labels. If accuracy were calculated for the training data, it would approach 100% when
the number of clusters approaches the number of data points. However, we use separate
train and test sets in cross-validation. Thus, while the number of clusters increases the
accuracy gets close to the supervised 1NN classification accuracy.

4 Experiments and Results

All the reported results have been produced with 20-fold cross-validation: each test set
consists of 5% of the data, i.e., 170 instances. As a baseline method we classify all test
data items to the largest category, lexeme 1. The average accuracy of the baseline is
0.44, the fraction of the largest lexeme class.

4.1 Feature Selection

We applied the forward feature selection method using the kNN classifiers with £ =
{1, 3,5, 10} as the evaluation criteria for the FULL feature set. The kNN classifier was
chosen because it was significantly faster to compute than an artificial neural network
or multinomial logistic regression. Both the feature selection and the following classi-
fication were computed with the same data set because of the limited size of the amph
data set. To alleviate this limitation, we used cross-validation in the evaluation criteria.

After feature selection, a kNN classifier with the corresponding number of neigh-
bours k was applied to the reduced feature sets. The accuracy of the classification im-
proved with the number of included features as shown in Fig. [Il The feature sets were
evaluated with 20-fold cross-validation. SNN quickly reached a plateau around 0.65—
0.66 at about 40 features and we chose to use it for the automatically selected feature
set Fs40. It has been included in the classification experiments.

The automatically selected set FS40 contains six morphological features, two extra-
linguistic features representing information about the text source, three features that
mark that one of the lexemes appear earlier in the same text, and 29 syntactic features:
12 purely syntactic features, 12 syntactic features with semantic subtypes, and 5 syn-
tactic features with a specific word and its part-of-speech. The linguistic categorisation
of the first 10 features of the Fs40 set is given in Table2l As examples, the first selected
feature 1, related to indirect questions, appears with lexeme 3 (miettidi), when thinking
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Fig. 1. Supervised classification accuracy of kNN for feature selection. The features are added
incrementally with forward feature selection from the FULL feature set using kNN also in feature
evaluation. The dashed horizontal line shows classification accuracy with a random classifier.

Table 2. The first ten features of the automatically selected Fs40 feature set and their existence
in the Arppe’s M6 feature set [2]

Feature 12345678910
Morphological X
Syntactic X X X X X X X X X
Semantic X X

PoS X

Also in M6 [2] x x X X X X

is time-limited. Feature 2 is a significant determiner of the lexeme 2 (harkita). Feature
3 appears with lexeme 4 (pohtia), and is also associated with an expression of duration
for the thinking process. The first automatically selected features match with the man-
ual analysis of features that are good at predicting and depicting the amph verbs [2]; 6
out of the first 10 features exist also in Arppe’s M6, which is also indicated in the table.
Overall, only 8 out of 40 Fs40 features exist in Arppe’s M6.

4.2 Unsupervised

To get an overview of the data, we first show a SOM clustering and visualisation of the
FULL feature set in Fig.[2l A 10 x 12 SOM lattice of prototype vectors was initialised
with eigenvectors corresponding to the two largest eigenvalues. The SOM was trained
with the whole data set and after training the best matching cells were calculated for
each data item. The labels of the data items are shown in the figure as gray-scale bars:
the height of a bar corresponds to the number of data items located in each hexagon
cell. As the figure shows, the lexeme selection task with the FULL feature set is very
difficult for an unsupervised clustering method: the data set contains also other structure
than the four lexemes, and thus SOM cannot form nicely separated clusters of the four
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Fig. 2. Unsupervised SOM clustering and visualisation using FULL feature set. Each hexagon
corresponds to one prototype vector. The grey-scale bars show the distribution of the four lexemes
assigned to each cell.

lexemes. Lexeme 1 (dark grey), that occurs in about 44% of the data set, is located in
the upper and left hand side part of the map. Instances of lexeme 2 (white) are in the top
left corner and in the middle of the map from top to bottom. The largest occurrences of
lexeme 3 (light grey) are located in the right bottom part of the map. Lexeme 3 seems to
be complementary to lexeme 1. Lexeme 4 (black) is located on the top and right-hand
side of the map. In the top left corner is an area of all lexemes, whereas cells with a pair
of strong lexemes can be seen on many areas of the map.

Similarly to SOM, independent component analysis of the FULL feature set does
not seem to extract components that match well with the think lexemes. The resulting
components clearly find an underlying structure in the data set, but the learned struc-
ture does not reflect the wanted classification. Thus, the results are not shown here or
analysed further.

The K-means classification accuracy for 20-fold cross-validation of FULL, ATOMIC,
and Fs40 feature sets are compared with the results of Arppe’s M6 feature set in
Table Bl The accuracies are calculated for the number of clusters varying between 4
and 100. The correlation distance measure was applied. FS40 needed the addition of
normally distributed noise to be able to distinguish between the vectors. The automati-
cally selected feature set FS40 performs significantly better than any of the other tested
feature sets even though it contains the smallest number of features. Nevertheless, clus-
tering into four categories does not exceed the baseline accuracy of 0.44.
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Table 3. Unsupervised classification accuracy of K-means using the four feature sets. FS40 per-
forms significantly better for all numbers of clusters K (in bold) against all other feature sets.

FuLL AtoMIC Fs40 M6 [2]
K Avg Avg Avg Avg
4 044 044 045 044
6 044 044 047 045
8 044 044 050 046
0 044 045 051 047
20 046 048 055 049
30 049 048 0.56 0.50
50 052 050 057 0.54
100 0.54 051  0.59 0.56

4.3 Semi-supervised

Since unsupervised methods do not perform very well for the tested feature sets, we next
experiment with the semi-supervised method with both labelled and unlabelled data. In
the semi-supervised kNN clustering with £ = {1,3,5,10} the percentages 5-100%
of labelled training data were experimented. The averages of classification accuracies
with the ATOMIC feature set, using 20-fold cross-validation, are shown in Fig. 3l With
labelled data of 15% or more the semi-supervised 10NN performs best. With all values
of k the accuracy is over the baseline when at least 15% of data is labelled. Statistically
significant differences exist between 1NN and the other methods if 50% or more of the
data was labelled. We got similar results also with the other feature sets (not shown).
We also tested with a fixed number of labelled data items, varying the amount of
unlabelled data, and found that unlabelled data disturbs the classifier. This supports the

0.6

0.55

0.5

0.45

0.4} %7

Classification accuracy

0.35 k=10

0 0.5 1
Proportion of labelled items

Fig. 3. Semi-supervised classification accuracy of semi-supervised kNN using ATOMIC feature
set, varying the proportion of labelled data items between 0.05—-1. The dashed line shows the
baseline.
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findings with SOM and ICA that the data set contains also some other structure than
which separates the four lexemes.

4.4 Supervised

Unsupervised and semi-supervised methods were not able to find very well the struc-
ture that differentiates the four lexemes. Thus we experiment with fully labelled data.
The experiments with ANN were conducted with one hidden layer of 20 neurons. The
FULL and ATOMIC feature sets were too large for MNR computation, and thus the
dimensionality was reduced with principal component analysis (PCA) into 150 dimen-
sions, which removed only a small fraction of the signal. The KNN method was run with
the Euclidean distance.

Table [ shows classification accuracy of the supervised ANN and MNR methods,
and kNN with a varying number of neighbours. The feature sets are the original sets
FULL, ATOMIC, as well as the automatically selected smaller feature set Fs40. Also
results with Arppe’s M6 feature set [2] are shown. The averages are calculated with 20-
fold cross-validation. The highest supervised accuracy, 0.66, is obtained with MNR and
the FULL feature set. The ANN classifier performs best with the automatically selected
Fs40 and the FULL set. The best results with kNN are obtained with middle values of k
for all feature sets. The best result for kNN, 0.65, was obtained with the automatically
selected Fs40 feature set for & = 5. The result is natural because the feature set was
optimized for SNN.

All the results are clearly better than the baseline 0.44. The results of FULL and Fs40
are significantly better than ATOMIC and Arppe’s manually selected M6 with the ANN
classifier. For kNN, Fs40 performed significantly better than all other methods, except
for the smallest value of k. In contrast, for MNR, only the FULL feature set performs

Table 4. Supervised classification accuracy of ANN, MNR, and kNN with different number of
neighbours £ using the four feature sets. The result for the significantly best feature set is printed
in bold for each method (row). For KNN, the best values of k for each feature set is underlined.

FuLL Atomic Fs40 Mé [2]

Avg Avg Avg Avg
ANN 0.62 0.59 0.64 0.59
MNR 0.66' 0.61' 060  0.63
KNN k=1 0.60 0.54 0.47 0.53
3 0.60 0.55 0.64 0.58
5 0.60 0.56 0.65 0.58
10 0.61 0.57 0.63 0.59
20 0.60 0.56 0.64 0.59
30 0.59 0.56 0.63 0.58
50 0.57 0.54 0.62 0.57
100 0.54 0.54 0.61 0.56

! Computed for the first 150 principal components.
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better than Arppe’s M6, possibly because the feature set was selected using MNR re-
sults [2]. The results show that supervised feature selection can reduce the complexity
of a parametric supervised method (ANN) without lowering quality and even improve
a non-parametric supervised methods (kNN) by selecting features relevant to the task.

5 Discussion and Conclusions

In this paper we have studied the use of an extensive set of linguistic features from the
amph data set in the near-synonym lexical choice task. We used a number of machine
learning methods and experimented on an automatically selected feature set. While the
automatically selected feature set uses a significantly smaller number of features, the
results are comparable to the original feature sets.

The best classification accuracy obtained in the task was 0.66 with multinomial lo-
gistic regression (MNR) for the FULL feature set of 651 linguistic features, by first
reducing the original dimensionality with principal component analysis to 150. The au-
tomatically selected feature set FS40 of only 40 features performed overall very well:
it improved over the manually selected Arppe’s M6 feature set [2] with ANN and gave
a comparable result to the FULL feature set. It also gave better results than any of the
other feature sets with K-means and kNN. The automatically selected feature set FS40
consists mostly of syntactic features, but also some semantic and morphological fea-
tures were selected as the most important ones. The FULL set generally improved over
the ATOMIC set, suggesting that combining or extracting features can help classifica-
tion. An analysis of the effect of different manually selected syntactic, semantic, and
morphological feature sets can be found in [2, p. 207].

All tested supervised methods reached approximately the same level of performance,
the best classification accuracies of each method were between 0.60 and 0.66. This
supports the findings in [3]] which says that this is the maximum accuracy that can be
obtained with supervised methods for this data set. Unsupervised methods did not per-
form as well as supervised methods, which is natural behaviour with a complex data
set like amph. However, supervised feature selection can improve unsupervised classi-
fication accuracy with an additional advantage of a significantly smaller set of features.
Unsupervised feature selection based on information theoretic measures instead of su-
pervised feature selection would be a step towards a completely unsupervised method.
Feature selection based on the simple kNN classifier does not improve the results of
the other supervised classifiers, when comparing to the FULL feature set. However, the
smaller models contribute to faster model training as well as smaller memory and com-
putational complexity.
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