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Preface

Information hiding techniques play a very important role in many areas including
defence, business, copyright protection and many other areas where information
needs to be protected. This book presents a sample of recent advances in information
hiding techniques and their applications.

The book includes 10 chapters. Chapter 1 is on image data hiding scheme based
on vector quantization and graph coloring. The scheme is capable to color each
codeword in the codebook in different colors, each of which represents some bits of
secret messages. The performance of the proposed scheme is validated to establish
the superiority of the scheme.

Chapter 2 is on copyright protection system for Android platform. In the sys-
tem, pre-specified copyright information is automatically embedded into pictures
using digital watermark technology. The system is suitable for the protection of
photographs taken by Android phones.

Chapter 3 is on reversible data hiding by coefficient adjustment algorithm. The
authors have demonstrated the merit of the proposed algorithms using simulations.
Chapter 4 is on Independent Component Analysis-Based Image and video water-
marking. A number of ICA-Based image and video watermarking algorithms in-
cluding case studies are presented.

Chapter 5 is on content based invariant image watermarking with high capacity. It
is demonstrated experimentally that proposed scheme offers a better image quality
and robustness. Chapter 6 is on single bitmap Block Truncation Coding (BTC) of
color images using cat swarm optimization. It is demonstrated that the proposed
scheme improves the decompressed BTC image quality.

Chapter 7 is on genetic-based wavelet packet watermarking for copyright
protection. Chapter 8 is on lossless text steganography in compression coding.
Chapter 9 presents a fast and low-distortion capacity adaptive synchronized acoustic-
to-acoustic steganography scheme. The final chapter is on video watermarking with
shot detection. Experimental results demonstrate the superiority of the scheme.



VI Preface

We are grateful to the authors and reviewers for their excellent contributions. The
editorial support by Springer-Verlag is acknowledged.

Jeng-Shyang Pan, Taiwan
Hsiang-Cheh Huang, Taiwan
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Summary. Vector quantization, i.e., VQ, is an important image compression method. In the
past, many data hiding schemes have been proposed based on VQ. However, none of them
is graph coloring based, although graph coloring has been used in many applications. In
this work, we propose a VQ-based data hiding scheme using graph coloring. The proposed
scheme colored every codeword in the codebook in different colors, each of which repre-
sents some bits of secret messages. Then the scheme hidden data into the compression code
through replacing one codeword in a color with another codeword in another color. The per-
formance of the proposed scheme was evaluated on the basis of embedding capacity and
imperceptibility, which proved the scheme’s validity.1

1.1 Introduction

At the present time, computer science is making great advancements with the speed
of computers and the bandwidth of the Internet seemingly increasing every day. This
provides people more convenience in processing multi-media data, but, due to the
great quantities of such data that are being transmitted, most of the image, sound,
and video must be compressed before transmitting. Vector quantization is a popular
image compression method that manipulates the fact that most blocks in an image
are smooth and are similar to each other. VQ quantizes the image with a number
of representative blocks, noted as codebook, so that the image can be represented

1 Supported by the Fundamental Research Funds for the Central Universities.

J.-S. Pan et al. (Eds.): Recent Advances in Information Hiding and Applications, ISRL 40, pp. 1–17.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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as an index table of codewords in the codebook. Although VQ is simple, it can
effectively reduce the size of the image while maintaining an acceptable quality of
the compressed image.

Countless malicious attacks occur every day on the Internet, which is a public
environment. Therefore, many techniques have been developed to protect data from
illegal access. Data hiding in an image is one of those techniques that protect data
by disguising the existence of the secret data by hiding data in the image with slight
changes to the image on the condition that the modification cannot be perceived by
the human eye [1, 2]. Data hiding in a VQ compressed image is more difficult than
normal data hiding in the original image, since the size of the file that contains the
VQ-compressed image is far smaller than the original image, and changes to the
index table are usually more obvious.

In the past, many literatures related to VQ-based image data hiding have been
published. Lin et al. [3] proposed a scheme in which the codebook,CB, is partitioned
into two homogeneous parts, i.e., CB1 and CB2, where CB1 and CB2 are similar to
each other. When ‘0’ is to be embedded, the scheme finds the most similar codeword
in CB1, and when ‘1’ is to be embedded, the scheme finds the most similar codeword
in CB2. Lin et al.’s scheme is similar to the least-significant-bit(LSB) substitution
method. In 2005, Wu et al. [4] proposed a scheme that improved Lin et al.’s scheme
by providing a codeword editing procedure to make CB1 and CB2 more similar
to each other. However, both Lin et al’s and Wu et al’s methods can provide only
limited embedding capacity. Later, Li et al. [5] proposed a scheme that divides the
codebook into clusters according to the similarity between codewords. If the size
of the cluster equals 2k, then k bits of secret message can be hidden through the
replacement of the codewords in the cluster. However, the embedding capacity is
still limited because Li et al’s scheme requires the size of the cluster to be equal to
2k, which limited the number of clusters that can be used to embed data.

In the remainder of this work, we propose a scheme based on VQ and graph
coloring. In Section 1.2, some works related to the proposed scheme are introduced.
In Section 1.3, the proposed scheme is described. In Section 1.4, the experiment
results are presented to show the validity of the proposed scheme. We conclude this
chapter in Sec. 1.5.

1.2 Related Works

The proposed scheme makes use of vector quantization, graph coloring and particle
swarm optimization, and these processes are described in this section.

1.2.1 Vector Quantization

Vector Quantization is a lossy data compression method that is used often [6]. It
starts with the construction of a codebook that consists of codewords, each of which
indicates a block of pixels. To compress an image, VQ scans the image in a Zig-zag
manner, processing one block at a time with the block usually being 4× 4 pixels
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in size. Figure 1.1 shows the encoding and the decoding procedure of VQ. When
VQ process one block, it finds the most similar codeword in the codebook, which is
determined by Euclidian distance, as shown in Equation (1.1):

D(block, cw) =

√
15
∑

i=0
(block[i]− cw[i])2 , (1.1)

where block indicates the input block, and cw indicates the codeword in the code-
book; block[i] and cw[i] indicate the ith pixel value in the input block and in the
codeword, respectively. Then, VQ outputs the index of the most similar codeword
in the codebook to the index table as the compression code of the current input
block. After processing every pixel block in the image, the compression code con-
sists of two parts, i.e., the codebook and the index table. The decoder can recover
the VQ indexed image by the codebook and he index table as Figure 1.1 shown.

Fig. 1.1. The process of VQ compression.

1.2.2 Graph Coloring

Graph coloring includes vertex coloring, edge coloring, and face coloring [7]. In this
work, graph coloring indicates vertex coloring, which assigns colors to the vertex
of a graph so that none of the adjacent vertices has the same color. It is computa-
tionally difficult to color a graph. According to V. Guruswami et al.’s work [8], it is
non-deterministic polynomial-time hard to color a three-colorable graph with four
colors, meaning that it is impractical to color a graph that has a large number of
vertices. So in this work, particle swarm optimization was selected to provide an
approximate solution for a graph coloring problem [9].
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1.2.3 Particle Swarm Optimization

Particle swarm optimization (PSO) is an evolutionary algorithm [10]. It maintains
a lot of particles, each of which represent a candidate solution to the problem. A
particle noted as p has two properties,i.e., position, noted as x, and velocity, noted
as v. PSO optimizes the solution to a problem by improving every candidate solution
iteratively, as shown in Equation (1.2a) and (1.2b):

v(t + 1) = w× v(t)+R(c)× (p(t)− x(t))+R(c)× (g(t)− x(t)), (1.2a)

x(t + 1) = x(t)+ v(t + 1), (1.2b)

where, x(t) and v(t) indicate the position and the velocity of the particle at the
tth loop, respectively; p(t) and g(t) are the previous best position of the particle
and the previous best position of all the particles in the tth loop, respectively; w
and c are constant coefficients ,and R(c) is the uniform distribution on [0,c]. At
the beginning of the algorithm, PSO initiates all the informants randomly through
a pseudo-random number generator ,so that the results of different runs of PSO
are different. So, in the implementation, a fixed number is selected to initiate the
pseudo-random number generator. Due to the fact that the coloring result cannot be
retrieved without this number, the fixed number can be treated as a key to protect
the secret message, noted as KEY .

1.3 Proposed Scheme

In this section, the details of the proposed scheme are described.
Let I represent the cover image to be embedded in a binary message. The data

hiding scheme begins after the construction of the codebook, noted as CB, by con-
structing a graph G. To construct G, the scheme adds a vertex, v, into graph G for
every codeword in CB, so that every codeword has a corresponding vertex in G,
noted as v(CW ). After adding every vertex into G, the scheme adds an edge into
G for any two vertices v1, v2 such that the distance between their corresponding
codewords, D(cw1,cw2)≤ ad j thresh , where ad j thresh is a constant coefficient.

In the hiding scheme, every color can be denoted as an integer, so all the k colors,
where k is the power of 2, can be represented as C = {0,1, · · · ,k− 1}, so that every
color corresponds to log2 k bits of secret message. For example, color 3 indicates
‘011’ when k equals 8. After G is constructed, the scheme colors graph G with k
different colors using the PSO algorithm, ensuring that any two adjacent vertices
have different colors. The result of the coloring graph G is noted as Color(v).

Next, graph G must be refined. The scheme checks every vertex, v in graph G, by
iteratively testing whether a color can be found near v using a breadth-first search
in a certain distance noted as b f s thresh from v. Any vertex v that has colors that
cannot be found around it will be deleted from G. This procedure is repeated until
no vertex is deleted.
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1.3.1 Embedding Phase

The detailed embedding procedure is illustrated in pseudo-code in this subsection.

Input: a cover image I and a secret message Sd

Output: codebook CB and a VQ compression code
Step 1. Generate codebook CB according to cover image I using cell division
Step 2. Construct a graph G with the following steps:

For every codeword CW in codebook CB,
add a vertex v(CW ) to graph G.

For any two vertices, v1 and v2 , in graph G,
add an edge between them if their corresponding codewords cw1,cw2

satisfying that D(cw1,cw2)≤ ad j thresh .
Step 3. Color graph G with the PSO algorithm using a secret key KEY

with k colors
Step 4. Refine graph G

For every vertex v in the graph G :
use a breadth-first search to determine whether, within a certain
distance from the vertex v, there are vertices colored with all the k
colors. If not, delete v from graph G.

Repeat this step until no vertex must be deleted.
Step 5. For a block CWinput in cover image I,

find its most similar codeword CBmost similar word in CB.
If v(CBmost similar) exists in G

use a breadth-first search to find a vertex v′ that meets the
following requirements:

Color(v′) = Sd ,
D(v,v′)≤ b f s thresh.

output the index of the corresponding codeword of v′ as the
compression code of the current input block.
go to process Sd+1 with the next input block.

Else
out put the index of the current codeword CWmost similar as the
compression code of the current input block.
go to process Sd with the next input block.

1.3.2 Extracting Phase

The extracting phase is just the inverse procedure of the embedding phase. The
scheme constructs graph G according to the received codebook CB. Then, the
scheme uses PSO to color graph G with the same KEY to initiate the pseudo-random
generator. The coloring result will be exactly same as the result in the embedding
phase. When the scheme meets a VQ-compression code, index, the scheme checks
whether there is vertex v in graph G that corresponds the indexth codeword in
the codebook. If there is, Color(v) is just the information hidden in the VQ-
compression code. The corresponding block of the decompressed image is just the
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indexth codeword in the codebook which is different from most of the other VQ-
based data hiding schemes whose index table cannot be decompressed by the normal
VQ-decompression procedure.

1.3.3 Embedding and Extracting Example

In this subsection, a detailed example of the proposed scheme is provided for
illustration purposes.

Assume that we are using a codebook as Table 1.1 shows. The codebook, CB,
contains 14 codewords, which is far less than the usual size of the codebook, 256,

Table 1.1. Codebook of the embedding and extracting example.

Index Codeword

0 {183,185, 185, 184, 184, 185, 185, 184, 184, 185, 185, 184, 184, 185, 185, 183}

1 {179, 181, 181, 180, 180, 181, 181, 180, 180, 181, 181, 180, 180, 181, 181, 179}

2 {59, 57, 57 59, 57, 55, 55, 58, 57, 55, 54, 56, 60, 58, 58, 60}

3 {168, 169, 169, 168, 169, 170, 171, 169, 169, 171, 171, 169, 169, 170, 170, 167}

4 {164, 165, 165, 164, 165, 166, 167, 165, 165, 167, 167, 165, 165, 166, 166, 163}

5 {153, 155, 154, 153, 153, 155, 156, 154, 154, 156, 156, 154, 153, 154, 155, 153}

6 {149, 151, 150, 149, 149, 151, 152, 150, 150, 152, 152, 150, 149, 150, 151, 149}

7 {140, 141, 140, 138, 140, 141, 141, 140, 140, 142, 142, 141, 138, 140, 140, 139}

8 {136, 137, 136, 134, 136, 137, 137, 136, 136, 138, 138, 137, 134, 136, 136, 135}

9 {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}

10 {126, 125, 125, 126, 127, 126, 126, 127, 128, 127, 127, 128, 127, 127, 127, 127}

11 {122, 121, 121, 122, 123, 122, 122, 123, 124, 123, 123, 124, 123, 123, 123, 123}

12 {102, 101, 102, 103, 101, 100, 100, 101, 102, 100, 99, 101, 102, 101, 101, 102}

13 {98, 97, 98, 99, 97, 96, 96, 97, 98, 96, 95, 97, 98, 97, 97, 98}
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Fig. 1.2. Constructed graph G.

Fig. 1.3. Colored graph G.

but enough to illustrate our scheme. In the example, the ad j thresh is set at 41 while
the b f s thresh is set as 150. As in the first step, Graph G is constructed by adding
a vertex for every codeword, so that every codeword has a corresponding vertex.
The edges are then added to graph G. The proposed scheme iteratively tests whether
the distance between two vertices is less than the ad j thresh. If it is, the scheme
adds an edge between the two vertices. For example, D(cw0,cw1)=16 is less than
ad j thresh, 41, so there is an edge between them where cwi indicates the codeword
whose index is i. The constructed graph G is as Figure 1.2 shows.

Then graph G is then colored with k different colors, so that no adjacent two
vertices have the same color. Here, due to the small size of CB, many methods can
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Fig. 1.4. Refined graph G.

be applied to resolve the graph coloring issue. However, the PSO can provide good
security, so it is still adopted in this work. The PSO colored graph G is shown as
Figure 1.3.

The next step in the process is to refine graph G. The proposed scheme deletes
vertex, v, that there are colors that cannot be found using breadth-first search in a
certain distance from v, such as vertex 0 and vertex 1. The result is as Figure 1.4.

After having been refined, graph G can be used to hide data. The proposed
scheme scans the cover image in a Zig-zag manner, processing one block by one
block. In the image ‘baboon’, the first block, cwinput 1, is {46, 46, 46, 63, 46, 46, 46,
63, 51, 51, 51, 51, 92, 92, 92, 53}, due to D(cwinput 1,cw2) being the smallest one.
The most similar codeword for cwinput 1 is cw2, that has no corresponding vertex in
refined graph G. Therefore, the scheme outputs 2 as the compression code. In the
image ‘baboon’, the sixth block, cwinput 2 is {115, 167, 169, 103, 115, 167, 169,
103, 96, 164, 197, 166, 71, 154, 196, 179}, its most similar codeword is cw6, which
exists in graph G. Assuming the secret data is ‘00’ which is color 0, the scheme
found a vertex around cw6 colored with color 0 which is vertex 10 in graph G. As a
result, the scheme outputs 10 instead of 2 as the compression code that is embedded
with secret data ‘00’.

In the extracting phase, the scheme constructs, colors and refines graph G ex-
actly in the same manner as what the scheme has done in embedding phase. So in
extracting phase, the decoder can achieve a same graph G as Figure 1.4. For com-
pression code 2, if there is no vertex in graph G corresponding to codeword 2, there
is no secret data inside the compression code; while for compression code 10 , the
scheme finds that vertex 10 exists, so color(v), i.e. ‘00’ is the secret data and cw10 is
the pixel block that should be output as the VQ-coded image.

1.4 Experimental Results

In this section, some experimental results are presented to prove the validity of the
proposed scheme. The experiments were conducted on an Intel Core2 Duo P7450
computer at 2.13 GHz, and they were implemented in C using Intel Open CV
2.1.0 and Standard PSO in C [11]. Figure 1.5 shows the cover images used in the
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experiment in which Lena and Tiffany are smooth images; Baboon is a complicate
image; the others are normal images. The cover images are all 512× 512 pixels in
size.

In image steganography, embedding capacity indicates the number of secret bits
that can be hidden in a cover image. Usually, peak signal-to-noise ratio (PSNR)
is favored to evaluate the quality of the stego-images. The definition of PSNR is
illustrated in Equation (1.3a).

PSNR = 10log10

(
2552

MSE

)
, (1.3a)

MSE =
1

W ×H

H−1

∑
x=0

W−1

∑
y=0

(I(x,y)− I′(x,y))2
, (1.3b)

where I and I′ denote the cover image and the stego-image, respectively, both of
which have the same size. I(x,y) denotes the pixel value of the cover image at the
xth row and yth column. W and H denote the width and the height of the image, re-
spectively. PSNR is widely used in the evaluation of image quality. A higher PSNR
indicates better quality of the stego-image.

In the proposed scheme, 4 parameters, i.e., k, ad j thresh, b f s thresh and the
size of the codebook, influence the experimental results. The symbol k controls the
number of all colors used to color graph G; ad j thresh controls the distance between
the vertices of graph G; b f s thresh controls the radius of the breadth-first search,
and ensures that the data hidden in the compression code is recoverable through the
refine step; the size of the codebook influences the generation of codebook which is
the base of graph G.

Figure 1.6 shows the influence of ad j thresh on the proposed scheme. In this ex-
periment, the size of codebook is set as 512. It can be observed that as the ad j thresh
increases, the embedding capacity also increases while the PSNR decreases either.
However the increment of the embedding capacity is not stable, as such, sometimes
the embedding capacity even decreases. This is a result of when ad j thresh in-
creases, more edges can be added to graph G leading to a more complicated graph
G which is harder for the PSO to color.

Figure 1.7 illustrates the variation of the embedding capacity and the PSNR when
b f s thresh varies. When k = 8, the variation is minimal. It is normal that the embed-
ding capacity only minimally increases, while the PSNR also minimally decreases,
because an increase in b f s thresh means that the radius of the breadth-first search
is larger, so that the difference between the original index and the stego-index may
be larger, which will finally lead to a decrease in PSNR. When k is set to 32, the
variation is significant. In this case, when b f s thresh is in the range of 20 to 40,
the embedding capacity is 0. However, when the b f s thresh is larger than 40, the
embedding capacity increases stably. The PSNR also varies significantly, due to
b f s thresh being less than 40. Because of this, there are not enough vertices around
a vertex to be colored with 32 different colors, so that there is no data embedded
and the PSNR is the same as the VQ-coded image’s PSNR. This means that when k
increases, the b f s thresh should also increase.
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(a) Airplane (b) Baboon

(c) Boat (d) Pepper

(e) Tiffany (f) Lena

Fig. 1.5. Images used to test the proposed scheme.
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(a) VQ-coded image (b) Stego-image 1

(c) Stego-image 2 (d) Stego-image 3

Fig. 1.9. Image “Airplane” and its stego-images.

The influence of the size of the codebook is shown in Figure 1.8. It can be
observed that as the size of the codebook increases, the embedding capacity and
the PSNR increases simultaneously. This result is different from the influence of
b f s thresh. It occurs because the size of the codebook can improve the quality of
the VQ-coded image and the improvement is usually larger than the negative influ-
ence caused by the embedding of the secret data. However, sometimes the embed-
ding of secret data counterbalances the improvement brought about by the increase
of codebook size which can depicted in Figure 1.8 when ad j thresh, b f s thresh, k
and codebook size is 40, 240, 32, and 128, respectively.

In Figure 1.9, the resulting images of the proposed scheme with different param-
eters are presented. The sizes of the codebook of different image are all set as 512.
Figure 1.9(a) shows the original VQ-coded image; stego-images 1,2 and 3 are the
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(a) Airplane (b) Baboon

(c) Boat (d) Pepper

(e) Tiffany (f) Lena

Fig. 1.10. Stego-images.
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results of the proposed scheme when ad j thresh is 20, 30, 40; b f s thresh is 60,
120, 240; k is 8, 16, 32, respectively. Compared with the original VQ-coded image,
the modification in stego-image 1 is totally imperceptible and the modification in
stego-image 2 is still acceptable. However, the modification in stego-image 4 is too
obvious. Figure 1.10 illustrates the stego-images of the proposed scheme with the
same parameter as the stego-image 1 in Figure 1.9. It can be observed that our pro-
posed scheme performs well on all the cover images. The embedding capacity and
the PSNR of the images in Figure 1.10 are shown in Table 1.2.

Table 1.2. Performance of the proposed scheme.

Picture

ad j thresh = 20,
b f s thresh = 60,
k = 8

ad j thresh = 30,
b f s thresh = 120,
k = 16

ad j thresh = 40,
b f s thresh = 240,
k = 32

bits PSNR bits PSNR bits PSNR

Airplane 31659 30.351415 44304 29.224346 59660 27.017768
Baboon 11772 24.373809 20332 23.95553 0 24.540745
Boat 33492 28.447689 51116 27.212622 59660 25.451332
Pepper 29829 29.387094 51744 27.496079 44845 25.822918
Tiffany 44499 31.341663 61480 29.638875 79550 27.532017
Lena 39786 29.526763 46384 28.46273 78240 24.821300

1.5 Conclusions

In this work, we proposed a scheme based on VQ and graph coloring that can pro-
vide both good quality stego-images and good embedding capacity stego-images,
which means our scheme is very flexible. The stego-index table that our proposed
scheme outputs can be decompressed into a meaningful picture, while most of the
other VQ-based data hiding schemes cannot accomplish this, which means our pro-
posed scheme is valid and useful to steganography. Also, the proposed scheme ma-
nipulates PSO as a coloring method, which provides better security since the num-
ber to initiate the pseudo-random number generator is, in fact, a key. In addition,
graph coloring was successfully applied in the image data hiding based on vector
quantization. Therefore, our scheme provides flexibility, security, and innovation.
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Summary. In recent years, Camera Smartphone has become a popular consumer electronics
product. Young people like to use it to record their daily lives; moreover, they will share these
photos and information to others. But the photos may be used without consent after they are
uploaded to Internet. To avoid this problem, one can embed visible and invisible watermarks
into images. However, an additional process for embedding watermarks should be performed
before an image is uploaded. When the number of photos becomes large, the process for
embedding watermarks will bother the user. Thus, in this chapter, we propose a copyright
embedding system for Android platform. Using this system, pre-specified copyright informa-
tion is automatically embedded into pictures with digital watermark technology when these
pictures are taken. In addition, original images (i.e., images without watermarks) can be pre-
served selectively. Proposed system has following features: (1) computational complexity of
watermark embedding process is possibly reduced for handheld mobile system; (2) the wa-
termark can be extracted without the use of the original image; (3) the watermark embedded
into an image would not be removed by commonly used image processing operations; (4)
embedding copyright information, resizing the images, and uploading images to Internet are
automatically performed without manual intervention. Therefore, this system is very suitable
for the protection of the photographs taken by Android phones to prevent piratical behaviors.

2.1 Introduction

In recent years, the Camera Smartphone has become a popular consumer electron-
ics product. Young people like to use that to record their daily lives; moreover, they
will share these photos and information to others. However, the photos may be used
without consent after they are uploaded to Blogs. Since digital images can easily
be to redistributed without agreement, related researches on digital right protection

J.-S. Pan et al. (Eds.): Recent Advances in Information Hiding and Applications, ISRL 40, pp. 19–32.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013

https://sites.google.com/site/hch888dr/
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have attracted much attention in recent years. Among all schemes, digital water-
markin [1]–[7] can still protect digital images when they are displayed. Thus, it can
be used as one of the approaches to preventing image piracy. Digital watermarking
is a process to embed some information (i.e., watermarks) to image data. The wa-
termarked image can still be displayed, and the embedded information is used for
owner identification in the future. In practice, the watermark embedding algorithm
can be designed to resist re-encoding, compression, D/A converting and image pro-
cessing operations. Therefore, digital watermarking has been considered as the un-
derlying technology in several digital rights management (DRM) applications [2].
For instance, In copy prevention, digital watermarking may be used to embed li-
cense information so that hardware devices and software can detect illegal use of
digital contents. In copyright protection applications, the watermark may be used
to identify the copyright holder and ensure proper payment of royalties. Moreover,
there are a number of other applications for which watermarking has been used or
suggested. These include broadcast monitoring, transaction tracking, authentication,
copy control, and device control [2].

Although one can embed visible and invisible watermarks into pictures to pre-
vent image piracy, an additional process for embedding watermarks should be per-
formed before a picture is uploaded while necessary. When the number of photos
becomes large, the process for the embedding of watermarks will bother the user
due to the routine process. Thus, in this chapter, we propose a copyright embedding
system for Android platform. Using this system, pre-specified copyright informa-
tion is embedded into pictures with digital watermark technology when these pic-
tures are taken. In addition, original images (i.e., images without watermarks) can
be preserved selectively. Since computational complexity of watermark embedding
procedure is possibly reduced for handheld mobile system, processes including em-
bedding copyright information and resizing the photos along with uploading these
photos to Internet can be automatically performed. Thus, this system is very suitable
for the protection of the photographs taken by Android phones to prevent piratical
behaviors.

2.2 Related Works

Android is a software stack including an operating system, middleware and key
applications. Android relies on Linux version 2.6 for core system services such
as security, memory management, process management, network stack, and driver
model. Based on Linux kernel, Android provided a set of libraries, Android runtime
and an application framework. For application developers, the Android SDK pro-
vides the tools and APIs necessary to develop applications on the Android platform
using Java programming language.

Watermarking techniques can be briefly classified into additive, multiplicative,
quantization-based, and relationship-based schemes. They are briefly described as
follows.
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1. In additive schemes, a very weak W is added into original signal x, as shown in
Eq. (2.1):

Y = X +αW, (2.1)

where X is the original signal, Y is the watermarked signal and α is a constant,
referred to as watermark strength.

2. In multiplicative schemes, samples of the original data are multiplied by an in-
dependent signal (1+αW ). Precisely, multiplicative schemes can be described
by Eq. (2.2):

Y = X × (1+αW). (2.2)

3. In quantization based watermarking schemes, X is modified such that the quan-
tization indices imply a watermark with a certain quantization step q. For ex-
ample, a binary watermark W can be embed into the signal X with following
Eq. (2.3): {

�Y
q + 0.5� mod 2 = 0, if W = 0;

�Y
q + 0.5� mod 2 = 1, if W = 1.

(2.3)

In this example, signal X is modified into Y such that its quantization index is
an even number to imply a binary value ‘0’, and vice versa.

4. The basic idea of relationship-based watermarking is to use two pixel values
or transform domain coefficients in an image to represent each bit of a binary
watermark. If the first value is larger than the second, then an ‘1’ is encoded;
otherwise, a ‘0’ is encoded. Hsu and Wu [8] proposed an approach using middle
frequency coefficients chosen from one or more 8× 8 DCT blocks to embed
watermarks. Quantization operation is taken into account in this approach so
that watermarks can survive the JPEG lossy compression. In [9], six coefficients
are selected from a DCT block and then the first coefficient is exchanged with
the largest or smallest coefficient among them according to to watermark bit
value. A closely related approach was proposed in [10]. These approaches may
also achieve good robustness.

2.3 Automatic Photograph Publishing System

In this section, we describe how to watermark a photograph with the proposed sys-
tem, perform the resizing of images, and uploads the output image to Internet. The
watermarking approach adopted in the system is also introduced briefly.

2.3.1 Procedures for Automatic Photograph Publishing

The automatic photograph publishing process proposed in this chapter involves
three major tasks: (1) watermarking embedding, (2) image resizing, and (3) image
uploading. These three tasks are integrated appropriately into the automatic photo-
graph publishing process to reduce computational complexity. A flow diagram of
the proposed automatic photograph publishing process is shown in Fig. 2.1. The
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Fig. 2.1. Flow diagram of the proposed Automatic photograph publishing process

five steps included in the automatic photograph publishing process are described as
follows.

1. Transform the photograph into Haar wavelet domain.
2. Embed the pre-specified watermark into the photograph.
3. Transform the photograph to pixel domain according a pre-specified resize fac-

tor.
4. Add a visible watermark (i.e., copyright information) to the photograph.
5. Upload the watermarked photograph to Internet.

Since Haar wavelet with some modifications may be performed without floating-
point operations, it is very suitable for constrained devices such as handheld sets.
Moreover, Haar wavelet transform is an orthonormal transform, so the visual qual-
ity of the watermarked image can be evaluated directly in the transform domain.
In the second step, the watermarking scheme proposed in [11] is adopted to em-
bed the watermark into photographs. This watermarking scheme will be introduced
in follow subsections. After the watermark is embedded, the watermarked image
may be resized so that it is applicable to the Internet environment. To resize the
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watermarked image, we can use only the low and middle frequency coefficients in
Haar wavelet domain to perform inverse Haar wavelet transform. Thus, if HH1,
HL1 and LH1 coefficients are discarded, the image is resized to half the original
size. With the same manner, discarding HH1, HL1, LH1, HH2, HL2 and LH2 will
result in a quarter-size watermarked image. Therefore, image resizing and water-
mark embedding can be applied simultaneously. If the resize factor specified by the
user is not a power of 2, the resizing operation may not be performed by discard-
ing some wavelet coefficients. In the circumstances, the method proposed in [12]
is used to resize the image. Finally, we add a visible watermark with pixel domain
image processing techniques and upload the watermarked image to a pre-specified
web site.

2.3.2 The Watermark Embedding Process

To embed a watermark, an image is firstly transformed into Haar wavelet domain.
For each bit of the watermark, a number of coefficients in pre-specified subband
(e.g., LH3, HL3 or HH3) are then randomly chosen and modified. Finally, inverse
wavelet transform is applied to obtain the watermarked image.

When one bit of the watermark is to be embedded, an user-specified num-
ber of coefficients are chosen randomly. These coefficients are then changed such
that the first coefficient, in the order of being chosen, becomes the largest one
if an ‘1’ is to be embedded. If a ‘0’ is to be embedded, the coefficients should
be modified such that the first coefficient becomes the smallest one. Suppose ci,
i = 1, · · · ,n, are the chosen coefficients, n is the number of chosen coefficients,
W = {wi | wi ∈ {1,0},1 ≤ i ≤ L} is the watermark to be embedded, and L is the
length of the watermark W . Precisely, after modification step, the relationship be-
hind the coefficients is as Eq. (2.4)⎧⎨

⎩
c
′
1 ≥ max

(
c
′
2,c

′
3, · · · ,c

′
n

)
+ δ , if wi = 1,

c
′
1 ≤ min

(
c
′
2,c

′
3, · · · ,c

′
n

)
+ δ , if wi = 0,

(2.4)

where c
′
i, i = 1, · · · ,n are the modified coefficients, wi is a particular bit of the water-

mark code, and δ , δ ≥ 0, is the strength parameter specifying the difference between
the first coefficient and the largest (smallest) one among remaining coefficients. In-
tuitively, the larger the value of δ , the more robust the watermark. However, the per-
ceptual fidelity of the watermarked image will decrease when a larger δ is adopted.
For different applications, the value of δ should be specified by the user.

To clarify the description, a simple example of implying a watermark bit with
coefficients is given. Suppose an ‘1’ is to be embedded and five coefficients, −5,
112, −1, 107 as well as 13, are chosen randomly. A straightforward manner is to
increase the value of the first coefficient, −5, to a value equal to or larger than 112,
and other coefficients are left unchanged. By this manner, the first coefficient, −5,
should be increase to 112+ δ to embed an ‘1’.
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2.3.3 Optimal Method for Embedding Binary Value

In order to obtain enhanced result in the image quality, more than one coefficient
should be considered at the same time. To embed an ‘1’, if the first coefficient c1

is increased to x+ δ , all coefficients larger than x should be decreased to x to fit
the rule shown in Eq. (2.4). Therefore, it is possible to find the optimal value of x
such that the watermarked image have the best quality according to an appropriate
quality metric.

In this chapter, we adopt PSNR as the image quality metric due to its simplicity.
If the mean square error (MSE) of the modified coefficients is minimized, the PSNR
value is maximized simultaneously. Suppose a bit of ‘1’ is to be embedded into n
coefficients. If c1 is increased to x+δ and all coefficients larger than x are decreased
to x, the square error (SE) value can be calculated as Eq. (2.5):

SE(x) = ((x+ δ )− c1)
2 + ∑

ci>x
(ci − x)2. (2.5)

Then the minimum of SE(x) can be obtained by finding out the value of x where
the first derivative of SE(x) is equal to 0. The first derivative of SE(x) is shown in
Eq. (2.6), and the optimal value of x is shown in Eq. (2.7).

d
dx

SE(x) = 2× (x+ δ − c1)+ 2× ∑
ci>x

(x− ci), (2.6)

x =

(
∑

ci>x
ci

)
+ c1 − δ

k+ 1
, i = 1, · · · ,n, (2.7)

where k is the number of coefficients larger than c1. In Eq. (2.7), it is assumed that
only k largest coefficients and c1 be modified. Therefore, the value of x should be
larger than the (k+1)-th largest coefficient but smaller than k-th largest coefficient.
The algorithm to find the optimal value x is as follow:

Obtain d1,d2, · · · ,dn by sorting c1,c2, · · · ,cn

such that d1 ≥ d2 ≥ ·· · ≥ dn

Suppose c1 is the (k+ 1)-th largest value
If (k+ 1) = 1

xopt = d2, Stop
End If
For i = 1 to k

x =

(
∑i

j=1 d j

)
+dk+1−δ

i+1
If di+1 < x ≤ di

xopt = x, Stop
End If

End For
xopt = c1, Stop
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After completing the algorithm, the optimal value of x can be found. c1 can then be
modified to x+ δ , and all coefficients larger than x be modified to x to embed a bit
of ‘1’. A similar algorithm to find the optimal value to embed a ‘0’ is as follow:

Obtain d1,d2, · · · ,dn by sorting c1,c2, · · · ,cn

such that d1 ≤ d2 ≤ ·· · ≤ dn

Suppose c1 is the (k+ 1)-th smallest value
If (k+ 1) = 1

xopt = d2, Stop
For i = 1 to k

x =

(
∑i

j=1 d j

)
+dk+1+δ

i+1
If di+1 > x ≥ di

xopt = x, Stop
End If

End For
xopt = c1, Stop

Finally, c1 is decreased to x−δ , and all coefficients smaller than x be increased to x
to embed a bit of ‘0’.

Continuing the example in previous subsection, if δ = 0, the SE(x) value is:

SE(x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(x− 112)2+(x+ 5)2

if 107 ≤ x < 112;
(x− 112)2+(x− 107)2+(x+ 5)2

if −1 ≤ x < 107;
(x− 112)2+(x− 107)2+(x+ 1)2 +(x+ 5)2

if −5 ≤ x <−1.

(2.8)

By applying the proposed algorithm, the optimal value of x, about 71.3, can be ob-
tained. The curve of SE(x) is shown in Fig. 2.2. It is clear that SE(x) is the minimum
when x = 71.3.

2.3.4 The Watermark Extraction Process

The simplest extracting method is to pick up the same coefficients and determine
if the first coefficient is largest or smallest. However, the watermarked image may
be distorted due to some image-processing operations, and the first coefficient is
possibly no longer the largest or the smallest one. Hence, the purposed extracting
method is to compare the first coefficient with the largest and smallest ones among
remaining coefficients. If the value of the first coefficient is closer to the largest
one among remaining coefficients, an ‘1’ will be extracted; otherwise, a ‘0’ will be
extracted. This method can be described as Eq. (2.9):

w
′
i =

{
1, if c”

1 ≥ 1
2

(
c”

max + c”
min

)
;

0, otherwise.
(2.9)
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Fig. 2.2. Curves of (x−112)2 +(x+5)2 (curve 1), (x−112)2 +(x−107)2 +(x+5)2 (curve
2) and (x−112)2 +(x−107)2 +(x+1)2 +(x+5)2 (curve 3)

c”
max = max

(
c”

2,c
”
3, · · · ,c”

n

)
(2.10a)

c”
min = min

(
c”

2,c
”
3, · · · ,c”

n

)
(2.10b)

where c”
i , i = 1, · · · ,n are the coefficients obtained from an image to be judge, and

w
′
i, 1 ≤ i ≤ L, is the extracted binary value. A comparison between the extracted

binary string W
′
, W

′
= {w

′
i | w

′
i ∈ {1,0},1 ≤ i ≤ L}, and the watermark W is then

performed. Finally, the number of correct bit is compared with a certain threshold
to determine if the watermark exists or not.

2.4 Experimental Results

In this section, some experimental results are presented to illustrate the practicality
of our system. In the first part of the experiments, the robustness of the adopted
watermarking algorithm was evaluated. An 1000-bit watermark was generated ran-
domly and used in this experiment. To embed one bit of the watermark, twelve
coefficients were chosen from LH2, HL2 or HH2 subband. In other words, n is
equal to 12 in our experiments. The strength parameter δ is assigned to 0.

To determine the threshold of the number of correct watermark bits, 58600 im-
ages chosen from Corel Gallery 1000000 were watermarked using the embedding
algorithm described in Section 2.3.3. Then, the threshold was chosen such that wa-
termarked and unwatermarked images could be well separated. The experimental
result was shown in Fig. 2.3. According to the result, the value of threshold was
assigned to 0.6 in all following experiments.
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Fig. 2.3. Results of applying watermark detection process to 58600 watermarked and non-
watermarked images

To evaluate the robustness of the proposed approach, six popular testing images:
Lena, Baboon, F16, Fishing Boat, Pentagon, and Peppers are watermarked with
the proposed watermarking approaches. Then, four image processing operations,
JPEG compression, Gaussian filtering, sharpening, line removing and rescaling were
applied on the watermarked images. The result are shown in Fig. 2.4–Fig. 2.7.
As shown in Fig. 2.4, it is obvious that the watermark was still detectable until
JPEG quality was lower than 15%. Similar results can be obtained after line re-
moving, Gaussian filtering or sharpening as well as rescaling. These experimental
results show that the adopted watermarking approach are robust on minimizing the
perceptual distortion.

In the second part of experiments, an HTC desire HD smartphone with Android
2.3.3 was used as a test bed. A 512-bit watermark was used in the experiments, and
every watermarked image was resized to quarter size of the original photograph. No
visible watermark was added to the image before it was uploaded. In our experiment,
six 3264× 2448 photographs were taken, watermarked, resized and uploaded to a
pre-specific web site with the smartphone. In order to evaluate the image quality,
the uploaded images were saved with lossless compression. The photographs up-
loaded to the web site are shown in Fig. 2.8. After JPEG compression was applied,
the number and the percentage of correct bits of each watermark was presented in
Table 2.1.
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Fig. 2.4. Results of watermark detection after JPEG compression

Fig. 2.5. Results of watermark detection after line removing attack
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Fig. 2.6. Results of watermark detection after Gaussian filtering and sharpening

Fig. 2.7. Results of watermark detection after rescaling
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Fig. 2.8. Images watermarked by the proposed system



2 The Copyright Protection System for Android Platform 31

Table 2.1. The number and the percentage of correct bits of each watermark embedded in the
test image.

Images used in Quality factor (Q)

the experiment Q=30 Q=50

# % # %

Fig. 2.8(a) 423 82.6% 473 92.4%
Fig. 2.8(b) 427 83.4% 475 92.8%
Fig. 2.8(c) 415 81.1% 466 91.0%
Fig. 2.8(d) 413 80.7% 465 90.8%
Fig. 2.8(e) 437 85.4% 486 94,9%
Fig. 2.8(f) 434 84.8% 481 93.9%

As shown in Table 2.1, though JPEG compression was applied, about 85 percent
of the watermark bits are still correct. If a larger quality factor was used, an image
with better quality would be obtained, and the percentage of the correct watermark
bits would increase to 95%. Since the image resizing was applied while inverse Haar
wavelet transform was performed, these two operations can be completed in a few
seconds. Thus, the developed system is an practical solution to protect the copyright
of the photograph taken by Android smartphone.

2.5 Conclusion

In this chapter, we propose a copyright embedding system for Android platform.
Using this system, pre-specified copyright information is automatically embedded
into pictures with digital watermark technology when these pictures are taken. In
addition, original images (i.e., images without modification) can be preserved selec-
tively. This system has following features:

1. the watermarking approach based on Haar wavelet transform is adopted, and
the watermark embedding process itself can also be performed without floating-
point computation, so computational complexity of watermark embedding pro-
cess is effectively reduced,

2. the watermark can be extracted without the use of the original image,
3. the watermark embedded into an image would not be removed by commonly

used image processing operations, and
4. embedding copyright information, resizing the images, and uploading the im-

ages to Internet are automatically performed without manual intervention.

As shown in Section 2.4, this system is very suitable for the protection of the pho-
tographs taken by Android phones to prevent piratical behaviors. Therefore, our
approach points out a practical application for smartphones.
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Summary. This chapter presents three reversible data hiding schemes based on coefficient
adjustment algorithm. The proposed coefficient adjustment (CA) algorithm mainly consists
of three steps, which are block-mean removal, pixel squeezing, and pixel isolation. To pro-
vide a large hiding space, the mean removal firstly generates the differenced blocks from an
input image. A pixel in the differenced blocks can be obtained by subtracting the original
pixel value of the block from either the target codeword that was stored in a predetermined
codebook or a prediction mean. Then, the pixel squeezing approach further provides hiding
storage, while the pixel isolation approach minimizes distortion. Simulation demonstrated
that the proposed method provided a larger payload than existing techniques at various em-
bedding rates, and its corresponding PSNR was competitive. Moreover, a robust version of
the proposed method can be achieved by employing the CA algorithm in the integer wavelet
transform (IWT) domain. Experiments also confirmed that the resulting (marked) images
were robust against manipulations of the image such as JPEG2000, JPEG, brightness adjust-
ment, cropping, and inversion.

3.1 Introduction

Due to the steady development of network infrastructures and broadband services
provided by the Internet Service Providers (ISPs), people can quickly and eco-
nomically surf on the Internet. Several major services such as the world wide web
(WWW), e-mail, real-time messaging, voice-over internet packet (VoIP), and video
on demand (VOD) are widely used by individuals and organizations around the
world. However, illegal eavesdropping or data tampering and falsification may oc-
cur during transmission. Encryption/decryption techniques such as secure socket
layer (SSL), virtual private networks (VPNs), and digital signatures are often used
to address these issues. The vulnerabilities of various operating systems (and appli-
cations), hosts (and servers) can be exploited by malicious users. When attackers
compromised systems, confidential data, including credit card numbers, banking
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accounts and passwords, and private documents, may not be adequately secure.
Data hiding techniques [6, 20, 23] provide an alternative solution for protecting
(or securing) data. Some data hiding schemes [5],[21, 22],[30],[32],[34] are irre-
versible, meaning that an original host medium cannot be completely recovered by
the receiver after data have been extracted. Several authors[1]–[4], [7], [9]–[19],
[24]–[28], [31], [33], [35]–[37] have suggested reversible data hiding to overcome
this issue and preserve the originality of valuable (or priceless) media, including
those associated with law enforcement, medical and military image systems, and
geographic information. Six classifications of these methods are examined in the
following subsections.

3.1.1 Difference Expansion Techniques

Tian [26] used a difference expansion (DE) technique to derive high capacity, low-
distortion reversible data hiding. This technique divided the image into pairs of pix-
els, and a secret message was embedded into the difference between the pixels of
each pair that was not expected to cause overflow/underflow. Simulation showed
that the payload size and the perceived quality of the marked images generated by
the technique were optimal results among existing research at that time. Alattar [1]
used DE with vectors instead of pixel pairs to extend and improve the performance
of Tian’s algorithm. In a single pass, Alattar’s algorithm could embed several bits
into every vector. Applications of this algorithm could recursively occur across both
grayscale and color images. Weng et al. [35] suggested an algorithm for lossless
data hiding based on the invariability of the sum of pixel pairs and pair-wise differ-
ence adjustment (PDA). Higher peak signal-to-noise ratio (PSNR) can be achieved
by making smaller modifications to pixel pairs. In addition, PDA was proposed to
significantly reduce the overhead size. Hsiao et al. [9] suggested an algorithm to
hide data bits in two areas: data embedding and auxiliary information areas. The
former was further divided into three categories of the blocks. Namely, a message
was hidden in both the smooth and normal blocks, whereas the complex blocks con-
tained no data bit. The bitmap and other overhead were embedded in the auxiliary
information area. To increase hiding capacity, Hu et al. [10] proposed a variant DE-
based technique that improved the compressibility of the location map. Compared
to conventional DE-based schemes, their technique provided increased embedding
storage and performed well with a variety of image types.

3.1.2 Histogram-Based Schemes

Ni et al. [18] utilized the zero or minimum points of the histogram of an image and
slightly modified the pixel values to embed data bits into the images without any
loss. The PSNR generated by their method exceeded 48 dB. Based on the block
difference histogram of a host image, Lin et al. [14] presented a high performance
reversible data hiding. To achieve the goal, the algorithm selected a maximum point
to embed data bits. Simulation indicated that an average embedding rate of 1.13 bpp
can be achieved with a PSNR value around 30 dB. Lin and Hsueh [15] suggested a
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lossless data hiding scheme that is based on the three-pixel block difference. In the
host image, an absolute difference between a pair of pixels was used to embed data
bits. The difference that was associated with the largest number of pixel pairs in the
image was used. To embed a bit ‘1’ or ‘0’, the selected difference was increased by
1 or kept unchanged, respectively. An average hiding rate of 2.08 bpp (bit per pixel)
can be achieved by the scheme with a peak signal-to-noise ratio (PSNR) value of
22.06 dB. Lin et al. [16] proposed a multilayer scheme for reversible data hiding
based on modification of the difference histogram. By combining the peak point of
a difference image concept with a multilevel hiding strategy, the scheme maintained
high capacity while keeping distortion low. In first-level embedding, the low bound
of PSNR reached 42.69 dB. Tai et al. [24] used histogram modification technique
with a binary tree structure and presented a lossless data hiding approach. In addi-
tion, a histogram shifting technique was explored to prevent overflow/underflow. By
using the difference between adjacent pixels rather than a single pixel, their algo-
rithm operated at high capacity while maintaining low distortion. Based on modifi-
cation of the difference histogram between sub-sampled images, Kim et al. [12]
developed an efficient lossless data hiding algorithm. The algorithm shifted the
difference histogram and then embedded data bits into the modified pixel values.
The algorithm prevented any overflow/underflow issues and did not require over-
head information during data extraction. Normally, the algorithm reached a payload
size of 1.0 bpp. By using the interleaving maximum/minimum difference histogram
with the shifting technique, Yang et al. [33] achieved a high-capacity reversible
data hiding method. Owing to the interchangeable use of max-difference and min-
difference, the distortion can be significantly reduced. Simulation indicated that the
optimal embedding rate provided by the method was 1.120 bpp, with a PSNR value
of approximately 30 dB.

3.1.3 Prediction-Based Methods

Based on prediction-error expansion and the histogram shifting technique, Thodi
and Rodriguez [25] presented an effective and reversible method of data hiding.
Simulation showed that prediction-error expansion doubled the maximum embed-
ding capacity as compared to difference expansion. The perceived quality of the
marked images was good at a moderate embedding capacity. Tsai et al. [27] pre-
sented a lossless data hiding approach using predicted coding and histogram shift-
ing. The prediction technique first explored the similarities of neighboring pixels in
the image, after which the residual histogram of the predicted errors of the host im-
age hid the data bits. Compared to conventional histogram-based method, the result-
ing PSNR generated by the technique improved approximately 1.5 dB when embed-
ding the same amount of data bits. Chen et al. [4] used the additive prediction-error
expansion to embed a large amount data bits into images. Namely, the prediction-
error was used to embed a bit ‘1’ or ‘0’ by expanding it additively or leaving it
unchanged. Simulation showed that the scheme provided competitive performance
compared with other existing techniques. Yang and Tsai [28] presented a reversible
data hiding method by using interleaving prediction. All predictive values were
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transformed into histogram to generate high peak values and improve hiding ca-
pacity. For a single pass embedding, the average PSNR of the marked images was
larger than 48 dB. Lee et al. [13] developed an adaptive reversible data hiding ap-
proach based on the prediction of difference expansion. Simulation demonstrated
that a high perceived quality of the marked image can be achieved by the approach.
Moreover, the location map was not required during data extraction.

3.1.4 Interpolation-Based Algorithms

By using scaling-up neighbor mean interpolation, Jung and Yoo [11] proposed a
new lossless data hiding method. The interpolation technique provided the advan-
tages of low-time complexity and high-computing speed. Experiments indicated that
their method can embed a large amount of bits into the host image while keeping
distortion low. In addition, the resulting PSNR value was guaranteed to above 35 dB.
Luo et al. [17] presented a novel reversible data hiding scheme using an interpola-
tion technique, which can embed a secret message into images with imperceptible
modification. Owing to the slight modification of pixels, high perceived of the re-
sulting image was preserved. For single-layer embedding, the PSNR generated by
the scheme was larger than 48.13 dB.

3.1.5 Robustness-Oriented Approaches

Ni et al. [19] developed a robust lossless data hiding technique based on the patch-
work theory, the distribution features of pixel groups, error codes, and the permuta-
tion scheme. Although the payload size of the technique did not exceed 1,024 bits,
the marked images contained no salt-and-pepper noise and the resulting PSNR ex-
ceeded 38 dB. Additionally, the marked images generated by the technique were
robust against to JPEG/JPEG2000 compression. By shifting the mathematical dif-
ference values of a block, Zeng et al. [37] designed a lossless and robust data hiding
method. The data bits were embedded into blocks by shifting mathematical differ-
ence values. Due to the separation of the bit-0-zone and the bit-1-zone, as well as the
particularity of mathematical difference, the method was tolerant of non-malicious
JPEG compression to some extent. Comparing the method proposed by Ni et al.,
the obtained results showed that the method proposed by Zeng et al. increased em-
bedding capacity but at sacrifice of bit error rate and perceived quality. On the other
hand, Yang et al. [31] utilized the coefficient-bias scheme to propose the technique
of combinational reversible data hiding in both spatial and frequency domains. The
secret message (which can be divided into two parts) was embedded into the spatial
domain and/or frequency domain of a host image. Although the approach has the
capability of resisting manipulation, the pure payload size was not good enough.

3.1.6 Human Visual System

By considering the human visual system (HVS), Awrangjeb and Kankanhalli [2,
3] presented a novel reversible data hiding algorithm. Because the message was
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embedded into the host image with consideration of the HVS, the resulting marked
images contained no perceptible artifacts. Simulation confirmed that the algorithm
provided a higher payload size than other techniques at the time.

This chapter is organized as follows. In Sec. 3.2, we specify three reversible data
hiding methods based on the CA algorithm. The first two versions of the proposed
method were performed in the spatial domain in Sec. 3.3, whereas the third one of
the proposed method was implemented in the frequency domain in Sec. 3.4. Both
test results and performance comparisons were provided in Sec. 3.5. We conclude
this chapter in Sec. 3.6.

3.2 Coefficient Adjustment Algorithm

The proposed coefficient adjustment (CA) algorithm mainly consists of three steps,
which are block-mean removal, pixel squeezing, and pixel isolation. To provide a
large hiding space, the mean removal firstly generates the differenced blocks from
an input image. Then, the pixel squeezing approach further provides hiding storage,
while the pixel isolation approach minimizes distortion. The details of the algorithm
are specified in the following sections.

3.2.1 Bit Embedding

Let P = {pi j}n×n−1
i=0 be the jth non-overlapping block of size n× n that divided

from an input image. A (differenced) block can be obtained by { p̂i j}n×n−1
i=0 =

{pi j}n×n−1
i=0 −m j, where m j indicates either the prediction mean or the nearest neigh-

bor of the the jth block-mean that can be found in a predetermined codebook. (The
procedure of codebook generation will be described in Sec. 3.3.1). Then, p̂i j in a
differenced block is shifted to a new (squeezed) value p̃i j if it satisfies the following
criteria:

p̃i j =

{
p̂i j + γ , i f p̂i j <−γ
p̂i j − γ , i f p̂i j > γ (3.1)

Finally, pixel isolation is carried out. Namely, a differenced (or squeezed) pixel �pi j,
�pi j ∈ { p̂i j, p̃i j}, is adjusted to a new (isolated) value �pi j according to the following
rules:

�pi j =

{
�
pi j − (2k − 1)β , i f

�
pi j ≤−β

�pi j +(2k − 1)β , i f �pi j ≥ β
(3.2)

Both β and γ are control parameters, and k is a positive integer. Notably, the isolated
pixels carry no data bit. After these three steps, data bits are ready to be embedded
into �pi j with −β <

�pi j < β , by modulo 2k substitution. A marked block is formed
by adding m j to each pixel in the differenced block. This procedure is repeated until
all of the host blocks have been processed.
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3.2.2 Bit Extraction

First, divide a marked image into a series of non-overlapping blocks that measure
n× n. Let Q = {qi j}n×n−1

i=0 be the jth hidden block of the marked image. Also let
m j be the prediction mean (or the codeword that was extracted from the codebook
by a look-up table). The differenced pixels of the jth block are acquired using
{q̂i j}n×n−1

i=0 = {qi j}n×n−1
i=0 −m j. Thereafter, data bits can be extracted from a differ-

enced block. If −2kβ < q̂i j < 2kβ , then the data bits are obtained by applying mod-
ulo 2k. Subsequently, a differenced pixel that was originally less than -β is restored
by adding q̂i j to (2k − 1)β if q̂i j ≤ −2kβ ; a differenced pixel that was originally
larger than β is restored by subtracting q̂i j from (2k − 1)β if q̂i j ≥ 2kβ . Moreover,
to restore a differenced pixel that contains no data bit, q̂i j is added to γ if q̂i j > 0
and the corresponding flag in the bitmap is set to unity. Conversely, q̂i j is subtracted
from γ if q̂i j < 0 and the corresponding flag is set to 1. Finally, to restore the orig-
inal host block, add all of the differenced pixels in the jth block to m j. Repeat this
procedure until all data bits have been extracted.

3.2.3 Overhead Information Analysis

A bitmap that indicates whether or not a differenced pixel has undergone the squeez-
ing process is recorded during bit embedding. It is obvious that the overhead infor-
mation used in the process of pixel squeezing is

⌊
M
n

⌋×⌊N
n

⌋×n2 ≤ MN bits, where
the image size is M×N. To help the decoder later extract the data bits, overhead in-
formation can be losslessly compressed [8] and sent by an out-of-band transmission
to the receiver. From a data security point of view, the proposed algorithm provided
a more secure manner than the methods which embedded a message in combination
with the overhead information into a host medium.

To overcome the overflow/underflow issues, a similar pixel-shifting approach [13]
can be performed in the spatial domain before embedding. Namely, if a pixel p in
a host image satisfied either p < φ1 or p > φ2, p can be adjusted to a new value by
adding to or subtracting from an integer offset δ . Both φ1 and φ2 are two predeter-
mined threshold values.

3.3 Data Hiding in the Spatial Domain

The proposed CA algorithm which embeds a secret message into a host medium
in the spatial domain is specified in this section. First, the proposed CA algorithm
embeds data bits into images with the use of a codebook was introduced. Then, the
CA algorithm embeds data bits into images by using the prediction technique was
described.

3.3.1 Use of a Codebook

As described previously, the mean removal of the CA algorithm firstly generated the
differenced blocks from an input image. Namely, a pixel in the differenced blocks
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can be obtained by subtracting a pixel value of the block from the codeword that
was stored in a predetermined codebook. The codebook was generated by a hierar-
chical clustering algorithm using the radius weighted mean (RWM), in a two-class
clustering technique [29].

The encoding part of the CA algorithm with the use of a codebook is virtually
identical to the procedure of bit embedding specified in Sec. 3.2.1. Here, m j rep-
resents the selected codeword. More specifically, the codeword is determined by
finding the nearest neighbor of the block-mean that stored in a predetermined code-
book. The decoding part of the CA algorithm can be similarly obtained from the bit
extraction which listed in Sec. 3.2.2.

The numbers of overhead bits which including the bitmap and the index of the
selected codeword for each block are (a) n2 + 6, (b) n2 + 5, (c) n2 + 4, and (d) n2 +
3, when the codebook is composed of 64, 32, 16, and 8 codewords, respectively.
The size of a block is n× n. Restated, the total number of bits associated with the
overhead is (a) M

n × N
n ×(n2+6)=

(
1+ 6

n2

)
OH , (b)

(
1+ 5

n2

)
OH , (c)

(
1+ 4

n2

)
OH ,

and (d)
(

1+ 3
n2

)
OH respectively, when a codebook contains codewords with the

above four sizes. OH = MN denotes the size of an image.

3.3.2 Use of a Prediction Mean

To reduce the overhead size, the CA algorithm with the use of the prediction mean
was employed here. A small part of the secret message was first hidden in the first
l-row and l-column of a host image by the min-max approach when host block size
is l × l. A predicted mean was then subtracted from the pixels in a block so as to
generate a reduced block. In other words, most of the secret message is embedded
into the reduced blocks by the CA algorithm. Fig. 3.1 gives an overview of the
method.

Min-Max Approach

The concept of the min-max approach was to keep the minimum (or max-
imum) pixel of the (host) block unchanged. Without loss of generality, let

pmin = argmin{p j}(l×l)−1
j=0 , and let pmax = argmax{p j}(l×l)−1

j=0 be the minimum and
maximum pixel in a block P of size l×l, respectively. Both β and γ are control
parameters, k is a positive integer, and d is the input bit. The main steps of the
min-max algorithm are summarized as follows:

Step 1. Input a non-overlapping block P which derived from the first l-row (or
l-column) of a host image.

Step 2. Compute pmax and pmin of P, respectively.
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Fig. 3.1. A schematic view of the proposed method uses the min-max approach and the CA
algorithm with the prediction mean.

Step 3. If pmax ≥ 128, then subtract pmin from p j. Otherwise, subtract pmax from
p j to obtain a reduced value q j.

Step 4. If q j > γ , then q̃ j = q j − γ.

Step 5. If q j ≥ β (or q̃ j ≥ β ), then compute q′j = q j + β (or q′j = q̃ j + β ) (the
pixels are unqualified for carrying data bits).

Step 6. If 0 ≤ q j < β (or 0 ≤ q̃ j < β ), then evaluate q̂ j = 2× q j (or q̂ j = 2× q̃ j)
and add q̂ j to d (to form a hidden block).

Step 7. A marked block is introduced by adding (or subtracting) pmin (or pmax) to
(or from) a hidden block if pmax ≥ 128 (or pmax < 128).

Step 8. Repeat Step 1 until all blocks are processed.

Block-Mean Prediction

This section describes the three predictors [4] used in this approach, namely, the
MEAN predictor, the median edge detector (MED) predictor, and a simplified ver-
sion of the gradient-adjustment predictor (SGAP). Notably, the prediction is block-
based rather than pixel-oriented in the proposed method.

The SGAP predictor of block Cj is determined by the following formula:

mSGAP =

⌊
mA +mB

2

⌋
+

⌊
mD +mC

4

⌋
(3.3)
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where mA, mB, mC, and mD are the means computed from the respective four-
neighbour blocks of Cj, as illustrated in Fig. 3.2.

Fig. 3.2. A block Cj with its four neighboring blocks.

The MED predictor is

mMED =

⎧⎨
⎩

min(mA,mB), if mC ≥ max(mA,mB),
max(mA,mB), if mC ≤ min(mA,mB),
mA +mB −mC, otherwise.

(3.4)

The MEAN predictor is then defined by

mMEAN =

⌊
mA +mB

2

⌋
(3.5)

Simulation to test performance in hiding smooth images such as Lena and Pep-
pers confirmed that the proposed method with SGAP predictor has better hiding
performance. However, for hiding images with more texture (or edge) blocks than
smooth blocks, MEAN predictor was superior. Although the proposed method with
the MED predictor provided the best payload size among these three predictors at an
average PSNR value above 47 dB, its performance degraded significantly as PSNR
values approach 30 dB.

The encoding and decoding parts of the CA algorithm by using the prediction
technique is identical to the procedures of bit embedding and bit extraction that de-
scribed in Sec. 3.2.1 and Sec. 3.2.2, respectively, with the exception of m j. Namely,
m j was replaced by a prediction mean. Notice that the overhead information for
the coefficient adjustment algorithm with the use of prediction mean is

⌊
M−l

l

⌋×⌊
N−l

l

⌋× l2 < MN bits.

3.4 Data Hiding in the Frequency Domain

To achieve a method with a high hiding capacity and robust performance, we embed
a message into the frequency domain based on the CA algorithm. Said more accu-
rately, an input image was first decomposed to the integer wavelet transform (IWT)
domain. The IWT coefficients can be consecutively acquired by using the following
two formulas:
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d1,k = s0,2k+1 − s0,2k, (3.6)

and

s1,k = s0,2k +

⌊
d1,k

2

⌋
, (3.7)

where �x� is a floor function.
The encoding and decoding parts of the CA algorithm that performed in the

IWT domain were similar to the procedures specified in Sec. 3.2.1 and Sec. 3.2.2.
Note that only the last two steps of the CA algorithm, namely, pixel squeezing and
pixel isolation were employed here during bit embedding. More specifically, data
bits were embedded into the blocks which derived from the three high sub-bands,
namely, the low-high (LH), high-low (HL), and high-high (HH) sub-bands of the
IWT coefficients, respectively. The number of bits for the overhead information
which used to signify whether or not a coefficient of the block undergone adjust-

ment for the CA algorithm is

⌊
1
2 M
u

⌋
×
⌊

1
2 N
u

⌋
×u2×3 ≤ 3

4 MN, where the block size

is u×u.

3.5 Experimental Results

Several greyscale images were used as host images, each with a size of 512× 512
pixels. A quarter of the host image Lena was used as the test data. To obtain a high
PSNR performance, the integer k was set to 1, whereas a larger payload can be
achieved by setting k to 2. To provide a variety of bit rate, the values of two control
parameters β and γ were not fixed. In practical, the relationship between β and γ
was |β | > |γ| > 0. Simulation generated by the proposed CA algorithm with the
uses of codebook and prediction mean, respectively, were shown in the following
subsections. The robustness of the CA algorithm performed in the IWT domain was
also examined.

3.5.1 CA Algorithm with the Use of Codebook

Fig. 3.3 displayed the PSNR and payload that were achieved by the CA algorithm
using the codebook of size 64. The block measured 5×5. The figure revealed that the
PSNR was around 30 dB when the payload was about 1.6 bpp for images Lena, Jet,
and Peppers. A maximum payload of 1.40 bpp was achieved for all images except
Baboon.

To demonstrate the performance of the proposed method using codebooks of
various size, Fig. 3.4 plotted the tradeoff between PSNR and payload for image
Lena. Figure 3.4 demonstrated that a larger codebook corresponds to a larger PSNR
achieved using the proposed method. In the legend to Fig. 3.4, ‘Codebook-64,’
‘Codebook-32,’ ‘Codebook-16,’ and “Codebook-8,” refer to applications of the CA
algorithm using a codebook of 64, 32, 16, and 8 codewords, respectively.
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Fig. 3.3. PSNR and payload yielded by CA algorithm using a codebook of size 64.

Fig. 3.4. PSNR and payload generated by the CA algorithm with codebooks of various sizes
on image Lena.
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The PSNR is defined by

PSNR = 10× log10

(
2552

MSE

)
, (3.8)

where

MSE =
1

MN

N

∑
i=1

M

∑
j=1

(x̂(i, j)− x(i, j))2

if the image size is M ×N. Here x(i, j) and x̂(i, j) denote the pixel values of the
original image and the marked image, respectively.

3.5.2 CA Algorithm with the Use of Prediction Mean

To demonstrate the hiding performance of the CA algorithm with the MEAN prod-
ictor, Fig. 3.5 depicted the relationship between the embedding rate and PSNR on
several images. Block size was 3× 3. The figure showed that, for all images except
Sailboat and Baboon, the maximum hiding rate was 1.24 bpp with average PSNR
value of 27.60 dB.

Fig. 3.5. PSNR and bit rate generated by the CA algorithm with the MEAN predictor on
several images.
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3.5.3 Robust Version of the CA Algorithm

The marked images generated by embedding test data in host images via the CA al-
gorithm implmented in the IWT domain were shown in Fig. 3.6. The block size was
4×4. It can be seen from Fig. 3.6 that the perceived quality was acceptable. Their
average PSNR and bit rate were 30.97 dB and 1.235 bpp, respectively. Moreover,
the relationship between PSNR and bit rate for the proposed method was depicted
in Fig. 3.7. From the figure we can see that the maximum PSNR of value 48.30 dB
can be achieved at the bit rate of 0.257 by the proposed method. On the other hand,
the maximum hiding rate was 1.427 bpp with the PSNR of value 29.98 dB.

Fig. 3.6. The marked images (with PSNR and bit rate) generated by the CA algorithm per-
formed in the IWT domain. (a) Lena (32.47 dB/1.293 bpp), (b) Jet (31.18 dB/1.147 bpp), (c)
Peppers (31.77 dB/1.273 bpp), and (d) Goldhill (30.29 dB/1.229 bpp).
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Fig. 3.7. Trade-off between PSNR and bit rate for the CA algorithm performed in the IWT
domain.

To reveal the robustness of the CA algorithm performed in the IWT domain,
examples of extracted watermarks (size of 210× 210 pixels with 8 bits/pixel, 2
colours) after various manipulations of the image were depicted in Fig. 3.8. The bit
correct ratio (BCR) was also included. The BCR is defined by

BCR =

⎛
⎜⎜⎝

ab−1
∑

i=0
wi ⊕ w̃i

a× b

⎞
⎟⎟⎠× 100%, (3.9)

where wi and w̃i represent the values of the original watermark and the extracted
watermark, respectively, as well as the size of a watermark is a× b. It is clear that
the BCR for an extracted watermark is 100% when a marked image without be-
ing attacked, as shown in Fig. 3.8(a). Although the BCR in Figs. 3.8(b), 3.8(c),
and 3.8(e) are not high, the extracted watermarks were identifiable. Figures 3.8(d)
and 3.8(f) also confirm that the watermarks extracted from the manipulated images
were recognizable.

3.5.4 Performance Comparison and Discussions

Several existing reversible data hiding techniques were compared with the pro-
posed CA algorithms. Hiding performance using these techniques was tested in
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Fig. 3.8. Examples of extracted watermarks after various manipulations. (a) Manipulation-
free (BCR=100%); (b) Brightness (+50%) (BCR=66.6054%); (c) JPEG (CR=1.14)
(BCR=67.6599%); (d) JPEG2000 (CR=1.37) (BCR=85.1111%); (e) Cropping (50%)
(BCR=41.0113%); (f) Inversion (BCR=100%).
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three images, namely, Lena, Jet, and Baboon, each of which had PSNR values of
approximately 48 dB. Table 3.1 compared their hiding performance results. Note
that the methods of ‘CA algorithm-A’ and ‘CA algorithm-B’ indicate the proposed
CA algorithm using a codebook of size 64, and the MEAN predictor, respectively.
Clearly, the average hiding capacity provided by the proposed methods including
‘CA algorithm-A’ and ‘CA algorithm-B’ yielded the largest payload among these
methods with competitive PSNR values. Additionally, the hiding capacity provided
by ‘CA algorithm-B’ was about three times that achieved by the Tai et al. ap-
proach [24] and four times that achieved by the Kim et al. scheme [12].

The payload and PSNR (around 30 dB) comparisons between the proposed CA
algorithms and existing schemes were listed in Table 3.2. Note that ‘CA algorithm-
C’ denotes the CA algorithm implemented in the IWT domain. Table 3.2 indicated
that ‘CA algorithm-A’ provided the best performance of the average payload size,
while the PSNR value yielded by ‘CA algorithm-C’ was superior.

Table 3.1. Hiding performance (Payload/ PSNR) comparison between various methods when
PSNR value was approximately 48 dB.

Methods Lena image Jet image Baboon image Average

Lin et al.’s algorithm [16] 65,349 /
48.67

69,941 /
48.67

38,465 /
48.67

57,919 /
48.67

Tai et al.’s approach [24] 22,377 /
48.32

45,472 /
48.53

9,818 /
48.21

25,889 /
48.35

Hong et al.’s technique [7] 86,178 /
48.93

71,610 /
48.79

16,575 /
48.29

58,121 /
48.67

Kim et al.’s scheme [12] 20,121 /
48.9

32,631 /
49

6,499 /
48.7

19,750 /
48.87

CA algorithm-A 105,925 /
47.65

120,914 /
47.56

39,431 /
48.01

88,757 /
47.74

CA algorithm-B 90,473 /
48.09

106,037 /
47.52

34,946 /
48.04

77,152 /
47.88
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Table 3.2. Payload and PSNR comparison between the proposed method and other methods
(with PSNR around 30 dB).

Methods Lena image Jet image Peppers
image

Goldhill image Average

Lin et al.’s
technique [14]

231,971 /
30.2

289,877 /
30.1

268,042 /
30.2

234,160 /
30.1

256,013 /
30.15

Hsiao et al.’s
scheme [9]

303,700 /
30.00

286,488 /
30.00

303,736 /
30.00

245,370 /
30.00

284,824 /
30.00

Zeng et al.’s
algorithm [36]

282,147 /
30.12

338,492 /
30.08

317,194 /
29.66/

N/A 310,681 /
30.30

Yang et al.’s
approach [31]

314,573 /
30.00/

311,404 /
30.71

317,194 /
29.66/

246,415 /
29.65/

297,397 /
30.01

CA algorithm-A 369,920 /
30.96

401,624 /
29.71

367,396 /
30.91

335,534 /
29.01

331,934 /
30.10

CA algorithm-B 325,825 /
27.59

324,309 /
27.66

338,578 /
27.65

312,907 /
27.49

325,405 /
27.60

CA algorithm-C 362,840 /
30.64

300,608 /
31.18

333,622 /
31.77

322,190 /
30.29

329,815 /
30.97

In addition, a comparison of the capacity against distortion for various methods
in image Lena was depicted in Fig. 3.9. As shown in Fig. 3.9, ‘CA algorithm-A’
and ‘CA algorithm-C’ outperformed the other four schemes. The PSNR of ‘CA
algorithm-B’ was better than those of other four schemes when the embedding rate
was below 0.85 bpp.

From the above simulations we can see that ‘CA algorithm-A’ provided a larger
payload than existing schemes at various embedding rates, and its corresponding
PSNR is competitive. To further reduce overhead size, ‘CA algorithm-B’ utilized
the prediction mean and yielded a good hiding capacity with high perceptual qual-
ity. Furthermore, ‘CA algorithm-C’ provided a high PSNR value when the embed-
ding rate was larger than 0.36 bpp. Moreover, the marked images generated by ‘CA
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Fig. 3.9. Capacity against distortion comparison in image Lena.

algorithm-C’ were robust against manipulations such as JPEG2000, JPEG, bright-
ness adjustment, cropping, and inversion.

3.6 Conclusion

A simple, efficient reversible data hiding based on the coefficient adjustment (CA)
algorithm was presented in this chapter. To yield a high hiding capacity, the mean re-
moval firstly generated the differenced blocks from an input image. Then, the pixel
squeezing approach further provided hiding storage while the pixel isolation keep-
ing distortion low. Simulation demonstrated that the proposed CA algorithm with
the uses of codebook and prediction mean provided a larger payload than existing
schemes, and their corresponding PSNR were competitive. Moreover, the marked
images generated by the robust version of the proposed CA algorithm can tolerate
attacks from JPEG2000, JPEG, brightness adjustment, cropping, and inversion.

References

1. Alattar, A.M.: Reversible watermark using the difference expansion of a generalized
integer transform. IEEE T. Image Processing 13, 1147–1156 (2004)

2. Awrangjeb, M., Kankanhalli, M.S.: Lossless Watermarking Considering the Human Vi-
sual System. In: Kalker, T., Cox, I., Ro, Y.M. (eds.) IWDW 2003. LNCS, vol. 2939, pp.
581–592. Springer, Heidelberg (2004)



3 Reversible Data Hiding by Coefficient Adjustment Algorithm 51

3. Awrangjeb, M., Kankanhalli, M.S.: Reversible watermarking using a perceptual model.
Journal of Electronic Imaging 14, 013014-1–8 (2005)

4. Chen, M., Chen, Z., Zeng, X., Xiong, Z.: Reversible data hiding using adaptive
prediction-error expansion. In: The 11th ACM Workshop on Multimedia and Security,
pp. 19–24 (2009)

5. Chen, W.J., Chang, C.C., Le, T.H.N.: High payload steganography mechanism using
hybrid edge detector. Expert Systems With Applications 37, 3292–3301 (2010)

6. Cox, I.J., Miller, M.L., Bloom, J.A., Fridrich, J., Kalker, T.: Digital watermarking and
steganography, 2nd edn. Morgan Kaufmann, MA (2008)

7. Hong, W., Chen, T.S., Shiu, C.W.: Reversible data hiding for high quality images using
modification of prediction error. The Journal of Systems and Software 82, 1833–1842
(2009)

8. Howard, P.G., Kossentini, F., Martins, B., Forchhammer, S., Rucklidge, W.J.: The emerg-
ing JBIG2 standard. IEEE T. Circuits and Systems for Video Technology 8, 838–848
(1998)

9. Hsiao, J.Y., Chan, K.F., Chang, J.M.: Block-based reversible data embedding. Signal
Processing 89, 556–569 (2009)

10. Hu, Y., Lee, H.K., Li, J.: DE-based reversible data hiding with improved overflow loca-
tion map. IEEE T. Circuits and Systems for Video Technology 19, 250–260 (2009)

11. Jung, K.H., Yoo, K.Y.: Data hiding method using image interpolation. Computer Stan-
dard & Interfaces 31, 465–470 (2009)

12. Kim, K.S., Lee, M.J., Lee, H.Y., Lee, H.K.: Reversible data hiding exploiting spatial
correlation between sub-sampled images. Pattern Recognition 42, 3083–3096 (2009)

13. Lee, C.F., Chen, H.L., Tso, H.K.: Embedding capacity raising in reversible data hiding
based on prediction of different expansion. The Journal of Systems and Software 83,
1864–1872 (2010)

14. Lin, C.C., Hsueh, N.L., Shen, W.H.: High-performance reversible data hiding. Funda-
menta Informaticae 82, 155–169 (2007)

15. Lin, C.C., Hsueh, N.L.: A lossless data hiding scheme based on three-pixel block differ-
ences. Pattern Recognition 41, 1415–1425 (2008)

16. Lin, C.C., Tai, W.L., Chang, C.C.: Multilevel reversible data hiding based on histogram
modification of difference images. Pattern Recognition 41, 3582–3591 (2008)

17. Luo, L., Chen, Z., Chen, M., Zeng, Q., Xiong, Z.: Reversible image watermarking uing
interpolation technique. IEEE T. Information Forensics and Security 5, 187–193 (2010)

18. Ni, Z., Shi, Y.Q., Ansari, N., Su, W.: Reversible data hiding. IEEE T. Circuits and Sys-
tems for Video Technology 16, 354–362 (2006)

19. Ni, Z., Shi, Y.Q., Ansari, N., Su, W., Sun, Q., Lin, X.: Robust lossless image data hiding
designed for semi-fragile image authentication. IEEE T. Circuits and Systems for Video
Technology 18, 497–509 (2008)

20. Pan, J.S., Huang, H.C., Jain, L.C.: Intelligent Watermarking Techniques. World Scientific
(2004)

21. Pai, Y.T., Ruan, S.J.: A high quality robust digital watermarking by smart distribution
technique and effective embedded scheme. IEICE Trans. Fundamentals E90-A, 597–605
(2007)

22. Qu, Z.G., Chen, X.B., Zhou, X.J., Niu, X.X., Yang, Y.X.: Novel quantum steganography
with large payload. Optics Communications 283(13), 4782–4786 (2010)

23. Shih, F.Y.: Digital watermarking and steganography: fundamentals and techniques. CRC
Press, FL (2008)

24. Tai, W.L., Yeh, C.M., Chang, C.C.: Reversible data hiding based on histogram modi-
fication of pixel differences. IEEE T. Circuits and Systems for Video Technology 19,
906–910 (2009)



52 C.-Y. Yang and W.-C. Hu

25. Thodi, D.M., Rodriguez, J.: Expansion embedding techniques for reversible watermark-
ing. IEEE T. Image Processing 16, 721–730 (2007)

26. Tian, J.: Reversible data embedding using a difference expansion. IEEE T. Circuits and
Systems for Video Technology 13, 890–896 (2003)

27. Tsai, P., Hu, Y.C., Yeh, H.L.: Reversible image hiding scheme using predictive coding
and histogram shifting. Signal Processing 89, 1129–1143 (2009)

28. Yang, C.H., Tsai, M.H.: Improving histogram-based reversible data hiding by interleav-
ing predictors. IET Image Processing 4(4), 223–234 (2010)

29. Yang, C.Y., Lin, J.C.: Use of radius weighted mean to cluster two-class data. Electronics
Letter 30(10), 757–759 (1994)

30. Yang, C.Y., Lin, J.C.: Image hiding by base-oriented algorithm. Optical Engineering 45,
117001–10 (2006)

31. Yang, C.Y., Hu, W.C., Lin, C.H.: Reversible data hiding by coefficient-bias algorithm.
Journal of Information Hiding and Multimedia Signal Processing 1, 100–109 (2010)

32. Yang, C.Y., Hu, W.C., Hwang, W.Y., Cheng, Y.F.: A simple digital watermarking by the
adaptive bit-labeling scheme. International Journal of Innovative Computing, Informa-
tion and Control 6(3), 1401–1410 (2010)

33. Yang, H.W., Hwang, K.F., Chou, S.S.: Interleaving max-min difference histogram shift-
ing data hiding method. Journal of Software 5, 615–621 (2010)

34. Wang, R.Z., Chen, Y.S.: High-payload image steganography using two-way block match-
ing. IEEE Signal Processing Letters 13, 161–164 (2006)

35. Weng, S., Zhao, Y., Pan, J.S., Ni, R.: Reversible watermarking based on invariability and
adjustment on pixels pairs. IEEE Signal Processing Letters 15, 721–724 (2008)

36. Zeng, X., Ping, L., Li, Z.: Lossless data hiding scheme using adjacent pixel difference
based on scan path. Journal of Multimedia 4, 145–152 (2009)

37. Zeng, X.T., Ping, L.D., Pan, X.Z.: A lossless data hiding scheme. Pattern Recognition 43,
1656–1667 (2010)



4

ICA-Based Image and Video Watermarking

Jiande Sun1 and Ju Liu2

1 School of Information Science and Engineering,
Shandong University,
Jinan, China
jd sun@sdu.edu.cn

2 School of Information Science and Engineering,
Shandong University,
Jinan, China
juliu@sdu.edu.cn

Summary. With the development of computer science and information transmission, image
and video have been applied more and more. Extraction of features match to human visual
system and compact representation of images and videos are the key points in the field of
image and video analysis. As an unsupervised learning method, Independent Component
Analysis (ICA) has been used widely in image and video processing, because it is proved to
match human visual system in image and video understanding. In this chapter, ICA model
and FastICA algorithm are introduced firstly. And then several ICA-based image and video
processing models are presented, and various independent features corresponding to these
models are introduced. Finally, the similarity between the ICA- and watermarking-models is
analyzed, and some representative ICA-based image and video watermarking algorithms are
presented.

4.1 Introduction of Independent Component Analysis

Independent Component Analysis (ICA) is a method of signal processing and data
analysis developed in the research of blind signal processing. It defines a generative
model in which observed signals are expressed as a linear transform of compo-
nents that are statistically independent from each other, and it can estimate these
unknown independent components in the condition that the mixing system is also
unknown [1]-[15].

Generally speaking, the simplest noise free ICA model can be represented by

X(t) = AS(t), (4.1)

where X(t) = [x1(t),x2(t), · · ·,xM(t)]T is an observed signal vector at discrete time
t, S(t) = [s1(t),s2(t), · · · ,sM(t)]T is a source signal vector. Each of the observations
xi(t), i = 1,2, · · · ,M, is a linear combination of M unknown independent sources
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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si(t), and {si(t), i = 1,2, · · · ,M} are M mutually independent stochastic signals. The
M ×M mixing matrix A = (ai j) contains the mixture coefficients, where ai j is the
(i, j)th element. Here, as in the follow ·T , denotes transposition.

ICA is to estimate a linear system W operating on X(t), so that

Y(t) = WX(t), (4.2)

where Y(t) = [y1(t),y2(t), · · · ,yM(t)]T is an estimation of S(t) and is an M ×M
separating matrix.

If both of the sources signal S(t) and the mixing matrix A are unknown, it is
impossible to exactly reconstruct the sources without any a prior knowledge about
A and S(t), so in general, it is assumed that:

(A1) A must be a constant non-singular matrix.
(A2) The source signals {si(t), i = 1,2, · · · ,M} must be mutually statistically inde-

pendent at each t.
(A3) Each source signal si(t) is a stationary zero-mean stochastic signal and only

one of the source signals is allowed to have a Gaussian marginal distribution. In
the following sections, the time index t will be dropped for simplification.

Many principles are used to estimate the model of ICA, which are based on Maxi-
mization of Non-Gaussianity [16], Maximum Likelihood Estimation [17, 18], Min-
imization of Mutual Information [19], and so on. Among them, The FastICA algo-
rithm is a simple and efficient fixed-point algorithm [4]. It measures the indepen-
dence between signals based on the non-Gaussian objective function. The obser-
vation X is pre-whitened by principal component analysis (PCA) through v = TX,
whose components are mutually uncorrelated and all have unit variance. Here the
self-correlation matrix of v is a unit matrix and T is the whiten matrix that is usually
defined as:

T = Λ−1/2ET , (4.3)

where Λ = diag[λ1,λ 2, · · · ,λM], λ is the ith largest eigenvalue of the covariance ma-
trix of X , which is RX = E[XXT ]. E = [e1,e2, · · · ,eM], where ei is the corresponding
eigenvector of λi. The eigenvectors corresponding to larger eigenvalues are called
principal eigenvectors.

Then this problem can be resolved by searching a linear combination of v, say,
DT v, such that it has maximal or minimal kurtosis. The objective function of Fas-
tICA by kurtosis is:

kurt(DT v) = E{(DT v)4}− 3[E{(DT v)2}]2
= E{(DT v)4}− 3‖D‖4, (4.4)

D(k) = E{v(D(k− 1)v)3}− 3D(k− 1), (4.5)

where k is the times of iteration. The final de-mixing matrix is W = DT T. So the
estimation of source signal Ŝ can be obtained through Ŝ = Y = WX.
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In FastICA, the gradient-based algorithm is replaced by the fixed-point iteration
algorithm to get the de-mixing matrix. This innovation makes the convergence of
FastICA be more reliable and cubic. Comparison with gradient based algorithms
shows that FastICA is usually 10 to 100 times faster and only 5 to 10 iterations
seem to be enough to achieve the convergence. In addition, the independent com-
ponents are obtained one after another in this algorithm. And before the estimation
of each independent component, its corresponding column vector of de-mixing ma-
trix is firstly orthogonalized and normalized. So the final de-mixing matrix is an
orthogonal one.

If only the principal eigenvectors are retained to construct the whiten matrix T,
the dimension can be decreased and the optimal estimation of principal independent
component can be achieved. This can be called Principal Independent Component
Analysis (PICA). The difference between the PICA and ICA is whether the di-
mension is decreased during the pre-whitening with remaining only the principal
components. During the pre-processing of PICA through PCA, the dimension can
be decreased from M to P. Here P is the minimum that satisfies

∑P
i=2 λi

∑M
i=2 λi

> g,

and g determines the number of decreased dimension.
Since ICA can reveal the hidden factors that underlie sets of the observed signals,

it is reported that there are lots of real-world applications of it, including biomedical
signal processing [20], speech signal separation [21], feature extraction [22, 23, 24],
financial time series analysis [25, 26, 27], data mining [28, 29], to name just a few.

4.2 Independent Feature of Image and Video

As a signal processing method, ICA is to present a set of variables by the linear
mixture of statistically independent variables [3]. It has two most important appli-
cations, i.e. Blind Signal Separation and Feature Extraction, which are meaningful
for digital watermark. From the view of ICA-based image and video processing,
how to derive the observed signals from only one image or video is what has to be
resolved firstly. In the following sub-sections, the methods of ICA-based image and
video feature extraction are presented respectively [30].

4.2.1 Independent Feature of Image

As far as we know, the methods of ICA-based image feature extraction can be clas-
sified into two kinds according to the way of deriving the observed signals of ICA
model from a single image. One is based on blocking, and the corresponding ex-
tracted feature is called independent image block feature. The other is based on
downsampling, and the corresponding extracted feature is called independent down-
sampling feature. Both of them are described in this part.
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Independent Image Block Feature

Hyvarinen A. et al applied ICA to feature extraction from images in [14, 15], and
aimed to obtain some general features useful for potential image processing, such as
image denoising, compression, etc. In his method, 1000 image blocks of 16×16 pix-
els taken at random locations from natural images are used as the observed signals
of ICA model, and FastICA algorithm is used to estimate the source signals, i.e., in-
dependent components. These obtained independent components shown in Fig. 4.1
describe spatial frequency information, edges with different orientation, etc. Hence
they are considered as basis vectors which can be used for image reconstruction.

Fig. 4.1. ICA basis vectors [14, 15].

Though Hyvarinen A. did some corresponding experiments on the above fea-
tures, and proved the representation of image based on this kind of basis vectors are
similar to that in human visual system, this feature extraction was based on image
database, not a single image. So in order to obtain the specific features for a single
image, the image I is divided into M non-overlapped blocks, each of which is ex-
pressed as a row vector xi, i= 1, · · · ,M of the observed signal X= [x1,x2, · · · ,xM]T .
And after the operation of ICA, the estimated source signals Y = [y1,y2, · · · ,yM]T

can be obtained by Eq. (4.2), where yT
i , i = 1, · · · ,M is the derived independent

image block feature [31, 32, 33]. This procedure is shown in Fig. 4.2.
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Fig. 4.2. Extraction of independent image block Feature.

Independent Downsampling Feature

During the above extraction of independent image block feature, each block can
only describe the regional properties of the image, and the global properties of the
image are missed. Therefore, the obtained features can’t represent the image glob-
ally. As an alternative method, downsampling can form some sub-images with lower
resolution from one image, which can be taken as the observed signals in the model
of ICA.

Assuming the size of the image I is n×m, after down-sampling with factor 2, the
image is downsampled into 4 sub-images shown in Fig. 4.3. The 4 sub-images are:

Isub1 (i, j) = I(2i− 1,2 j− 1) , (4.6a)

Isub2 (i, j) = I(2i− 1,2 j) , (4.6b)

Isub3 (i, j) = I(2i,2 j− 1) , (4.6c)

Isub4 (i, j) = I(2i,2 j) , (4.6d)

where I is the original image, i = 1,2 · · · , n
2 , and j = 1,2 · · · , m

2 . And the sub-images
are taken as the observed signals to perform ICA. These sub-images are similar
with each other, and preserve the global properties of the original image. This kind
of processing is called ICA Transform (ICAT) in [34]. The 4 Feature Images (FI)
obtained by using ICAT, 4 sub-bands like, are shown in Fig. 4.4.

Fig. 4.4 shows a result which is very similar to that of DWT. Therefore, a com-
parison is performed, in which 512× 512 standard image, peppers, is used as the
original image, and Daubechies-4 as the mother wavelet is selected. And down-
sampling with factor 2 is adopted in ICAT.

In order to analyze the property of the FIs extracted by ICAT, the approximate
component is used to take the place of the details each at once, and the inverse
transform is executed after each replacement. The results of inverse DWT (IDWT)
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Fig. 4.3. The diagram of image down-sampling, which results four sub-images.

Fig. 4.4. The 4 FIs obtained by ICAT. FI4 is the approximate component of the original
image, while the FI1, FI2, FI3 are the details of the original image.
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and inverse ICAT (IICAT) are shown in Fig. 4.5 and Fig. 4.6 respectively. From
Fig. 4.5, it can be seen that each result of such kind of procedure has the obvious
textures in a certain direction, e.g. Fig. 4.5(a), which has heavy vertical textures,
shows the vertical detail has been replaced by the approximate component.

Fig. 4.5. (a), (b), and (c) are the results of IDWT after the replacement of LH, HL, and HH
respectively. And (d) is the enlarged of the rectangle part in (c).

Fig. 4.6. (a), (b), and (c) are the results of IICAT after the replacement of FI1, FI2, and FI3 in
Fig. 4.3 respectively. And (d) is the enlarged of the rectangle part in (c).

Given the analysis of Fig. 4.5, Fig. 4.6 shows that FI1, FI2, and FI3 in Fig. 4.4 are
also some directional details of the original image. Furthermore, DCT is performed
on the approximate component obtained by DWT and ICAT, respectively, to analyze
their frequency characteristics. Among the AC coefficients of the DWT approximate
component, the first 5627 lowest frequency AC coefficients occupy the 95% in en-
ergy, while in the case of ICAT approximate component, the number is only 3451,
which is only about 61% of that in DWT. It suggests that ICAT is potential in image
and video compression.
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4.2.2 Independent Feature of Video

Different from image, the ICA-based feature extraction from video is classified into
spatial and temporal methods. The spatial method means in this kind of method,
the video is divided spatially into some sub-videos, and these sub-videos are used
to extract video features. However, the temporal method means the frames are pro-
cessed by ICA temporally to extract video features. In this part, independent video
block feature, independent dynamic feature, and independent content feature are
described, which are obtained through spatial, temporal and temporal methods re-
spectively.

Independent Video Block Feature

As an extension of independent image block feature extraction, a video is divided
into 3D blocks and a kind of independent feature can be obtained in the same way
as for images. Each frame of the video sequence is divided into blocks spatially.
The blocks in the same position of each frame form the 3D video blocks. These 3D
video blocks are considered as the observation X, and decomposed by ICA into In-
dependent Components (IC), which are some kind of video, and they are considered
as independent video block features [35]. This process is shown in Fig. 4.7.

Fig. 4.7. Extraction of Independent Video Block Feature.
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The ICs are proved to be the spatiotemporal constituents of the video blocks
and the independent component filters are qualitatively similar to spatiotemporal
properties of simple cells in primary visual cortex in [36].

Independent Dynamic Feature from Successive Frames

As we all known, the pivotal technique in video compression is motion compen-
sation based on block. And the relationship between corresponding blocks can be
described as follows:

B(i) = B(i− 1)+MB(i− 1). (4.7)

The current block B(i) is the sum of the former one B(i− 1) and the motion com-
pensation MB(i−1) between them. Here, B(i−1) is considered as the static compo-
nent of B(i), while MB(i−1) is the dynamic one. And MB(i−1) is independent of
B(i− 1). Given this, the relationship between consecutive frames can be described
as follows:

F(i− 1) = k11Fs + k12MF, (4.8a)

F(i) = k21Fs + k22MF. (4.8b)

Here F(i), F(i−1) are two consecutive frames. Fs, MF are respectively the static and
dynamic components of F(i), F(i− 1), and it is reasonable to consider that Fs and
MF are independent from each other. k11, k12, k21, k22 are the mixing coefficients.

According to Eq. (4.8a), Eq. (4.8b) and Eq. (4.1), two consecutive frames F(i),
F(i− 1) can be considered as the observations XF(i), XF(i−1) of ICA model, and
Fs, MF are the sources SFS , SMF respectively. Thus the relationship between two
consecutive frames can also be illustrated by the model of ICA,[

xF(i)
xF(i−1)

]
= A

[
sFS

sMF

]
, (4.9)

where xF(i), xF(i−1), sFS , sMF are the row vectors of XF(i), XF(i−1), SFS , SMF respec-
tively. It clarifies that ICA can be applied to extract the static component, sFS , and the
dynamic component, sMF , of two consecutive frames. Fig. 4.8 shows the extraction
results. Two consecutive video frames in Fig. 4.8(a) and 4.8(b) are the observations,
and Fig. 4.8(c) and 4.8(d) are the dynamic and static components respectively.

Fig. 4.8. ICA based separation results of two consecutive frames.
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That Fig. 4.8(d) is similar to Fig. 4.8(a) and 4.8(b) shows that Fig. 4.8(d) is the
common static component of the two frames. In Fig. 4.8(c), there is texture only in
the region of motion. Furthermore, the edges indicate the relative motions. That is
to say, conspicuous edges show great motions, the blurry ones mean slight motions,
and no edges, no motions. To put it another way, the extracted dynamic component
is able to describe the relative motions between the consecutive frames, and the
extraction based on frames avoids the repetition of operation on blocks in the con-
ventional method. Though the dynamic component is extracted wholly, it can also
reflect the partial motion.

Independent Content Feature of Video Shot

The frames in the same video shot are regarded as the observed signals of Eq. (4.1).

S f = W f X f , (4.10)

where X f = [x1
f x2

f · · ·xK
f ]

T , and xk
f ,(1 ≤ k ≤ K) is the lexicographical order column

vector of kth frame Xk
F, K is the total frame number in this shot.

Thus, xk
f = [Xk

F(1,1), · · · ,Xk
F(M,1),Xk

F(1,2), · · · ,Xk
F(M,2), · · · ,Xk

F(M,N)]T .

Here Xk
F(m,n) is the element of Xk

F at the row mth column nth, and 1 ≤ m ≤ M,
1 ≤ n ≤ N. The independent components are S f = [s1

f s2
f · · · sL

f ]
T , and L is the total

number. Transform sl
f ,(1 ≤ l ≤ L) to matrix form

Sl
F =

⎡
⎢⎢⎢⎢⎣

sl
f (1) sl

f (M+ 1) · · · sl
f ((N − 1)M+ 1)

sl
f (2)

...
...

...
...

...
...

...
sl

f (3) sl
f (2M) · · · sl

f (NM)

⎤
⎥⎥⎥⎥⎦

M×N

that has the same size as frame, and Sl
F is called Independent Feature Frame (IFF)

here.
When the PCA pre-processing of PICA is done, the dimension is decreased from

D to P, where D is the number of frames in a shot. P is the minimum that satisfies(
∑P

j=2 λ j

/
∑D

j=2 λ j

)
> 0.9.

λ j is the jth largest eigenvalue of the covariance matrix of X f . And the obtained
features, called Principal Independent Component Feature (PICF), IFF1-IFF6, are
shown in Fig. 4.9.

In Fig. 4.9, the independent content features of the video of hand playing notes
on the piano keyboard in [8] are shown as an example. From Fig. 4.9(a), it can be
seen that IFF1-IFF5 are corresponding to the fourth, the second, the first, the third
and the fifth key respectively, and IFF6 denotes the background. IFF6 is proved as
the background component of this video, for it corresponds to a constant weight in
Fig. 4.9(b). The peaks and valleys in Fig. 4.9(b) provide a correct timing of each
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Fig. 4.9. Independent feature frames and their weights.
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pressed key in this playing. The peaks and valleys here are caused by the amplitude
indeterminancy of ICA. Fig. 4.1 demonstrates that the extracted PICFs and their
weights can represent the video content.

4.3 ICA-Based Image Watermark

Digital watermarking is to add the specific additional information into digital me-
dia, such as digital audio, image, video, etc., and extract/detect the information out
for identification, authentication, and so on. The embedding and extraction in the
model of digital watermarking are quite similar with the mixing and separation in
the model of ICA, and the independent features mentioned in Sec. 4.2.2 can also be
utilized as the watermarking domain. Therefore, lots of ICA-based watermarking
schemes have been developed [31, 32, 33], [37]-[46]. Some representative schemes
are presented in the following [30].

4.3.1 ICA-Based Watermark Detection and Extraction

According to the similarity between the models of watermarking and ICA, the wa-
termark image and the host image can be considered as two source signals. And
with a 2× 2 mixing matrix, two mixed images are obtained, which are considered
as the watermarked image and a key image for watermark extraction respectively.
The scheme in [43] is presented here, which is based on this similarity.

Watermark Embedding

The host image and watermark image have the same size, and they are taken as two
source signals in the model of ICA. The watermark embedding is[

xIw

xIκ

]
= Am

[
sI
sw

]
, (4.11)

where sI and sw are corresponding row vectors of the host image I and watermark
image w respectively. xIw and xIK are corresponding row vectors of the watermarked
image Iw and the key image IK for watermark detection. Am is the mixing matrix,

i.e. watermark embedding function. If Am =

[
a11 a12

a21 a22

]
,

a11sI + a12sw = xIw , (4.12a)

a21sI + a22sw = xIK . (4.12b)

With regards to the invisibility of watermark, it is necessary to set |a11|>> |a12| to
make the watermarked image have good quality. Both a21 and a22 are not zero.
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Watermark Detection

During watermark detection, for the to-be-detected watermarked image I′w, the de-
tection is: [

s′I
s′w

]
= Wm

[
x′Iw

xIK

]
, (4.13)

where x′Iw
is a row vector corresponding to I′w, s′w is a row vector corresponding to

the detected watermark image w′, and s′I is a row vector corresponding to an image
I′ similar to the host image. Wm is the separation matrix for watermark detection.

Experiments

In the experiments, the standard image, cameraman.tif in MATLAB, with size of
256×256 is selected as the host image, and the image, tree.tif in MATLAB, which

has the same size, is selected as the watermark image. Am =

[
0.7 0.026
0.72 0.6

]
is gen-

erated randomly. The mixed images are shown in Fig. 4.10. Different attacks are
added to the watermarked image. Fig. 4.11 shows these results.

Fig. 4.10. mixed images. (a) the key image, (b) the watermarked image (PSNR= 38.9557 dB).

Fig. 4.11. Experiment Results. (a) Compressed image by JPEG, (b) Extracted watermark
from the compressed image, (c) Median filtered image, (d) Extracted watermark from the
filtered image.
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The experiment results demonstrate that this scheme can achieve high informa-
tion embedding rate with good image quality and robustness. But this scheme is a
non-blind one. Similar to the idea of this scheme, there are several other schemes
such as the schemes described in [39, 41, 42, 44].

4.3.2 Watermarking Based on Independent Image Block Feature

As the independent image block feature is proved to be similar with that extracted by
human visual system, this kind of feature is used widely in image processing. Fur-
thermore, from the view of information embedding rate, Moulin et al proved that
independent features are optimal for watermark embedding [47], so that some wa-
termarking schemes based on independent image block feature have been proposed.
The scheme in [31] is described here as an example.

Watermark Embedding

The host image I is divided into M blocks, each of which is expressed as a row
vector xT

Bk, k = 1, · · · ,M, and regarded as the observation vector, and then

SB = WBXB, (4.14)

where SB = [sT
B1,s

T
B2, · · · ,sT

BM]T , XB = [xT
B1,x

T
B2, · · · ,xT

BM]T , and sT
Bk, k = 1, · · · ,M is

the derived IFC. Let WB = [WT
B1,W

T
B2, · · · ,WT

Bm]
T and

∥∥WT
Bt

∥∥
2 = min

1≤i≤M

∥∥WT
Bi

∥∥
2,

and the IFC sT
Bt is selected to embed the watermark, and now

sT
Bt = WT

BtXB. (4.15)

Because the norm of WT
Bt is minimal, when XB is interfered, its influence to sT

Bt is
also least. Thus better robustness can be gained.

Let cT
Bt = DCT(sT

Bt), that is, cT
Bt is the DCT coefficient vector of sT

Bt . Then its
intermediate frequency coefficients are selected as the embedding domain. Assume
the watermark w is a random sequence with value ±1 and length l, that is, w =
{w(i) |w(i) ∈ {−1,+1}, i = 1, · · · , l }. If the watermarked DCT coefficient vector is
cT

wt , then the embedding process can be written as

cwt(K + i) = sign(w(i)) · |cBt(K + i)| , i = 1, · · · , l, (4.16a)

sT
wt = IDCT(cT

wt), (4.16b)

where K denotes the start position of embedding and is saved as a key. sT
wt is the

marked IFC which is the inverse DCT of cT
wt . sign(·) is an operator defined as

sign(x) =

{
+1, x ≥ 0;
−1, x < 0.

(4.17)

Finally, let Sw = [sT
w1, · · · ,sT

wt , · · · ,sT
wM]T , and through

Xw = W−1
B Sw, (4.18)

the marked image block can be obtained. And combining them together, the marked
image is obtained.
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Watermarking Extraction

Corresponding to the embedding, during extraction, the to-be-detected image IR

should be divided into blocks, and its IFCs SR = [sT
R1,s

T
R2, · · · ,sT

RM]T are calculated
through ICA.

SR = WRXR, (4.19)

Then, according to
∥∥WT

Rk

∥∥
2 = min

1≤i≤M

∥∥WT
Ri

∥∥
2, the may-be-watermarked IFC sT

Rk

would be found. Performed DCT, sT
Rk is transformed into cT

Rk. Using K, the may-
be-marked intermediate frequency coefficients could be defined to extract the wa-
termark w′,

w′(i) = sign(cRk(K + i)) ·1, i = 1, · · · , l. (4.20)

Under the common image manipulations, IR ≈ Iw, where Iw denotes the water-
marked image. Hence, IR and Iw can be regarded as different mixtures of the same
IFCs. However, when copy attack exists, IR and Iw are obviously different, so do
their IFCs. That means the watermark can be extracted from the usual attacked im-
ages not the copy attacked images.

If WB and t obtained in the embedding process is assisted to perform extraction,
better synchronization can be kept and higher robustness can be obtained. But they
are not used here, because the following factors:

(a) using WB and t can endanger the security of the algorithm, and
(b) under copy attack, because of the using of WB and t, the information about

the watermark is introduced to the illegal marked image. Consequently the wa-
termark can be extracted well from the copy attacked image, resulting in the
invalidity of algorithm.

To measure the similarity between the original watermark w and the extracted wa-
termark w′, normalized cross-correlation (NC) is used as the objective evaluation
criterion, which is defined as

NC =

m
∑

i=1

n
∑
j=1

w(i, j) ·w′(i, j)√
m
∑

i=1

n
∑
j=1

w2(i, j)
m
∑

i=1

n
∑
j=1

w′2(i, j)

. (4.21)

A threshold is give according to the false positive probability derived in [48] as
Eq. (4.22).

p f p =
erf( 1−μ√

2σ
)− erf(T h−μ√

2σ
)

erf( 1+μ√
2σ

)+ erf( 1−μ√
2σ

)
, (4.22)

where

erf(x) =
2√
π

∫ x

0
e−t2

dt

is the error function. The threshold for NC is 0.1, which can ensure that the false
positive probability is about 1.7× 10−5.
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Experiments

Fig. 4.12. (a) the host image, Lena, (b) the IFCs, and (c) the watermarked image.

Fig. 4.13. Extraction results under common image manipulations.

Fig. 4.12 shows the host image, Lena, with size of 256×256, the IFCs of Lena with
size of 64×64, and the watermarked image. To test the robustness of the watermark,
300 pseudo-random sequences with length of 1024 and value ±1 are generated, and
the 200th sequence is selected as the watermark.

Fig. 4.13 shows the extraction results under common image manipulations, such
as (a) Gaussian noise with mean 0.1 and variance 0.01, (b) 3×3 median filtering,
(c) cropping the last 20 rows of ”Lena” image, (d) JEPG compression (Compres-
sion rate = 9.393), (e) using the ”bilinear” to extend the image as the fourth as the



4 ICA-Based Image and Video Watermarking 69

original image first, and then resize it as the same as the original image, and (f) his-
togram equalization. It indicates that under above attacks the watermark can still be
extracted successfully from the attacked images.

Several other watermarking schemes based on ICA block features are reported in
the literatures [40, 46].

4.3.3 Watermarking Based on Independent Downsampling Feature

The independent component features described in Sec. 4.2.1 are used for watermark
embedding. Among the extracted features, the low frequency component FI4 in
Fig. 4.4 is selected to be watermarked, which has the largest variance, and is consid-
ered to embody more information. The scheme in [45] is presented in the following.

Watermark Embedding

As we all know, human visual system is more sensitive to the distortion in the
smooth region than the rough, so the watermark should be embedded into the rough
region to obtain better fidelity. FI4 is divided into blocks with the size of 8×8, and
rough blocks are selected to embed watermark while the others are remained. Be-
cause the rough block has more AC energy than the others, and most of the energy
is in the low-median frequency coefficients, so the rough block can be selected by
comparing the L2-norm of these low and mid frequency coefficients.

In order to select the proper AC coefficients to determine the rough blocks, DCT
coefficients of all blocks are analyzed. At first, the DCT coefficients are zigzag
scanned, and the energy ‖v‖2

2 of the first 16 coefficients v are calculated for each
rough block with greater AC energy. Assuming the median of these values is m,
the block is taken as rough one if its energy is larger than the median, otherwise
the block is looked as the smooth one. According to the rule, Fig. 4.14 shows the
selection results, where white blocks stand for the smooth ones, and the others are
the selected rough ones.

Fig. 4.14. Rough blocks selection from FI4. (a) FI4, and (b) the selection result.
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For each selected block, one bit of the watermark is embedded into its low and
mid frequency DCT coefficients to obtain the watermarked coefficients vw by using
DC-QIM scheme as follows [49]:

Quantization [50]:

q =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Δ · round(‖v‖2
2

/
Δ ), for case1,

Δ · round(‖v‖2
2

/
Δ + 1), for case2,

Δ · round(‖v‖2
2

/
Δ − 1), for case3,

(4.23)

where

case 1 : round(‖v‖2
2

/
Δ )%2 = w;

case 2 : round(‖v‖2
2

/
Δ )%2 �= w&‖v‖2 ≥ Δ · round(‖v‖2

2

/
Δ);

case 3 : round(‖v‖2
2

/
Δ )%2 �= w&‖v‖2 < Δ · round(‖v‖2

2

/
Δ).

The quantized value q is adjusted according to

q′ =

⎧⎨
⎩

(q+m+Δ
/

2)
/

2 if (q < m)&(m < q+Δ
/

2)
q+ 7Δ

/
4 if (q < m)&(m ≥ q+Δ

/
2)

q others.
(4.24a)

β =

{
0 if(q < m)&(m < q+Δ

/
2)

0.2 others.
(4.24b)

The final obtained watermarked DCT coefficients vw:

vw = v+αv+β (v− (v+αv))

= v+α(1−β )v (4.25)

where α = (
√

q′ − ‖v‖2)
/‖v‖2, w is a bit of the watermark w, round, %2 and ‖·‖1

denote rounding, modulo 2 and L2-norm operator, respectively.
The watermarked FI4w can be reconstructed with combining the watermarked

blocks and the original ones through 2D inverse DCT, and then the watermarked
sub-image can be obtained. The watermarked image Iw can be interpolated by these
sub-images.

Watermark Detection

The watermarked blocks are obtained just as what is done in embedding, and the
detected watermark w′ can be extracted as following:

w′ = round(
∥∥v′
∥∥

1

/
Δ)%2, (4.26)
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where v′ is the watermarked low and median frequency DCT coefficients of the
selected block, w′ is one bit of w′.

To measure the similarity between the original watermark w and detected water-
mark w′, normalized cross-correlation is used as the objective evaluation criterion,
defined as:

NC =

L
∑

i=1
(2w(i)− 1) · (2w′(i)− 1)√

L
∑
j=1

(2w( j)− 1)2
L
∑
j=1

(2w′( j)− 1)2

, (4.27)

where L is the length of the watermark. The watermark is considered to be exist
in the testing image if the NC is large than the threshold T h. A failure probability
is defined as in [9] for determining the threshold. Here, the threshold is set to 0.2,
which means the failure probability is p f p < 2.6× 10−6.

Experiments

In the experiments, the standard peppers image with size of 512×512 is used as the
host image. The watermark is a pseudo-random sequence, whose length is 32×32
and state is 100. Block selection is based on the L2-norm of the low and mid coef-
ficients of the block. The bit of the watermark at the same position with the rough
block is embedded into this rough block.

In order to measure the robustness of the proposed watermarking scheme, the wa-
termarked image is compressed by JPEG with different quality factors, and then wa-
termark is detected from them. Fig. 4.15 describes the detection results after JPEG
compression. The x-coordinate denotes the quality factor of JPEG compression, and
y-coordinate shows the NCs. The results show that the proposed scheme is very ro-
bust to the JPEG compression When the quality factor of JPEG compression isn’t
smaller than 15, the similarity is higher than 0.9, and it is 1 when the quality factor
isn’t smaller than 35. Fig. 4.16 shows the watermark detecting results of water-
marked image attacked by collusion with 3 watermarked images averaging. These
3 watermarked images are watermarked with different watermarks. The 3 NCs are
all above 0.2 demonstrates the watermarking scheme is robust to collusion attack.
The x-coordinate denotes the state of pseudo-random sequence, and y-coordinate
denotes NC.

Table 4.1 lists the detection NC of some common image processing and water-
mark attacks. The results show that the proposed scheme is robust to the listed image
processing and attacks.

Besides the scheme presented above, the schemes described in [37, 38] are also
based on the idea of downsampling ICA.
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Fig. 4.15. Detection results after JPEG compression.

Fig. 4.16. Detection results after collusion attack.
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Table 4.1. Detection NCs of some common image processing and watermark attacks.

Operation NC

Noise Attack Gaussian (0, 0.003) 0.7969
Gaussian (0, 0.005) 0.6680
Pepper & Salt (0.005) 0.9648
Pepper & Salt (0.01) 0.8906

Filtering Attack Median (3×3) 0.9766
Gaussian (3×3) 0.9883
Average (3×3) 0.6445

Scaling Attack 2 1.0000
1/2 0.6953

Removing Attack 1/4 0.6523

Image Processing Histogram Equalization 0.3594
Increasing Luminance [0.4-1] 1.0000
Descending Luminance [0-0.8] 1.0000

4.4 ICA-Based Video Watermark Schemes

4.4.1 Watermarking Based on Independent Video Block Feature [35]

The independent video block features are obtained as described in Sec. 4.2.2, and
used as the watermark embedding domain. With regard to MPEG compression stan-
dard, GOP is adopted as the unit for dividing video into 3D blocks. And these 3D
blocks are processed by ICA to get ICs.

Watermark Embedding

The frames of ICs are called slices here. The slices of the same order in their own
ICs are collected, among which the one that has the maximum variance is selected
to be embedded watermark. A pseudo-random 0, 1 sequence with special seed is
used as watermark wn to embed into the wavelet domain of the selected slices.
All to-be-watermarked slices are watermarked in the same way. The 4-neighboring-
mean-based algorithm presented in [51] is used as the embedding method.
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The embedding algorithm is:

p′i, j = pi, j +α(pi, j −mpi, j), Fn(m) = 1

{
pi, j > mpi, j,w(m) = 0
pi, j < mpi, j,w(m) = 1

(4.28a)

p′i, j = pi, j −α(mpi, j − pi, j), Fn(m) = 0

{
pi, j > mpi, j,w(m) = 1
pi, j < mpi, j,w(m) = 0

(4.28b)

where pi, j is the to-be-watermarked coefficient, and

mpi, j =
1
4
(pi, j−1 + pi−1, j + pi, j+1 + pi+1, j)

is the mean of its 4 neighboring coefficients, which will not be watermarked. m =
1,2, · · · ,r, r is the length of watermark sequence, n is the slice order in the video
ICs, α is a weight. Fn is a symbol to get the extracted watermark.

Watermark Detection

When detecting watermark, the independent components of received video are got-
ten and the watermarked slices are picked out just like the embedding process. The
detecting algorithm is:

w∗
n(m) = 0

{
p∗i, j > mp∗i, j,Fn(m) = 0
p∗i, j < mp∗i, j,Fn(m) = 1

(4.29a)

w∗
n(m) = 1

{
p∗i, j > mp∗i, j,Fn(m) = 1
p∗i, j < mp∗i, j,Fn(m) = 0

(4.29b)

where p∗i, j and mp∗i, j are the watermarked coefficient and its neighboring mean of
the selected slices, respectively. w∗

n is the extracted watermark of the slice n. The
similarity between the extracted watermark and the original one is defined:

Sim(wn,w∗
n) = 1−

r
∑

m=1
XOR[wn(m),w∗

n(m)]

r
. (4.30)

A threshold is set to determine whether the extracted watermark is the embedded
one. If the similarity exceeds the threshold, the slice is considered to be water-
marked. If the mean of similarities of all slices exceeds the threshold, the video
is considered to be watermarked.

Experiments

The experimental video consists of 16 256×256 frames, two of which are shown
in Fig. 4.17. Each GOP is divided into 16 64×64×12 sub-videos, and 12 is the
number of frames in each sub-video. 200 is the seed to generate a pseudo-random 0,
1 sequence to be the watermark. The threshold is 0.7. The video in the following two
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Fig. 4.17. Two frames of the experimental video.

experiments is decompressed after MPEG-2 compression. The detection results of
temporal synchronization and collusion attacks experiments are shown in Fig. 4.18
and Fig. 4.19 respectively, in which the slice order is the order of the selected slice in
its own IC and similarity measures whether the extracted watermark is the embedded
one.

In Fig. 4.18, the −◦− curve shows the detection results before synchronization,
from which it can be estimated that the 9th frame of original video is the first dropped
frame. The −∗− curve shows the synchronization results. The first 8 points of the
two curves are superposition, and the latter of the −∗− curve show the extracted
watermarks are the embedded ones. From both of the curves it can be seen that only
the 9th frame is dropped. The experiment shows the synchronization can be achieved
step by step whichever frame is dropped, and however many frames are dropped.

There are two types of collusion attacks. The type-I is the intra-video collusion. It
is for similar frames watermarked different. The inter-video collusion is the type-II,
which is for several differently watermarked copies of the same video. In Fig. 4.19,
the lower − �− curve is the detection results of intra-video collusion and the upper
four curves are the results of inter-video collusion, where −+−, −◦−, −∗−and
−•− denote the collusion with seed 100, 150, 200, and 250 respectively. The intra-
video collusion is performed by averaging consecutive frames. The points of − �−
curve are almost all above 0.7, and their mean is 0.7625, which shows the detec-
tion is affected by the intra-video collusion, but the embedded watermark can still
be extracted. For inter-video collusion experiments, 4 copies of the video are water-
marked by different sequences, whose seeds are 100, 150, 200 and 250, respectively.
The average of them is the detected video. All the points of the upper four curves
are above 0.7 and the means of each curve are 0.9191, 0.9223, 0.9238 and 0.9288,
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Fig. 4.18. Detection results comparison before and after temporal resynchronization. −◦−
detection before synchronization, and −∗− detection after synchronization.

respectively. Fig. 4.19 shows the watermark is robust to the two types of collusion
attacks.

4.4.2 Watermarking Scheme Based on Independent Dynamic Feature [22]

Compared with image watermarking, the issue of temporal synchronization is spe-
cific for video watermarking, and it is also essential one that has to be resolved
first in video watermarking. Referring to MPEG compression standard, in order
to embed the temporal synchronization information during watermark embedding,
the 3-level wavelet approximate sub-image of the I-frame in a GOP is binarized to
distinguish different GOPs [52], which is called GOP signature and is used as the
watermark of this GOP.

The watermark of a GOP can be obtained by:

[LL1,k,LH1,k,HL1,k,HH1,k] = DWT(Fk,1), (4.31a)

[LL2,k,LH2,k,HL2,k,HH2,k] = DWT(LL1,k), (4.31b)

[LL3,k,LH3,k,HL3,k,HH3,k] = DWT(LL2,k), (4.31c)

wk = BINmedian(LL3,k), (4.32)
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Fig. 4.19. Detection results after two kinds of collusion attacks.

where k is the order of GOP in video, Fk,1 is the I-frame of the kth GOP, de-
notes 1-level discrete wavelet transform, LLi,k is the i-level approximate sub-image,
LHi,k,HLi,k,HHi,k are respectively the i-level x-direction, y-direction and diagonal
sub-images. BINmedian denotes binarization based on median, the watermark of the
kth GOP, wk, is a r× c matrix.

The difference of different GOPs is defined by

DG =
HD

SE
, (4.33)

where HD is the hamming distance between two GOP signatures. SE is the total
number of the elements in a GOP signature. According to randomicity, the DG of
different GOP signatures is around 0.5. In the test, 1142 video frames of Bears,
Earthquake, Volcano subjects of Discovery series are selected to extract their GOP
signatures. The DG histogram is shown in Fig. 4.20.

The mean of DG is 0.519 and the variance is 0.0048. The results demonstrate the
mean of DG is close to 0.5 and gathers into a small area centered on 0.519. So the
GOP signature can be used to distinguish two different GOPs.
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Fig. 4.20. The DG histogram of 1142 GOP signatures.

Watermark Embedding

According to the Sec. 4.2.2, sFS and sMF are gotten through FastICA:[
sFS

sMF

]
= A−1

[
xF(i)

xF(i−1)

]
. (4.34)

And sFS and sMF can be obtained. And then sMF is 2-level discrete wavelet trans-
formed:

[LL1,LH1,HL1,HH1] = DWT[SMF ], (4.35a)

[LL2,LH2,HL2,HH2] = DWT[LL1]. (4.35b)

Here, LLi,LHi,HLi,HHi are respectively the i-level approximate, x-direction, y-
direction and diagonal sub-images. In the 2-level approximate sub-image LL2, a
random position sequence Indl, whose length is L = r×c, is generated for each SMF

in a GOP. Its subscript l is the order of SMF in GOP. The watermark is embedded
into the same position in the SMF of the same order in its own GOP.

The watermark is embedded into the 2-level DWT approximate sub-image of
SMF according to 4-neighboring-mean based algorithm [51]. Fig. 4.21 shows the
whole embedding procedure.
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Fig. 4.21. Watermark Embedding.

Suppose that the coefficient pi, j ∈ LL2 is watermarked, the mean of its four
neighboring coefficients is

mpi, j =
1
4
(pi, j−1 + pi−1, j + pi, j+1 + pi+1, j),

and the four neighboring coefficients are not watermarked. For the lth SMF of a GOP,
its embedding-position sequence is Indl .The embedding algorithm is:

p′i, j = pi, j +α(pi, j −mpi, j),Fk,l(m,n) = 1

{
pi, j > mpi, j, wk(m,n) = 0
pi, j < mpi, j, wk(m,n) = 1

(4.36a)

p′i, j = pi, j −α(mpi, j − pi, j),Fk,l(m,n) = 0

{
pi, j > mpi, j, wk(m,n) = 1
pi, j < mpi, j, wk(m,n) = 0

(4.36b)

where (i, j) ∈ Indl, m = 1,2, · · · ,r, n = 1,2, · · · ,c, α is a weight. Fk,l is a symbol to
determine the existence of the embedded watermark. Fk,l(m,n) is the element in m
row n column of Fk,l .

Watermark Extraction

Before watermarking extraction, which frame of the original video is the first one
of the received/detected video has to be known. After this, the watermark is tem-
porarily extracted as if there is no temporal desynchronization, e.g. frame dropping,
frame swapping, frame averaging. According to the original result, it can be judged
that which case of temporal desynchornization happened, and the video is resyn-
chronized temporally to get the correct extraction.

In this scheme, an improvement on watermark extraction is made, because the
scheme in [51] can not achieve blind extraction. The similarity between the original
symbol Fk,l and the extracted one F∗

k,l is used to measure whether there is the wa-
termark or not. In this way, the original GOP-signature wk and the symbol Fk,l need
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Fig. 4.22. Watermark extraction.

not be stored at the same time. Only Fk,l need to be stored. The GOP-signature w∗
k is

gotten from the received video just as in embedding. And then the extracted symbol
matrix F∗

k,l is obtained.

F∗
k,l(m,n) = 1

{
p∗i, j > mp∗i, j, w∗

k(m,n) = 0,
p∗i, j < mp∗i, j, w∗

k(m,n) = 1,
(4.37a)

F∗
k,l(m,n) = 0

{
p∗i, j > mp∗i, j, w∗

k(m,n) = 1,
p∗i, j < mp∗i, j, w∗

k(m,n) = 0.
(4.37b)

Here, p∗i, j, mp∗i, j are the watermarked wavelet coefficient and its 4-neighboring
mean, respectively.

The similarity between the original symbol Fk,l and F∗
k,l the extracted one is:

Sim(Fk,l ,F
∗
k,l) = 1−

r
∑

m=1

c
∑

n=1
XOR[Fk,l(m,n),F∗

k,l(m,n)]

r× c
. (4.38)

A detecting threshold should be set. If the similarity exceeds the threshold, there is
the watermark in this frame. And if the similarity mean of the frames in the received
video exceeds the threshold, the video is the legal one and it is watermarked by the
embedded one, vice versa.

Experiments

The video used as an example here is 1s with frame rate 30fps. Its frame size is
352×272. And the frames in Fig. 4.8(a) and 4.8(b) are two of the video. The ICA
algorithm used here is FastICA [4]. 0.7 is selected as the detecting threshold em-
pirically. The GOP in this experiment consists of one I-frame, three P-frames and
two B-frames between the I-frame and a P-frame or between two P-frames, i.e. the
structure is IBBPBBPBBPBB.

The quality of the watermarked video is described in terms of PSNR. The min-
imum of the PSNRs is 31.21 dB, the maximum is 46.82 dB and the mean is 40.89
dB. It indicates that the embedded watermark does not degrade the video quality.
And the subjective measure of the video quality is also good enough. The statisti-
cal invisibility shows whether the statistical property is affected by the watermark
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Fig. 4.23. Statistical invisibility of a GOP.

embedding. It can be measured by the difference between the correlation of every
two original frames and that of the two corresponding watermarked frames [53].
Fig. 4.23 shows the statistical invisibility in a GOP. The mean of differences is
0.002 and its variance is 3.66×10−4. That shows the watermark is statistically un-
detectable.

After MPEG-2 encoding and decoding, the detection is accomplished by using
their respective GOP-signatures, only by the first GOP-signature, only by the second
one, only by the third one and by a GOP-signature of another video. The results are
in Fig. 4.24. When the watermark is detected by using the incorrect GOP-signatures,
the detection curves descend abruptly, and the similarity descends greatly. That
shows the watermark can be detected correctly only by using the correct GOP-
signatures. The detection curve of using the GOP-signature of other video shows
the scheme can resist copy attack. The similarity extracted by using the 1st , 2nd , 3rd

GOP-signature is larger than that extracted by using the GOP-signature in another
video, while smaller than that extracted by using the respective GOP-signature. That
is because of the similarity between the GOP-signature in the same video.

Fig. 4.25 demonstrates the result of location of the first frame in the received
video. The first 7 frames are dropped at the receive terminal. In resynchronization,
every frame in the first GOP of the received video is treated as the I-frame of a
GOP, and then their corresponding GOP-signatures or watermarks are extracted.
Thus a group of symbol matrices is achieved. The 3 curves in Fig. 4.25(a) shows
the similarities between these symbols and the original symbols. There is a peak in
the second GOP-signature detecting curve at the 6th frame. That shows the 6th of
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Fig. 4.24. Detection results with different GOP-signatures.

the received video is the I-frame of the second GOP in the original video and the
received video begins from the 8th frame of the first GOP in the original video. So
the resynchronization is achieved.

In Fig. 4.26, watermark is detected after fps changing, frame averaging, frame
swapping and frame dropping. The total of frames is not changed, when fps changes
from 30fps to 24fps. The detection curve shows that if the frame number of a video
is not changed during fps changing, the watermark can all be detected correctly.
During frame averaging, the 10th frame is replaced by the average of the 9th, 10th

and 11th frames and the average of the 19th, 21st and 22nd frames is instituted for
the 20th frame. From the curve, it can be known that if the average frames include
the to-be-replaced frame, the similarity is slightly affected. At the same time, the
watermark can be detected correctly. The 15th and 25th frames are exchanged. The
corresponding curve drops sharply at the exchanged frames and the detection of the
adjacent frames is affected. Because the 25th frame is the I-frame of the 3rd GOP, the
detecting results of this GOP are damaged. The 10th frame is dropped in frame drop-
ping experiment. From the detection curve, watermark cannot be detected correctly
from the 10th frame. So it can be estimated that the 10th frame may be dropped.
And then, the video is resynchronized according to this estimation. The detection
curve is in Fig. 4.26(b). In Fig. 4.26(b), most of the detected results are higher than
0.7. So it can be seen that the 10th frame is really dropped, and only the 10th frame
is dropped. Based on this algorithm, whichever frame is dropped, the video can be
resynchronized frame by frame.
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Fig. 4.25. Resynchronization after the first 7 frames dropping.
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Fig. 4.26. Detection results after temporal desynchronization.
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Fig. 4.27. Detection results after single frame attacks.

In Fig. 4.27, every single frame is attacked by common processing for images,
which includes 3×3 median filtering, scale changing with the factor 2, standard
MPEG-2 compression and Gaussian noising whose mean is 0 and variance is 0.03.
The detection curves show that the watermark is robust to the former three attacks,
while the detection is affected by the Gaussian noise as shown by the lower curve.
But the mean of all the similarities in the lower curve is 0.724, it is still over 0.7.
That shows the watermark is also detected correctly.

Because the watermark is based on the video content, different watermarked
copies of the same video are watermarked same and different videos have differ-
ent watermarks. That is to say, there is no possibility for the inter-video attack. In
a video, the frames in different GOPs are treated as different frames and those in a
GOP are treated as similar frames. In this scheme, all of the frames are differently
watermarked, i.e. different watermarks or different positions. So there is only a case
for the intra-video collusion attack. It is the frames in a GOP that are treated as the
same frames differently watermarked. This kind of collusion is often performed by
low-pass filter. Here, 1-D temporal wavelet is applied to every four frames of the
video and the original frame is replaced by the approximate one. The detection re-
sult is shown in Fig. 4.28 after the entire replacement of the frames. By the way, the
video used in this experiment is the football.avi video. The mean of the detection
result is 0.7892. This experiment indicates that the watermark is robust to the two
types of collusion attacks.
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Fig. 4.28. Detection results after intra-video collusion attack.

4.4.3 Watermarking Based on Motion Location in Independent Dynamic
Feature [54]

With the development of the technology of video coding, the motive objects and the
background of video have been encoded respectively. Such framework is not only
suitable for some applications, but also enhances the coding efficiency. Therefore,
the extraction of motion information has been essential for further video processing.
So as an improvement of the scheme presented in Sec. 4.4.2, the motion regions
are located in the independent dynamic features, and watermark is only embedded
into these corresponding motion regions of the former frame. Fig. 4.29 shows the
independent dynamic features extraction by using ICA.

Because the variance of the region, where the texture is more conspicuous, is
much larger, variance of 8× 8 block is taken as the standard to measure how great
the motion is in the dynamic frame. Fig. 4.30 shows the relationship between the
variance and the texture. It clarifies that the motion region can be located with the
help of variance.

Fig. 4.31 describes the procedure of motion location. Here the motion location is
divided into two stages. In the first stage, macro block is used to locate the motive
object primarily. The sum of variance (SoV) of each 8×8 block in the macro block is
used to measure how great the motion is in this macro block. If the SoV of a macro
block is great, the macro block is classified as a motion macro block (MMB). Then
the MMB which has the largest SoV is selected, and a motion region (MR) centered
by this MMB is defined. And the watermark will be embedded into the same place
in original frame where the MR is located in the dynamic frame.
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Fig. 4.29. The dynamic frame (c) is extracted using ICA from two successive frames ((a) and
(b)). And (d) is the static frame.

Fig. 4.30. The relationship between the variance and the texture.

Watermark Embedding

Since human eyes are less sensitive to the error in the region with/near great motion,
the region where MR is located is selected as watermarking domain. Apart from
considering perceptual quality, the Quantization index modulation (QIM) method
is used to guarantee the robustness of the proposed scheme. Fig. 4.32 shows the
framework. Through comparing the extracted watermark w′ with the embedded wa-
termark w, one can know whether the digital video is watermarked or not.
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Fig. 4.31. This figure describes the procedure of locating motion region. The smaller squares
stand for the MMBs, while the bigger square is the desired MR.

Fig. 4.32. Framework of the scheme.

QIM is a computationally efficient method for watermarking with side informa-
tion [55, 56]. When embedding a message, QIM firstly modulates an index or se-
quence of indices with a message to be embedded, and then quantizes the host signal
with the associated quantizer or sequence of quantizers. A quantizer is a function
that maps a value to the nearest point belonging to a class of pre-defined discontin-
uous points. Assume that function round(·) denotes rounding value to the nearest
integer, and x is the host signal. Then the standard quantization operation with step
size Δ can be obtained by

Q(x,Δ) = round
( x

Δ

)
Δ . (4.39)

The traditional QIM utilizes a fixed quantization step size, which may lead to poor
fidelity in some areas of the content. Therefore, Li and Cox [55] proposed an ame-
liorative QIM based on perceptual models. The QIM method in our scheme also
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Table 4.2. The frequency sensitivity t (i, j) in (8×8) DCT sensitivity model.

t (i, j) j = 1, · · · ,8
1.40 1.01 1.16 1.66 2.40 3.43 4.79 6.56
1.01 1.45 1.32 1.52 2.00 2.71 3.67 4.93
1.16 1.32 2.24 2.59 2.98 3.64 4.60 5.88
1.66 1.52 2.59 3.77 4.55 5.30 6.28 7.60

i = 1, · · · ,8 2.40 2.00 2.98 4.55 6.15 7.46 8.71 10.17
3.43 2.71 3.64 5.30 7.46 9.62 11.58 13.51
4.79 3.67 4.60 6.28 8.71 11.58 14.50 17.29
6.56 4.93 5.88 7.60 10.17 13.51 17.29 21.15

integrates perceptual model for good fidelity. Dissimilarly, only the sensitivity func-
tion of Watson’s perceptual model [57] is used for calculating quantization step size.

Watson’s model is an 8× 8 block-based perceptual model in DCT domain. It
consists of a sensitivity function, two masking components based on luminance and
contrast masking respectively, as well as a combine component. Here only the sen-
sitivity function is used for calculating quantization step size.

Sensitivity model defines a frequency sensitivity table t [57, 58], which is shown
in Table 4.2. For each DCT coefficient (i, j), where i, j = 1,2, ...,8, each table entry
t(i, j) is approximately the smallest discernible change without any masking noise.
Therefore, the step size used to do quantization operation to DCT coefficient (i, j)
is given by

step(i, j) = β × t(i, j), (4.40)

where β is used to control the strength of watermarking. Incorporated with Watson’s
perceptual model, the QIM method can achieve better fidelity.

During watermarking the original video, all frames of the original video (except
the last one) will be watermarked in case of frame dropping or false location in
certain frames when detecting. As a consequence, the determined regions for em-
bedding in different frames may be different from each other.

Let co(i, j,k) denotes the DCT coefficient (i, j) of the kth block, cw(i, j,k) de-
notes the modified DCT coefficient (i, j) of the block kth, and w denotes the binary
pseudo-random watermark.

qe(i, j,k) =
|co(i, j,k)|
step(i, j)

, (4.41)

me(i, j,k) = round(qe(i, j,k)), (4.42)

δ = me(i, j,k)−qe(i, j,k), (4.43)

where |δ | ≤ 1
2 .
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During watermark embedding,

• Case 1: mod (me(i, j,k),2) = w

me(i, j,k) = round(qe(i, j,k)). (4.44)

• Case 2: mod (me(i, j,k),2) �= w
– if δ ≥ 0

|cw(i, j,k)| = (me(i, j,k)+ 1)× step(i, j). (4.45)

– if δ < 0

|cw(i, j,k)| = (me(i, j,k)− 1)× step(i, j). (4.46)

Watermark Detection

During watermark detecting,

w′ = mod (md(i, j,k),2), (4.47)

where w′ denotes the extracted watermark. And md(i, j,k) is given by

qd(i, j,k) =
|cw(i, j,k)|
step(i, j)

, (4.48)

md(i, j,k) = round(qd(i, j,k)). (4.49)

In the experiments, the normalized correlation is selected as the measurement of
watermark detection:

NC =

L
∑

i=1
(2w(i)− 1) · (2w′(i)− 1)√

L
∑
j=1

(2w( j)− 1)2 ·
L
∑
j=1

(2w′( j)− 1)2

. (4.50)

where L is the length of watermark.
The formulas above are just the rules for extracting watermark from a single

frame. And a so-called voting scheme is employed to improve performance in the
mass. m watermarks are extracted from m frames, and then each bit of the watermark
is summed up. If the sum of certain bit is bigger than

⌊
m
2

⌋
, this bit is adjudged to 1;

otherwise 0. And this procedure is expressed by

w′(i) =

⎧⎪⎪⎨
⎪⎪⎩

1, if
m
∑
j=1

w′
j(i)≥

⌊
m
2

⌋
,

0, if
m
∑
j=1

w′
j(i)<

⌊
m
2

⌋
,

(4.51)

where i = 1,2, · · · ,L.
The voting scheme used in watermark extraction greatly improves the veracity of

detector. And its good performance is proved in the experiments.
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Experiments

An uncompressed Bears video from Discovery Series is used as the experimental
video, whose frame size is 272×352. Besides, this raw video consists of 50 frames,
and its frame rate is 25 fps. The watermark w is a pseudorandom sequence composed
of 0 and 1, whose length is n2 (in experiments, n = 10). When embedding, it is
moderate to watermark with β = 18, which makes watermark robust enough on
the premise that the video still keeps high perceptual quality. And in the detecting
procedure, the threshold is set to 0.7. Fig. 4.33 shows the PSNR of each frame in
the watermarked video. According to this figure, the curve fluctuates around 46 dB,
and the watermarked video has a high PSNR, which reflects high fidelity.

Fig. 4.33. PSNR of the watermarked video.

In order to demonstrate the robustness of the proposed scheme, the watermarked
video is processed with some general information processing means. And the cor-
responding NC via various attacks is listed in Table 4.3. As shown in the table,
Gaussian white noise of mean 0 and variance Var is added to the video, and the NC
is still higher than the threshold when the Var is set to 0.002. In the frame dropping
experiment, 5 frames (10% of the total frames) are dropped randomly. The dropped
frames in cases 1-4 are frames 3, 10, 29, 32, 42, frames 6, 12, 15, 38, 48, frames
3, 4, 8, 14, 34, and frames 5, 28, 31, 32, 40. According to the table, the results are
still 1. Additionally, frame cropping does not change the NC in first group (crop-
ping the video from the top down, from the bottom up, from left to right, and from
right to left). However, it does affect the NC in the second group (cropping random
rows/columns in each frame of the video), because certain watermarked region is
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Table 4.3. Detection of results after various attacks.

Gaussian noise Mean=0

Var 0.0005 0.0010 0.0015 0.0020

NC 1 1 1 0.8824

Frame dropping Case 1 Case 2 Case 3 Case 4

NC 1 1 1 1

Frame cropping Crop orderly

Selected rows First 10 Last 10 First 10 Last 10
or columns rows rows columns columns

NC 1 1 1 1

Selected rows/columns Case 1 Case 2 Case 3 Case 4

NC 0.9167 1 0.9592 1

cropped too. Here, the cropped rows/columns in cases 1-4 are rows 6, 32, 58, 83,
110, 132, 163, 185, 248, 269, rows 27, 29, 30, 38, 44, 55, 67, 74, 109, 118, columns
151, 169, 215, 267, 299, 301, 302, 310, 316, 339, and columns 7, 16, 66, 73, 160,
174, 209, 210, 215, 226. Consequently, if the rows/columns cropped in this experi-
ment include the region where the watermark is embedded, the watermark detecting
will be influenced or even disturbed.

Table 4.4 shows comparisons on the detection results under MPEG-2 compres-
sion between the proposed scheme and the one presented in [59]. In the case of
keeping original duration, the video is compressed under different frame rates, and
the compression rate is 34:1 accordingly.

In the case of keeping original number of frames, the compression ratio is 33:1,
while the frame rate is set to 23.976 and 24 fps, and 41:1, while the frame rate is
set to 29.97 and 30 fps. From the table, it can be seen that the proposed scheme has
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Table 4.4. Detection of results under MPEG-2 compression.

Frame rate 23.976 fps 24 fps 29.97 fps 30 fps

Duration fixed

NC with proposed scheme 1 1 1 1

NC with [22] − − − −

Frame number fixed

NC with proposed scheme 1 1 1 1

NC with [22] 0.8826 0.9298 0.8670 0.8598

− Denotes that the watermark cannot be detected.

fairly good robustness against MPEG-2 compression, and is superior to the scheme
presented in [59] especially in the case of frame rate changing with keeping the
same duration.

4.4.4 Watermarking Based on Independent Content Feature [60]

In the view of digital watermark, the content feature is the most consistent feature
because both the attackers and owners of the host media don’t want to cause any
distortion in the media content, which is easy to be perceived. The PICF described
in Sec. 4.2.2 is such a kind of feature. The framework of the watermarking scheme
based on PICF is described in Fig. 4.34. Firstly, the original video is segmented into
shots. Here, the global histogram comparison approach is selected to segment video
into shots [61].

After the PICFs having been obtained, they can be taken as images and water-
marked according to the existing image watermark schemes, thus the video water-
marking can be completed.
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Fig. 4.34. Framework of watermarking scheme.

Watermark Embedding

Since the PICF is robust to various video processing, any existing blind image wa-
termarking method can be used. Here the Single Watermark Embedding (SWE)
scheme is used as an example.

The SWE scheme [50] is simple and robust to compression. In this scheme, two
keys are used, which are D=[d1,d2, . . . ,dN |di ∈ ℜ+≤ i≤N ] and K=[k1,k2, . . . ,kM]
to embed binary watermark w into the host vector H to form the watermarked vector
H′. H, H′ and K are split into N subvectors of equal length L =

⌊
M
N

⌋
with the ith

subvector denoted as H, H′ and K, respectively. Its embedding algorithm is:

Hi
′ = Hi +αiKi. (4.52)

Here,

αi =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

di·round
(

z
di

)
−z

‖Ki‖2
2

, if round
(

z
di

)
%2 = w(i),

di·
(

round
(

z
di

)
+1
)
−z

‖Ki‖2
2

, if round
(

z
di

)
%2 �= w(i) and z ≥ di · round

(
z
di

)
,

di·
(

round
(

z
di

)
−1
)
−z

‖Ki‖2
2

if round
(

z
di

)
%2 �= w(i) and z < di · round

(
z
di

)
,

where z = 〈Hi,Ki〉, round(·), % and ‖·‖2 are rounding, modulo 2 and L2-norm
respectively. After being watermarked, the original PICFs are replaced by the wa-
termarked ones, and the inverse ICA is performed to get watermarked shots. Finally,
the watermarked video is gotten after organizing these watermarked shots as their
original timing order.
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Watermark Detection

The detection is performed on each PICF of the detection video. The detecting al-
gorithm is:

w′(i) = round
(〈

H′
i,Ki

〉/
di
)

%2, (4.53)

where w′(i) is the extracted watermark.
The score is set to evaluate the detection result.

∑N
i=1 (2w(i)− 1) · (2w′(i)− 1)√

∑N
i=1 (2w(i)− 1)2 ·∑N

i=1 (2w′(i)− 1)2
=

1
N

N

∑
i=1

(2w(i)− 1) · (2w′(i)− 1). (4.54)

The embedding and detecting are performed on every obtained PICF. And the max-
imum detection score of each segment is selected as the detection score of this seg-
ment. If the score is over a threshold, the segment is considered to be watermarked.
As long as there is one watermarked segment, the whole video is watermarked.

Experiments

Fig. 4.35 shows the arbitrary frame and PICFs in each segment. Fig. 4.35(a)–(c)
are the frames of original video, Fig. 4.35(d)–(f) are the background PICFs, and
Fig. 4.35(g)–(i) are the arbitrary motion PICFs.

In the experiments, the PICFs of each segment are watermarked same and 10
attacks are performed after MPEG-2 encoding and decoding, including (a) 3× 3
median filter, (b) frame shrink with factor 2, (c) frame rotation with 0.5 degree, (d)
salt noise with density 0.02, (e) Gaussian noise with mean 0 and variance 0.001, (f)
intra-segment frame swapping, (g) frame dropping, (h) fps changing from 25 to 30
fps, (i) fps changing from 25 to 24 fps, and (j) intra-video collusion in each video
segment. The detected watermarks of the above attacks are shown in Fig. 4.36(a)-
(j) respectively and the original watermark is shown in Fig. 4.36(k). In Fig. 4.36,
there are three detected watermarks for each attack for there are three segments in
the video. From the left to the right, the detected watermarks are extracted from the
first, second and third segment respectively. In (f) attack, the exchanged frames are
in the same segment in order to keep the quality of the video. And in each segment,
there are two frames exchanged every five frames. There is one dropped frame of
every five frames in each segment in the frame dropping attack. There are two frame
rate changing attacks (h), (i). In the former, the frame rate is changed from 25 to 30
fps and the number of frames increases to 85. And in the latter, the frame rate is
changed from 25 to 24 fps and the number of frames decreases to 69.

From Fig. 4.36 and Table 4.5, it is obvious that the proposed scheme is robust
to most of the common frame-based attacks, such as median filtering, resizing, salt
noising, Gaussian noising, and also video-based attacks including MPEG-2 com-
pression, frame swapping, frame dropping, fps changing, intra-video collusion. And
it is robust to spatial desynchronization, e.g. rotation, to some extent.
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Fig. 4.35. The frames and PICFs in each segment. (a) original frame of 1st segment; (b)
original frame of 2nd segment; (c) original frame of 3rd segment; (d) background PICF of
1st segment; (e) background PICF of 2nd segment; (f) background PICF of 3rd segment;
(g) motion PICF of 1st segment; (h) motion PICF of 2nd segment; (i) motion PICF of 3rd
segment.

Fig. 4.36. The watermark extracted from each segment after attacks.
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Table 4.5. NC detected from each segment with embedding in PICFs after various attacks.

Attack (a) Attack (b) Attack (c) Attack (d) Attack (e)

First segment 1 0.9609 0.7051 0.7227 0.9824

Second segment 1 0.8516 0.6094 0.7207 0.7070

Third segment 0.9863 0.9199 0.8281 0.5762 0.7598

Attack (f) Attack (g) Attack (h) Attack (i) Attack (j)

First segment 1 0.9375 0.8398 0.9981 1

Second segment 1 0.9063 0.9668 0.9727 1

Third segment 0.9981 0.7520 0.8848 0.9688 0.9961

At present, the temporal wavelet is usually used to extract video feature, wavelet
feature frames (WFFs), to represent the motion and the background feature of video.
Here, a comparison experiment is performed. In this experiment, the video is seg-
mented into shots, and the WFFs of each shot are extracted just like what is done
in [56], and the watermark is embedded into the WFFs by SWE scheme, and then
the watermarked video is obtained. All the above attacks are performed on this wa-
termarked video, and the detection results are listed in Table 4.6.

From the comparison with the results in Table 4.5 and Table 4.6, PICFs have bet-
ter stability than WFFs under various attacks on video watermark. It is this property
of PICFs that makes the watermark more robust. Compared with WFFs, PICFs are
more suitable for watermarking.
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Table 4.6. NC detected from each segment with embedding in WFFs after various attacks.

Attack (a) Attack (b) Attack (c) Attack (d) Attack (e)

First segment 0.9922 0.5391 −0.6250 −0.6250 −0.6250

Second segment 0.9863 0.5469 −0.6152 −0.6152 −0.6152

Third segment 0.9728 0.6230 −0.6211 −0.6211 −0.6211

Attack (f) Attack (g) Attack (h) Attack (i) Attack (j)

First segment 0.5215 0.8538 0.8082 0.8203 0.8871

Second segment 0.5527 0.8770 0.7402 0.7246 0.8920

Third segment 0.0977 0.8355 0.7832 0.9707 0.9051
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Signature. In: Wang, J., Yi, Z., Żurada, J.M., Lu, B.-L., Yin, H. (eds.) ISNN 2006, Part
III. LNCS, vol. 3973, pp. 293–298. Springer, Heidelberg (2006)

47. Moulin, P., O’Sullivan, J.A.: Information-theoretic analysis of information hiding. IEEE
Trans. Information Theory 49, 73–77 (2008)

48. Lu, C.S., Liao, M.H.Y., Kutter, M.: A new watermarking scheme resistant to denoising
and copy attacks. In: Proc. 4th IEEE Workshop Multimedia Signal Processing, pp. 505–
510 (2001)

49. Chen, B., Wornell, G.W.: Quantization index modulation: A class of provably good meth-
ods for digital watermarking and information embedding. IEEE Trans. Information The-
ory 47, 1423–1443 (2001)



4 ICA-Based Image and Video Watermarking 101

50. Wong, P.H.W., Au, O.C., Yeung, Y.M.: A novel blind multiple watermarking technique
for images. IEEE Trans. Circuits and Systems for Video Technology 13, 813–830 (2003)

51. Hong, I., Kim, I., Han, S.S.: A blind watermarking technique using wavelet transform.
In: Proc. IEEE Int’l. Symp. Industrial Electronics, vol. 3, pp. 1946–1950 (2001)

52. Barr, J., Bradley, B., Hannigan, B.T.: Using digital watermarks with image signatures to
mitigate the threat of the copy attack. In: Proc. of 2003 IEEE International Conference
on Acoustics, Speech and Signal Processing, vol. 3, pp. 69–72 (2003)

53. Su, K., Kunder, D., Hatzinakos, D.: A novel approach to collusion-resistant video wa-
termarking. In: Processdings of SPIE 4675, Security and Watermarking of Multimedia
Content IV, pp. 491–502 (2002)

54. Sun, Z., Liu, J., Sun, J., et al.: A motion location based video watermarking scheme using
ICA to extract dynamic frames. Neural Computing & Applications 18, 507–514 (2009)

55. Li, Q., Cox, I.J.: Using perceptual models to improve fidelity and provide invariance to
valumetric scaling for quantization index modulation watermarking. In: Proc. IEEE Int’l.
Conf. Acoustics, Speech and Signal Processing, vol. 2, pp. 1–4 (2005)

56. Swanson, M.D., Zhu, B., Tewfik, A.H.: Multiresolution scene-based video watermarking
using perceptual models. IEEE Journal on Selected Areas in Communications 16, 540–
550 (1998)

57. Watson, A.B.: DCT quantization matrices visually optimized for individual images. In:
Proc. SPIE Human Vision, Visual Processing, and Digital Display, vol. 9, pp. 202–216
(1993)

58. Cox, I.J., Miller, M.L., Bloom, J.A.: Digital Watermarking. Morgan Kaufmann (2001)
59. Sun, J., Liu, J.: A novel blind video watermarking scheme based on independent dynamic

component. Multidimensional Systems and Signal Processing 17, 59–74 (2006)
60. Sun, J., Liu, J.: A blind video watermarking scheme based on ICA and shot segmentation.

Science in China Series F 49, 302–312 (2006)
61. Koprinska, I., Carrato, S.: Temporal video segmentation: A survey. Signal Processing:

Image Communication 16, 477–500 (2001)



5

Content Based Invariant Image Watermarking with
High Capacity

Leida Li1, Jianying Zhang2, and Baolong Guo3

1 School of Information and Electrical Engineering,
China University of Mining and Technology,
Xuzhou, China
reader1104@hotmail.com

2 School of Information and Electrical Engineering,
China University of Mining and Technology,
Xuzhou, China
zjycumt@126.com

3 Institute of Intelligent Control and Image Engineering (ICIE),
School of Mechano-Electronic Engineering,
Xidian University,
Xi’an, China
blguo@xidian.edu.cn

Summary. Recently, many content based image watermarking schemes have been addressed
to resist geometric attacks, such as rotation, scaling and translation (RST). The underlying
idea of this kind of method is to align the geometric transforms before watermark embed-
ding and extraction. These schemes are usually preceded by watermark synchronization, an
operation to determine some local regions for watermark embedding and extraction. Due to
the small size of the regions, the capacities of these schemes are usually limited, typically
tens of bits. In this chapter, we propose two methods that can embed high capacity water-
mark images, while maintaining robustness to the general geometric attacks. Compared to
the existing schemes, the proposed high capacity watermarking methods embed the water-
mark in a content based manner. The efficiencies of the proposed schemes are demonstrated
by experiments.

5.1 Introduction

After more than ten years’ development, great achievements have been achieved in
the digital watermarking community, such as intelligent watermarking [1],
reversible watermarking [2] and multipurpose watermarking [3]. However, the real-
word applications are still limited. The reasons are complex, among which geo-
metric attack is one of the bottlenecks. In practical applications, geometric attacks,
such as image rotation, scaling and translation (RST), are common and easy to im-
plement. However, these operations can defeat most of the existing watermarking
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schemes, because the synchronization between watermark embedding and detec-
tion is destroyed. In other words, the detector cannot detect the watermark signal
from the places where it is originally embedded. In order to resist this kind of at-
tacks, many schemes have been proposed these years, and they can be classified into
the following categories [4, 5].

1. Inverse transform based method. This kind of method first rectifies the geo-
metric error before watermark extraction. Extensive search and template based
methods belong to this category [6, 7].

2. Invariant domain based embedding. From this point of view, image normaliza-
tion [8, 9], Fourier-Mellin [10, 11, 12] and invariant image moments [13]–[17]
are commonly employed for watermark embedding. The idea of image nor-
malization and Fourier-Mellin based embedding is to obtain a standard image
before watermark embedding and extraction. However, the embedding process
will inevitably introduce interpolation error, which is mainly due to the inverse
normalization and inverse log-polar mapping. In the invariant moment based
methods, the watermark is usually encoded into the magnitudes of the moments.

3. Feature based embedding. Feature extraction methods have been extensively
used in pattern recognition problems. The local features extracted from an im-
age are often invariant to the general affine transforms, thus are consistent with
the requirement of watermarking.

Feature based watermarking can be regarded as the second generation watermark-
ing [18], because the embedded watermark signal is usually associated with the
image contents (interest points, edges etc.). This kind of method has the following
advantages:

1. Good invisibility. The watermark is embedded into the local regions instead of
the entire image, so the image quality is better.

2. Enhanced robustness.

These schemes can resist to both geometric attacks and traditional signal process-
ing attacks. The local image features are invariant to a variety of affine distortions,
including RST attacks, viewpoint change, aspect change etc. Embedding the wa-
termark by referring to these features guarantee the invariance of the watermark.
Recently, many content based watermarking schemes have been reported using fea-
ture points [19]–[25]. Among these schemes, two kinds of watermark signals are
employed. The first kind is a binary watermark sequence, typically tens of bits.
In [21], a 16-bit long binary watermark is embedded into the Harris corner based
local regions in spatial domain. In [24], the 16-bit long watermark is embedded in
the Fourier domain. An improved method is addressed in [25], where the watermark
capacity is 32 bit. The second kind of watermark is a random binary pattern. Fig. 5.1
shows the watermark patterns used in some of the existing schemes.

It is seen from Fig. 5.1 that the watermark image is in a random pattern, without
physical meaning. This kind of watermark is usually embedded adaptively to the
local region. Namely, the watermark image is rendered according to the shape and
size of the local image region. Besides, they are usually embedded additively in
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Fig. 5.1. The watermark images used in [19], [20] and [23].

spatial domain. In the decoder, correlation based watermark extraction is commonly
adopted. Due to the additive embedding scheme in spatial domain, the robustness of
this kind of method is not satisfactory.

It is challenging to embed a high capacity watermark signal into the feature based
local regions, because the size of the regions are small. In this chapter, we mainly
investigate the principles on embedding binary watermark images into the feature
based local regions.

5.2 Content Based Watermark Synchronization

Feature based watermarking schemes can resist geometric attacks, because the ge-
ometric error can be aligned by watermark synchronization. In this section, we
first review the current feature based synchronization methods quickly, and then we
propose an improved framework for multi-scale feature based watermark
synchronization.

Most of the existing schemes employ feature point, also called interest point,
as the underlying invariant feature. The popular feature point extraction methods
include, but not limited to, Mexican-Hat Wavelet based feature point [24], Harris
corner [26], Harris-Laplace [27] and scale-invariant feature transform (SIFT) [28].
In [24], the interest points are extracted by Mexican hat wavelet scale interaction,
and some local regions are generated by setting a fixed radius. In order to obtain
disjoint regions, a feature point has a higher priority for watermark embedding if
it has more neighboring feature points inside its disk. Wang et al. improves this
method using multi-scale Harris-Laplace feature points [25]. In [19], the Harris fea-
ture points are first extracted, and a Delaunay tessellation is then performed on the
feature points, producing many triangular regions. Then the random binary water-
mark image is embedded into each of the regions. In [21], the concept of locally
most stable feature point (LMSP) is proposed to achieve watermark synchroniza-
tion. Compared to the existing schemes, the LMSP based synchronization perfor-
mances better. In [20], the SIFT features are employed to determine the places for
both watermark embedding and extraction. The binary watermark pattern is then
embedded in spatial domain additively.
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The current feature point based watermark synchronization schemes can be
grouped into two categories. One kind employs traditional interest point detec-
tion methods, including Mexican wavelet based features and Harris corners. The
other kind utilizes the scale space features for watermark synchronization, including
Harris-Laplace and SIFT. Traditional feature extraction methods detect the feature
point at a specific image resolution, so the features are not invariant to image scal-
ing. By comparison, scale space feature points are detected inherently with a scale
parameter, namely the characteristic scale. The local regions are determined by re-
ferring to the characteristic scale, so the local regions are scale invariant. From this
point of view, scale space feature based synchronization is preferable for efficient
watermark embedding. Another requirement in watermark synchronization is that
the local regions should be disjoint, so that the embedded watermark do not affect
each other. In order to achieve this goal, the feature with better robustness should
be used. Based on the above findings, we propose an improved watermark synchro-
nization framework based on scale space features. Fig. 5.2 shows the diagram of
watermark synchronization.

Fig. 5.2. Space space feature based watermark synchronization.

The main difference between the proposed scheme and the existing schemes is
that an optimization operation is added. The goal of this step is to measure the ro-
bustness of the feature points (namely the local regions), and select the region with
better robustness to generate the final disjoint regions. This process is crucial for the
performance of watermark synchronization. We claim that a quantitative measure
of robustness (invariance) is desired to select the features for watermark synchro-
nization. In implementation, this can be done using the responses of the feature ex-
traction method. Generally, feature points with bigger responses tend to have better
invariance. In the following of this chapter, the high capacity watermark embedding
schemes are based on the improved framework of watermark synchronization.
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5.3 High Capacity Watermark Embedding

In this section, we propose two high capacity watermark embedding schemes us-
ing scale space feature based synchronization. In particular, we investigates how to
embed meaningful binary watermark images into the local regions.

5.3.1 Content Based Embedding

As the size of the local region is small, traditional watermarking schemes are not
suitable for high capacity watermark embedding. We claim that to achieve high ca-
pacity watermark embedding, the watermark encoding scheme should be conducted
in a content based manner. The authors propose a high capacity embedding scheme
in [29]. The diagram of the proposed scheme is shown in Fig. 5.3.

Fig. 5.3. Diagram of the proposed scheme.

For a digital image, local regions are first extracted. Then the rotation normaliza-
tion angle is computed for each region. Before embedding, the watermark image is
adjusted with respect to the orientation and size. After processing, the size of the
watermark image is same to that of the local region. Besides, the orientation of the
watermark image is adaptive to the local region. Fig. 5.4 shows some of the local
region and the adjusted watermark images. The watermark images are processed to
avoid processing of the local regions. The reason is that if the regions are rendered
for watermarking, they have to be inversely processed to obtain the watermarked
image, which will inevitably introduce interpolation error. By processing the wa-
termark image instead of the local regions, both the image quality and watermark
robustness can be improved.

Fig. 5.5 shows the watermark encoding process. For a region, it is first decom-
posed using the Non-subsampled Contourlet Transform (NSCT). Then the low
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Fig. 5.4. Local region and the processed watermark.

Fig. 5.5. Watermark encoding process.

frequency subband coefficients are used to embed the watermark. As the size of
the watermark is same size to that of the region, a watermark bit is encoded by
modifying one NSCT coefficient that has the same coordinate.

During extraction, a region is first transformed into NSCT domain and the low
frequency subband coefficients are selected. Then the watermark image can be ex-
tracted. It should be noted that the orientation of the extracted watermark is not
same to the original watermark image. The irregularity of the orientation can be
rectified by referring to the rotation normalization angle. Fig. 5.6 shows the process
of watermark rectification.
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Fig. 5.6. Watermark rectification.

5.3.2 Partition Based Embedding

In section 5.3.1, a content based embedding scheme is addressed. One possible de-
ficiency of the scheme is that a watermark bit is encoded by a single coefficient, so
watermark robustness is not very satisfactory. In this section, we propose a partition
based high capacity watermark embedding scheme. Unlike the existing schemes,
the local region used is square. The center of the square is the feature point, and the
size of the square region is

2τσ × 2τσ (5.1)

where τ is a magnification factor, and σ is the characteristic scale. In implementa-
tion, the 100 most robust features are first extracted. Then the features too close to
image borders are discarded. In order to enhance robustness, features with small or
large characteristic scales are also removed, because they have lower repeatability.
In order to embed the watermark, these regions should be disjoint. In this chapter,
this is done by reducing the less robust regions while reserving the robust ones. For
each feature point with characteristic scale σ , a neighboring circular area is deter-
mined, whose radius is τσ . Note that in a circular area, other features may also
exist in this area. The response value of the central feature is compared with those
of other features in this region. If the response of the central feature point achieves
local maximum, it is regarded as a locally stablest feature. This operation is done
repeatedly for all features. Then the locally stablest features can be obtained. To ob-
tain the disjoint regions, a further optimization procedure is conducted as follows.
The region with the best robustness (biggest response) is first selected, and the re-
gions that overlap with it is discarded. This operation is done repeatedly until all
regions are processed, producing the final disjoint regions. An example of the local
square regions generated on standard image Lena is shown in Fig. 5.7.

The proposed method is based on partition, namely the local region is divided
into blocks and the watermark bits are embedded into each of the blocks. Fig. 5.8
illustrates how to embed the watermark into a local region.

For a square region, it is first divided into blocks with the same size. Furthermore,
the number of blocks is equal to the size of the watermark image, which is denoted
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Fig. 5.7. Generation of local regions. (a) Middle scale regions, (b) Locally stablest regions,
(c) Final regions.

Fig. 5.8. Diagram of the partition based embedding.

by Nw ×Nw here. Then each block is employed to encode one watermark bit. As the
size of the region is 2τσ × 2τσ , the size of the block is

Nblk =
2τσ
Nw

. (5.2)

In order to enhance the security of the proposed scheme, two secret keys are adopted
during the watermarking process. The first key, Key1, is used to permute the water-
mark image before embedding. The second key, Key2, is used to randomly select
a block to encode a watermark bit. In this letter, the original watermark image is
denoted by W , and the permuted one is denoted by W ′. For a permuted watermark
bit W ′(i, j), i, j = 1,2, · · · ,NW , a block Blk(s, t),s, t = 1,2, · · · ,NW , is first selected
randomly using Key2. Then W ′(i, j) is embedded into Blk(s, t) by modifying all the
pixels within it.

Fig. 5.9 illustrates the process of encoding a single watermark bit. If W ′(i, j) = 0,
all the pixels in Blk(s, t) are quantized to have even values. If W ′(i, j) = 1, then the
pixels are quantized to have odd values. In other words, the block is modified to
have the same odd or even property as the encoded watermark bit.
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Fig. 5.9. The process of encoding one watermark bit.

Watermark extraction is the inverse process of watermark embedding. For a dis-
torted image, the local square regions are first generated. Then the watermark are
extracted in a block based manner. The square region is first divided into blocks
with the same number as the size of the watermark image, i.e. NW ×NW . As the size
of the square region has changed to be 2τσ ′ ×2τσ ′, with σ ′ the characteristic scale,
the size of the block during watermark extraction is

N′
blk =

2τσ ′

NW
. (5.3)

It should be noted that σ ′ may be different to σ , because the image may have been
rescaled. Therefore, the size of the block in watermark extraction may be different
to that of watermark embedding. In implementation, a block is first selected using
the same secret key Key2, as embedding. Then a watermark bit can be decoded from
each block by judging the odd even property of the block.

5.4 Simulation Results

In this section, the performances of the proposed watermarking schemes are esti-
mated by simulations. In experiments, gray scale standard images with size 512×
512 are employed as the original images, and some of them are shown in Fig. 5.10.

The performances of the proposed schemes are estimated from two aspects,
namely watermark invisibility and watermark robustness. In the invisibility test, the
commonly used peak signal to noise ratio (PSNR) is used to test the quality of the
watermarked images.

5.4.1 Watermark Invisibility

Fig. 5.11 and Fig. 5.12 show the effect of watermark embedding of the two schemes.
The original images, watermarked images are given together with the magnified
residual images. For the content based embedding, the PSNR values of Lena and
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Fig. 5.10. Test image used in experiments.

Fig. 5.11. Watermark invisibility of content based embedding. (a) original image, (b) water-
marked image, (c) residual image.
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Fig. 5.12. Watermark invisibility of partition based embedding. (a) original image, (b) water-
marked image, (c) residual image.

Peppers are 41.189 dB and 42.464 dB respectively. For the partition based embed-
ding, the PSNR values of Peppers and House are 48.28dB and 49.49 dB, respec-
tively. In watermarking community, the empirical PSNR value for a good water-
marking algorithm should be higher than 40 dB. From this point of view, the PSNR
values are satisfactory. Fig. 5.11 and Fig. 5.12 also demonstrate this point, where
the embedded watermark is invisible to the naked eyes.

5.4.2 Watermark Robustness

In order to estimate the performances of watermark extraction, both geometric at-
tacks and traditional signal processing attacks are tested on the watermarked images.
Then the watermark images are extracted from the distorted images. Geometric at-
tacks consists of rotation, scaling, crop et al., while signal processing attacks con-
sists of noise, filtering and image compression. The simulation results are shown in
Fig. 5.13 and Fig. 5.14.

It is observed from the figures that the proposed watermarking schemes can suc-
cessfully extract the watermark images, regardless of geometric attacks and signal
processing attacks. The extracted watermark images are all recognizable. It is also
known from Figs. 5.13 and 5.14 that the orientation of the extracted watermark is
adaptive to the distorted image. By comparison, the second method can extract the
watermark more accurately. The reason is that the pixels in a block is used to encode
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Fig. 5.13. The distorted images and the detected watermark images.

a signal watermark bit in the second method, while in the first method a watermark
bit is encoded by a single NSCT coefficient. Of course, better robustness is achieved
at the cost of reducing watermark capacity. Although both methods employ binary
images as the watermark signal, the capacity of the second method is lower than
that of the first method.

5.5 Conclusion

In this chapter, we introduce two content based watermarking schemes that can
embed high capacity watermarking schemes into the feature point based local re-
gions. In order to achieve high capacity information hiding, the watermark should
be encoded in a content based manner. Experimental results show that the proposed
schemes can achieve good image quality, and the watermark images can be extracted
under both common signal processing attacks and geometric attacks. The robustness
of the proposed schemes should be further improved for real word applications.
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Fig. 5.14. The distorted images and the detected watermark images.
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Summary. This chapter proposes a novel color image compression technique based on
Block Truncation Coding (BTC) using Cat Swarm Optimization (CSO). The original BTC
method compresses a block of a grayscale image into a bitmap and a pair of quantization
numbers. For a color image, which is encoded using R, G, and B channels, the BTC method
enhances the compression rate using a common bitmap instead of three naturally formed
bitmaps. However, it is difficult to find an efficient common bitmap due to its complexity.
The CSO algorithm is generated by modeling the behaviors of cats, which show better per-
formance in achieving the goal of finding best solution than other optimization algorithms.
In this chapter, we adopt Cat Swarm Optimization (CSO) to search for a near optimal so-
lution for this problem. The experimental results indicate that the proposed method could
improve the decompressed BTC color image quality by obtaining a near optimal solution of
the common bit map.1

6.1 Introduction

Simple and fast, block truncation coding (BTC) [1, 2] is a well-known image com-
pression technique. It divides the image into many fixed blocks for processing and
returns two mean pixel values and a bitmap for one block as the results. The pixels
of each block are separated into high and low levels by a threshold x, which is the

1 Supported by the Fundamental Research Funds for the Central Universities.

J.-S. Pan et al. (Eds.): Recent Advances in Information Hiding and Applications, ISRL 40, pp. 119–138.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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average of all pixels in the block. If a pixel value is larger than x, it is added to
high level group, and the corresponding element in the bitmap is valued as “high”;
otherwise, it belongs to low level group, and the corresponding element in bit map
is valued as “low”. Lastly, it calculates the xL and xH , which are the mean values of
all pixels belonging to the low or high level group, respectively.

The two mean values and one bitmap are the representation for one block of an
image. For instance, the bit map shown in Fig. 6.1(b) is calculated from the block
shown in Fig. 6.1(a). The x value is calculated as:

x =
(138+135+125+107+122+127+125+111+80+95+109+103+77+72+72+78)

16
= 104.75.

The mean value for the low level group xL is computed as:

xL =
(80+ 95+ 103+77+72+72+78)

7
= 82.4.

The mean value for high level group xH is listed as:

xH =
(138+ 135+ 125+107+122+127+125+111+109)

9
= 122.1.

The BTC method can also apply to color image compression, because each channel
in the color image corresponds to a grayscale image. However, finding a suitable
common bitmap to represent three different bitmaps generated from different chan-
nels has become an important problem.

(a) (b)

Fig. 6.1. (a) A block of a gray level image. (b) The bitmap calculated from Fig. 6.1(a).

In past decades, many image compression techniques based on BTC technique
have been proposed. To retain the image details of the content, Wu et al. [3]
proposed an improved BTC scheme for color images. However, this approach is
time-consuming. Kurita et al. [4] proposed another BTC method using Principal
Component Analysis (PCA) theory that requires small computational load and lit-
tle memory. Tai et al. [5] also proposed a neural network based BTC scheme for
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color image compression. To solve the problem of finding an optimal bitmap and
obtaining a high compression rate, Tai et al. [6] proposed a method using a genetic
algorithm. Chang and Wu [7] presented an improved scheme for Tai et al.’s genetic
method [6], which limits the mean square error and enhances the compression rate
with less computational complexity.

In order to obtain a better common bitmap for BTC based color image compres-
sion than related schemes, we propose a novel image compression technique that
manipulates cat swarm optimization strategy. We treat each channel of a color im-
age as a gray level image and combine the three bitmaps that converted from three
channels to generate a common bitmap as the initial bitmap of selection process.
Lastly, we find the optimal common bitmap using the cat swarm strategy in limited
iterations. According to the experimental results, our proposed scheme is superior
to related methods in terms of visual quality.

The rest of this chapter is organized as follows. Section 6.2 introduces the cat
swarm optimization (CSO) algorithm, which is used for finding the optimal com-
mon bitmap. The proposed scheme, namely CSO-BTC, is presented in Section 6.3.
Section 6.4 presents the experimental results of the proposed method, including the
comparison with related schemes. Finally, conclusions are provided in Section 6.5.

6.2 Related Works

In this chapter, the cat swarm optimization algorithm is adopted for selecting a near
optimal common bitmap from three different bitmaps generated from three channels
R, G, and B. The CSO algorithm is introduced in this section.

Cat swarm optimization (CSO) was first proposed by Chu and Tsai in 2007 [8].
As with many main ideas of computational intelligence, which portray behavior as
formulas, CSO is generated by observing the behaviors of cats. Cats have their own
behavioral traits, which are classified into two distinctive features: strong curiosity
for moving objects and natural hunting skills. Cats spend most of their time either
observing their surroundings or hunting some object until it is captured. Accord-
ing to this principle, these two behaviors are modeled for CSO: seeking mode and
tracing mode. The purpose of the seeking mode, in which cats rest but are alert, is
to find a better position to move; in the sub-mode of tracing, the cats chase targets.
For modeling convenience, each cat has its own attributes: a flag to sign a cat is in
seeking mode or tracing mode, its position consists of N dimensions; the velocity
in each dimension, a fitness value (FS) which is used to be evaluated through the
fitness function. The detailed procedure of CSO consists of the following steps [8]:

Step 1: Create K cats.

Step 2: Sprinkle the cats into the N-dimensional solution space and give random
values to the cats. Ensure that the values are smaller than the maximum velocity.
Then, choose a number of cats and set them into tracing mode according to a
mixture ratio (MR). Set others into seeking mode, where MR is a given ratio
indicating the joining of seeking mode with tracing mode.
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Step 3: Evaluate the FS of each cat by putting the current position of each cat into
the fitness function. Keep the position of best cat (xbest ), which represents the
best solution so far in memory.

Step 4: Move the cats according to their flags. If catn is signed in the seeking mode,
apply it to the seeking mode; otherwise, apply it to the tracing mode. The details
of the seeking mode and tracing mode processes are presented in Steps 5 and 6,
respectively.

Step 5: First, make j copies of the present position of catn, where j equals the seek-
ing memory pool (SMP). If the present position is one of the candidates, retain
the current position as a candidate and set j = (SMP− 1). For each copy, ran-
domly plus or minus the SRD percents of the present values and replace the old
ones according to CDC, where SRD is the seeking range of the selected dimen-
sion and CDC is the counts of dimension to change. Next, calculate FS for each
present position. If all FSs are exactly equal, then set all selecting probability
candidates to 1; otherwise, compute the selecting probability of each candidate
point by Eq. (6.1), where FSbest is the best fitness value so far. If the purpose
of the fitness function is to find the maximum solution, then FSn = FSmin; oth-
erwise, FSn = FSmax. Finally, choose a new candidate point from the candidate
points to replace the old position of catn according to the selecting probability.

Pn =
|FSn −FSbest |
FSmax −FSmin

, where 0 < n < j. (6.1)

Step 6: First, update the velocities for every dimension (vn,d) according to
Eq. (6.2b), where xbest ,d is the position of the cat having the best FS, xn,d is
the current position of catn, c1 is a constant, and r1 is a random value in the
range of [0,1]. If new velocities are out of the range of maximum velocity, set
them to the limit. Then, update the position of catn according to Eq. (6.2b) and
Eq. (6.2b).

vn,d = vn,d + r1 · c1 · (xbest,d − xn,d), d = 1,2, · · · ,M. (6.2a)

xn,d = xn,d + vn,d. (6.2b)

Step 7: Pick some cats and apply them into tracing mode according to MR and set
others into seeking mode.

Step 8: Repeat Steps 3 through 7 until the termination condition is satisfied.

The experimental results of this method indicate that CSO provides better perfor-
mance and performs faster than related methods to find the best solutions [8].

6.3 Proposed Scheme

This chapter proposes a novel color image compression method based on the cat
swarm optimization algorithm, namely, CSO-BTC. The main idea is to create a near
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optimal common bitmap as a representation of three single bitmaps using the CSO
algorithm. As mentioned before, BTC is a simple and effective image compression
method for grayscale images. It divides a gray level image into fixed blocks; for
each block, it returns a bitmap and two mean values. To apply this method for color
images, the BTC method should be used on three channels. Therefore, a bitmap
and two mean values of two levels can be obtained for each channel by following
the procedure of BTC. To further compress the three individual bitmaps, we use
CSO to find a near optimal common bitmap to represent them. The flowchart of the
proposed scheme involves seven steps as shown in Fig. 6.2. The detailed searching
phase is described below.

Fig. 6.2. The flowchart of proposed scheme.
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Let Bbest , BR, BG and BB denote the near best common bitmap and three bitmaps
of the R, G, and B channels, respectively. All bitmaps are sized H ×W , where H
and W stand for the height and width of each bitmap, respectively. Bbest , BR, BG and
BB are defined as Eq. (6.3):

Bbest = {e1,e2, ...,eH×W | ei = L or H},
BR = {r1,r2, ...,rH×W | ri = L or H},
BG = {g1,g2, ...,gH×W | gi = L or H},
BB = {b1,b2, ...,bH×W | bi = L or H}.

(6.3)

If an element appears in the same coordinate of BR, BG and BB, it also appears in
the same coordinate of Bbest . Thus, we can obtain some parts of Bbest by adding
the elements that appear in the same coordinates of the three bitmaps mentioned
above. For instance, the bitmaps of three channel blocks are shown in Fig. 6.3(a).
All of the first elements in BR, BG and BB exactly equal H, so the first element in
Bbest is determined to be H. In contrast, the second element of Bbest is unknown,
because the second elements in BR, BG and BB are L, H and L, respectively. Let *
denote each unknown element in Bbest . The initial bitmap Bbest is combined by three
bitmaps as shown in Fig. 6.3(b). Then the initial value set of Bbest is represented
as Eq. (6.4):

ei =

{
bi if ri = gi = bi,

unknow otherwise.
(6.4)

Then, we attempt to find the near optimal common bitmap using the CSO algo-
rithm. The initial bitmap is obtained by combining the three bitmaps R, G, and B
as described before. Let m denote the number of inconsistent elements of the ini-
tial bitmap; the unknown elements are composed of m dimensions. Instead of using
a common encoding method in the selection process, we adopt a novel method of
the initial input for the CSO algorithm. The details of the two encoding types are
presented as follows.

Let 0 and 1 denote the values L and H, respectively; the initial value for each
dimension of unknown elements is randomly generated as 0 or 1. In this case, the
initial value set I is represented as I = {si | si ∈ {0,1} , for i = 1,2, . . . ,m}.

In the common encoding method, the initial data is the value sequence of un-
known elements directly. For instance, assume that the initial value of the initial
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(a)

(b)

Fig. 6.3. (a) The bitmaps of three channels of one image block. (b) The initial common bitmap
block, where ∗ means the unknown elements.

common bitmap block shown in Fig. 6.3(b) is randomly generated as “HHLH-
LLLHL”. Then the input data for CSO algorithm is “110100010” since we denote
H and L as 1 and 0, respectively.

In the proposed encoding method, we express the solution space into a [0,1] space
no matter how many dimensions the original solution space has. Thus, the unknown
elements are encoded into a float number in the range of [0,1] as input data for
the CSO algorithm. As a result, the dimension of the cat is fixed. Let I′ denote a
transformed float value expressed in the range of [0, 1]. Then, I′ is converted from
those k-bit binary data of I as Eq. (6.5). For instance, assume that the number of
unknown elements equals 6 and the binary data is generated as “101101”. The initial
value I′ is computed as

(1× 25+ 0× 24+1×23+1×22+0×21+1×20)
(26− 1)

= 0.714286,

which is the input data of the CSO algorithm.

I′ = ∑m
i=1 si × 2m−i

(2m − 1)
for i = 1,2, ...,m. (6.5)

The decoding process is the inverse process of encoding. If the near optimal result
of the CSO algorithm is 0.3155, then the result is decoded as 19.8765, which equals
approximately 20. The values of the unknown elements equal “010100”, which are
the binary numbers converted from 20. Then, the coordinates of * in the final bitmap
are filled with L, H, L, H, L, and L, which correspond to the binary values 0, 1, 0, 1,
0, and 0.
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Peak signal-to-noise ratio (PSNR) is generally used to judge the perceptual qual-
ity between the original image and the compression image. The PSNR value for the
color image is calculated using Eq. (6.6), where MSE is the mean square error:

PSNR(dB) = 10 log10

(
2552

MSE

)
. (6.6)

Since the smaller the MSE is, the better PSNR will be, the evaluate function of the
selection process follows the principle of the equation defined as below:

MSE = ∑
ei=H

(xi − xH)
2 + ∑

ei=L
(xi − xL)

2, (6.7)

where i = 1,2, · · · ,n, xi denotes the ith pixel value of a block of channel R, G or
B. Moreover, xH and xL are represented as below, where q is the number of the
elements that equals H in a block, and p is the number of L’s in a block.

xH =

∑
ei∈H

xi

q
, (6.8a)

xL =

∑
ei∈L

xi

p
. (6.8b)

With either encoding type, the processing steps in the CSO algorithm are nearly the
same except that the number of dimensions is set as 1 in the proposed encoding
process. Detailed procedures of the CSO algorithm are described as follows.

First, the cats are divided into two parts according to MR for two sub-modes in
each iteration. Next, every cat in seeking mode makes j copies including itself ac-
cording to SMP. For each copy, randomly plus or minus SRD percents the present
values and replace the old ones according to CDC, where SRD is the seeking range
of the selected dimension and CDC is the count of dimensions to change. Calcu-
late FS and selecting probability of each copy by Eqs. (6.7) and (6.1), respectively,
where FSb = FSmax. The goal of the selecting process is to find the minimum so-
lution, which means that the cat having the minimum MSE is nearest to the near
optimal solution. Thus, we retain the cat with the maximum selecting probability.
The values should be decoded into a sequence of binary data before computing FS
when using the proposed encoding type. The decoding method is the same as de-
scribed previously.

The cats in tracing mode simultaneously change their current values according
to the velocities in every dimension. The steps described above are repeated until
the maximum iteration has been reached. The near optimal common bitmap can be
obtained by decoding the adjusted bitmap from the artificial agent in CSO.

According to the near optimal bitmap, the mean values of the R, G and B channels
are acquired from Bbest , which are denoted as LR, HR, LG, HG, LB and HB. The
calculation functions are defined as follows, where Pbest is the number of L’s in
Bbest :
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LR =

⎛
⎝ ∑

ri∈BR and ri=L
ri

⎞
⎠

pbest
, (6.9a)

HR =

⎛
⎝ ∑

ri∈BR and ri=H
ri

⎞
⎠

((W ×H)− pbest)
, (6.9b)

LG =

⎛
⎝ ∑

gi∈BG and gi=L
gi

⎞
⎠

pbest
, (6.9c)

HG =

⎛
⎝ ∑

gi∈BG and gi=H
gi

⎞
⎠

((W ×H)− pbest)
, (6.9d)

LB =

⎛
⎝ ∑

bi∈BB and bi=L
bi

⎞
⎠

pbest
, (6.9e)

HB =

⎛
⎝ ∑

bi∈BB and bi=H
bi

⎞
⎠

((W ×H)− pbest)
. (6.9f)

6.4 Experimental Results

In this section, the proposed scheme’s experimental results are presented. Four color
images of size 512× 512 were used as shown in Fig. 6.4. The block sizes for each
image were set as 4× 4 and 8× 8, respectively. The experiments were run on an
Intel Core2 2.4G CPU with the GCC compiler for C++ with a FreeBSD 7.1-Release
operating system. The mean square error that evaluates the image quality is defined
as follows:

MSE =

n
∑

i=1

n
∑
j=1

[
(Rr − Ir)

2 +(Rg − Ig)
2 +(Rb − Ib)

2
]

512× 512× 3
, (6.10)

where the Rr, Rg, Rb and Ir, Ig, Ib represent the reconstructed R, G, and B channel
values from the optimal common bitmap and the original R, G and B channel values,
respectively. As a result, the peak signal-to-noise ratio (PSNR) can be computed by
Eq. (6.6).
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Fig. 6.4. Four color images of size 512×512 for experiments.

In our experiments, we implement the proposed scheme on two encoding types
as described in Section 6.3. Let types 1 and 2 denote the scheme using common and
the proposed encoding methods, respectively. For CSO in types 1 and 2, we set the
parameters as shown in Tables 6.1 and 6.2, respectively. For both encoding types,
we apply 20 iterations to search for the near optimal solution with 16 cats in each
iteration. For encoding type 1, the dimension is set to be m, and the solution con-
straint is [0,m], which is the number of inconsistent elements of the initial bitmap.
The value in every dimension is rounded off to the unit. The values of SMP, CDC,
SRD, Con1, and MR are listed in Table 6.1. For encoding type 2, the solution con-
straint is [0,1], and the dimension is set to be 1. In seeking mode, SMP and CDC
are set to be 3 and 0.02, respectively. In tracing mode, the con1 is set to be 2, and
the maximum velocity is set to be 1. The ratio between seeking mode and tracing
mode is set to be 8 : 2, which means that MR is 0.2. Figs. 6.5 and 6.6 show the visual
quality performance when using different encoding methods.
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Table 6.1. Parameters setting for CSO in encoding type 1.

Parameter Value

Iteration number 20
Population size 16
Dimension m
SMP 5
CDC 0.8
SRD 0.2
con1 2.0
MR 0.2
Max.Velocity 1.0

Table 6.2. Parameters setting for CSO in encoding type 2.

Parameter Value

Iteration number 20
Population size 16
Dimension 1
SMP 3
CDC 1
SRD 0.02
con1 2.0
MR 0.2
Max.Velocity 1.0

Tables 6.3 and 6.4 give the experimental results using different encoding meth-
ods, where the blocks for tested images are sized 4× 4 and 8× 8, respectively. It
seems that the original coding scheme performs better only when the block size is
8× 8 as in the last three images.

The reason that the MSE is smaller when the block size is 4× 4 in Table 6.3
is that the scale of distortion on the reconstructed pixels is smaller than the larger
block size, which reduces the MSE. Compared with the common encoding scheme,
the solution space of the proposed encoding scheme, which is encoded into a single
value in the range of [0,1], is smaller. Thus, the scheme using the proposed encoding
method performs better than the scheme using common encoding method when
block size is 4× 4. However, the proposed encoding method also causes CSO to be
more sensitive to change, because the encoding space is not increased accordingly
as shown in Table 6.4.
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(a)

(b)

Fig. 6.5. (a) Visual quality performance for CSO-BTC type 1 (4× 4 block size). (b) Visual
quality performance for CSO-BTC type 1 (8×8 block size).



6 Block Truncation Coding of Color Images Using Cat Swarm Optimization 131

(a)

(b)

Fig. 6.6. (a) Visual quality performance for CSO-BTC type 2 (4× 4 block size). (b) Visual
quality performance for CSO-BTC type 2 (8×8 block size).
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Table 6.3. Image quality performance of two encoding methods with 4×4 block size.

Image CSO-BTC Type 1 CSO-BTC Type 2
512×512 MSE MSE

Watch 36.150 34.338
Pepper 35.994 32.454
Goldhill 44.234 43.196
Fruits 33.612 31.337

Table 6.4. Image quality performance of two encoding methods with 8×8 block size.

Image CSO-BTC Type 1 CSO-BTC Type 2
512×512 MSE MSE

Watch 69.753 69.113
Pepper 110.717 122.635
Goldhill 80.274 86.907
Fruits 64.521 70.405

We compare the proposed scheme with three other methods: W-plane BTC, GA-
AMBTC, and GSBTC. The original BTC is also listed for comparison, because
it provides the criteria of the original compressed results. Tables 6.5 and 6.6 give
the experimental results for a variety of different methods, where the blocks for
tested images are sized as 4×4 and 8×8, respectively. The results obtained by GA-
AMBTC and CSO-BTC are averaged by the outcomes of the 30 runs, each of which
contains 20 iterations. Figs. 6.7 through 6.10 indicate the visual quality performance
for test images using BTC, W-plane BTC, GA-AMBTC, and GSBTC, respectively.

Compared with the related schemes in Table 6.5, the proposed scheme can
achieve a lower MSE value for each test image. These results show that the pro-
posed scheme performs superior in terms of image quality than W-plane BTC, GA-
AMBTC, and GS BTC with 4× 4 blocks. Table 6.6 reveals that the MSE values
are better for the 8× 8 images “Watch” and “Goldhill” than in W-plane BTC, GA-
AMBTC and GSBTC but worse for the 8× 8 image “Pepper” than in GA-AMBTC
and GSBTS. For image “Fruits”, the MSE value in Table 6.6 is lower than in GS-
BTS but larger than in GA-AMBTC. This means that the proposed scheme provides
better performance with smaller block size, because its solution space is controlled
by the novel encoding method; however, this also causes the scheme to be more
sensitive.
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(a)

(b)

Fig. 6.7. (a) Visual quality performance for BTC method (4×4 block size). (b) Visual quality
performance for BTC method (8×8 block size).
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(a)

(b)

Fig. 6.8. (a) Visual quality performance for W-plane BTC (4×4 block size). (b) Visual quality
performance for W-plane BTC (8×8 block size).
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(a)

(b)

Fig. 6.9. (a) Visual quality performance for GA-AMBTC (4×4 block size). (b) Visual quality
performance for GA-AMBTC (8×8 block size).
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(a)

(b)

Fig. 6.10. (a) Visual quality performance for GSBTC (4× 4 block size). (b) Visual quality
performance for GSBTC (8×8 block size).
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Table 6.5. The MSE and PSNR values for a variety of methods for 4×4 block size.

Image BTC W-plane BTC GA-AMBTC GSBTC CSO-BTC Type
2

512×512 MSE MSE MSE MSE MSE

Watch 34.416 35.550 36.013 35.558 34.338
Pepper 30.370 33.771 36.074 37.075 32.454
Goldhill 39.142 45.910 47.980 47.780 43.196
Fruits 29.479 33.333 34.977 35.187 31.337

Table 6.6. The MSE and PSNR values for a variety of methods for 8×8 block size.

Image BTC W-plane BTC GA-AMBTC GSBTC CSO-BTC Type
2

512×512 MSE MSE MSE MSE MSE

Watch 67.795 70.280 70.470 70.336 69.113
Pepper 88.179 97.657 115.536 109.488 122.635
Goldhill 76.902 87.405 87.501 89.941 86.907
Fruits 60.191 67.767 70.114 70.527 70.405

6.5 Conclusions

In this chapter, we present a color image compression technique using the cat swarm
optimization algorithm based on common bitmap block truncation coding. We con-
sider the three channels of the color image as three grayscale images due to the
procedure of BTC. To obtain an optimal common bitmap or a near optimal solution
as a representation for the color image, the proposed scheme manipulates the cat
swarm optimization strategy in the selection process for better image quality. We
also adopt a novel encoding method of the initial input for the CSO algorithm to
improve the experimental results for smaller block size. The experimental results
comparison indicates that our proposed scheme performs superior in terms of visual
quality of the compressed image than some related schemes.
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Summary. Copyright protection is mostly required for lots of applications, and watermark-
ing is a scheme for making this possible. In this chapter, we propose a genetic watermark-
ing scheme based on the wavelet packet transform (WPT) for the applications of copyright
protection and trusted communication. Wavelet packet transform can be regarded as a gen-
eralization of the discrete wavelet transformh (DWT). For the WPT, a best wavelet basis in
the sense of evaluation metric can be found within a large library of permissible bases. In
addition, genetic algorithm (GA) is employed to select an appropriate basis from permissible
bases of wavelet packet transform to meet the requirements of our watermarking algorithm.
After the training with GA, the secret information corresponding to copyright owners can
be embedded into original images, and the watermarked image is obtained. During transmis-
sion of watermarked images, intentional signal processing is expected, and our watermarking
algorithm is considered to keep the integrity for the trusted communication. Experimental
results demonstrate that the proposed method can increase the capability to resist intentional
signal processing for the use of GA. Moreover, the watermarked image quality can be guaran-
teed based on the inherent characteristics of the watermarking algorithm. Better performances
can also be observed over existing methods in literature, and our algorithm is suitable for the
application of copyright protection and trusted communication.

7.1 Introduction

Multimedia contents can be easily accessed in our daily lives. For instance, people
can capture images or video with digital cameras or mobile phone cameras at any
time. Besides, with the development of computer industry and the widespread use
of the Internet and wireless networks, a lot of digital media, including image, audio,
and video, have been copied, stolen, and altered by anyone easily and unlimitedly.
Because these digital media could be acquired quickly and easily over the Internet,
how to provide the necessity for copyright protection and trusted communication has
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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become a more and more important task for both academic researches and industrial
applications [1]. Under this scenario, digital watermarking has been regarded as an
effective solution [2, 3].

Digital watermarking is a scheme to put the secret information into the multime-
dia contents. With the aim of copyright protection for watermarking, the secret infor-
mation, relating to the copyright owners, would be hidden into the digital contents.
After embedding the secret information with algorithms designed by researchers,
the watermarked contents would be delivered to the receiver. During the delivery,
some signal processing, called attacks, might apply to the watermarked contents,
and this would make copyright protection unavailable. After reception, people are
expected to extract the secret information from the marked contents after attacks.
Owner’s copyright can be retained once the extracted information can be recogniz-
able, or the correlation between the embedded and extracted information lie above
some confidence level.

From practical point of view, taking the characteristics of image contents for in-
stance, by use of altering the pixel values in the spatial domain [4, 5], the codewords
in the vector quantization (VQ) domain [6], and the coefficients in the frequency do-
main, including the discrete cosine transform (DCT) [7, 8] and the discrete wavelet
transform (DWT) [9], we observe that these commonly employed techniques could
lead watermarking a possible means for copyright protection and trusted communi-
cation in literature.

Because digital images are the most commonly acquired media on the web, in
this chapter, we focus the multimedia contents on the digital images. Image wa-
termarking is to embed the watermark (or the secret information) into images for
copyright protection and trusted communication. The watermarked content needs
to be as resemble as its original counterpart as possible. Also, secret information
should be extracted at the decoder, which should lie above the threshold of the con-
fidence level to retain the capability for copyright protection. As discussed in liter-
ature, a good image watermarking scheme would be expected to have the following
characteristics [2, 10]:

1. High fidelity: A watermarked image should be perceptually identical or very
similar to its original counterpart. The Peak Signal-to-Noise Ratio (PSNR) is
generally considered as the representation of fidelity between the original im-
age X , and watermarked one, X ′. For image size of M ×N, the PSNR can be
calculated by

PSNR = 10× log10

(
2552

1
M×N ∑M

i=1 ∑N
j=1 (X(i, j)−X ′(i, j))2

)
. (7.1)

Larger PSNR values imply less distortions induced, hence the better outcomes
can be reached.

2. Good robustness: The watermark can be successfully detected or extracted based
on the application of algorithm, even though some intentional attacks, or im-
age processing operations, had been applied on the watermarked image. People
often use the bit correct rate (BCR), with the definition in Eq. (7.2), to assess
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the robustness of the watermarking algorithm. The normalized cross-correlation
(NC) between the embedded watermark and the extracted one may also be con-
sidered to assess the survivability for the extracted watermark. Let the embed-
ded and extracted watermarks be W and W ′, respectively, with length of WN .
With its ease of calculation, we choose the BCR values to measure the robust-
ness of extracted watermarks. The BCR is

BCR =

(
1− 1

WN

WN

∑
i=1

[
W (i)⊕W ′(i)

])× 100%, (7.2)

where ⊕ denotes the exclusive-or (XOR) operation. The larger the BCR value,
the better the result for copyright protection.

3. Large data capacity: The larger the data capacity is, the more secret information
can be embedded into original images. On the other hand, if error control codes
(ECC) is employed, enhanced performance of extracted information can be in-
creased with the expense of the added redundancy. Larger capacity can reside
the produced redundancy, and provide the flexibility for the selection of error
control codes.

We can easily see that for obtaining high fidelity, as less alteration to the original
image should be performed as possible. Intuitively, in the spatial domain, the secret
information can be embedded to the least significant bits, while in the frequency do-
main, it should be hidden into higher frequency bands due to the energy distribution
of frequency coefficients. On the contrary, the commonly employed attacks, JPEG
for instance, tend to remove the data at higher frequency bands, causing the secret
information vanished. From the first two requirements, there are conflicts between
each other. Furthermore, comparing between the first and the third requirements, if
more capacity is embedded, more alteration to the original content should be per-
formed, leading to the degradation of output image quality. Following this induction,
because conflicts between each other can be easily observed, some compromises
among the requirements need to be reached. Therefore, designing an optimal wa-
termarking scheme to meet all the requirements has been a difficult and interesting
problem.

Embedding watermarks into images can be referred to as a constrained optimiza-
tion problem by taking the three requirements mentioned above into consideration.
Hence, genetic algorithm (GA) can possibly be used to solving this kind of prob-
lem [10]. A detail explanation of GA can be found in [11]. Different from typical
watermarking schemes, conventional genetic watermarking looks for the optimal
coefficients in frequency domain in the sense of a certain evaluation function to em-
bed watermarks. Under the constraint of keeping these requirements acceptable, and
to simplify the optimization problem to some extent, GA can be employed to opti-
mize the robustness of watermarks, the fidelity of watermarked images, or both, un-
der the assumption of a fixed number of capacity for embedding [7]. The maximized
PSNR and BCR values corresponding to the optimized combinations of embedding
bands can be obtained with GA.
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A number of methods have been proposed to embed robust and invisible water-
marks. Some operate directly in the spatial domain [5], others in the transform do-
main, such as Fourier [12], DCT [13], or wavelet domains [14]. Among all methods,
wavelet packet transform (WPT) has attracted much attention [15, 16, 17, 18]. WPT
can be regarded as a generalization of the discrete wavelet transform. In the usual
dyadic wavelet decomposition, as depicted in Fig. 7.1(a), only the low-pass-filtered
subband is recursively decomposed and it thus can be represented by a logarith-
mic tree structure. However, a wavelet packet decomposition, shown in Fig. 7.1(b),
allows the process to be represented by any pruned subtree of the full tree topol-
ogy. Therefore, this representation of the decomposition topology is isomorphic to
all permissible subband topologies. The leaf nodes of each pruned subtree repre-
sent one permissible orthonormal basis [17]. Thus, a best wavelet basis in the sense
of evaluation metric can be found within a large library of permissible bases in
WPT [18, 19].

(a) (b)

Fig. 7.1. Comparisons of frequency domain representations between (a) the three-level de-
composition of DWT, and (b) the fully decomposed three-level WPT.

In [20], authors indicated that the watermarking scheme employing the zerotree
of WPT provided the best performance in terms of Peak Signal-to-Noise Ratio in
comparison with schemes employing DWT and DCT. On the contrary, the robust-
ness against various types of attacks of the scheme employing WPT was some-
what decreased. Therefore, we propose a genetic watermarking scheme based on
the wavelet packet transform in this chapter in order to obtain both the better image
quality and the more resistance to intentional attacks. Better image quality can be
expected with the characteristics of the proposed embedding algorithm in Sec. 7.2,
and the more robustness for extracted watermark can be obtained with the training
in GA. In the proposed method, GA is employed to select an appropriate basis from
permissible bases of WPT to increase the robustness of the embedded watermarks.
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Experimental results demonstrate that proposed method can increase the capabil-
ity to resist image processing methods if an appropriate fitness function of GA is
adopted.

7.2 Genetic Watermarking in Wavelet Packet Transform

As people know, the goals for DWT and WPT are to get the minimal representation
of data relative to particular fitness function. Wavelet transform is applied to low-
pass results recursively. In Fig. 7.1(a), it represents the three-level decomposition
of DWT. Only the low-pass bands are supposed to be further decomposed. On the
contrary, for WPT, both the low-pass and high-pass bands can be selected for further
decomposition. Figure 7.1(b) denotes the three-level decomposition of WPT when
all the bands are fully decomposed. With our algorithm, we are going to hide our
secret message into the selected bands in WPT.

Assuming that the watermark for embedding consists of 0’s and 1’s, and all bits
in the watermark are embedded into an image with the same manner accordingly.
To embed the watermark, the genetic algorithm is first used to select an appropriate
basis of WPT, and then a number of coefficients are randomly chosen and modi-
fied. The random seed and the WPT decomposition tree for watermark embedding
play the roles as secret keys. Genetic algorithm for basis selection is described in
Sec. 7.2.1 and the method for embedding watermarks into images is introduced in
Sec. 7.2.2, respectively. Application aspects and limitations with our algorithm are
briefly addressed in Sec. 7.2.3.

7.2.1 Best Basis Selection with GA

Conventional search techniques are often incapable of optimizing non-linear func-
tions with multiple variables. One scheme called the “genetic algorithm”, based on
the concept of natural genetics, is a directed random search technique. The excep-
tional contribution of this method was developed by Holland [21] over the course of
1960s and 1970s, and finally popularized by Goldberg [11].

In genetic algorithms, the parameters are represented by an encoded binary string,
called the “chromosome.” And the elements in the binary strings, or the “genes,”
are systematically adjusted to minimize or maximize the fitness value. The fitness
function generates its fitness value, which is composed of multiple variables to be
optimized by GA. For every training iteration, a pre-determined number of individu-
als would correspondingly produce fitness values associated with the chromosomes.
Figure 7.2 demonstrates the flow chart for a typical binary GA. It begins by defining
the optimization parameters, the fitness function, and the fitness value, and it ends
by testing for convergence. According to the applications for optimization, design-
ers need to carefully define the necessary elements for training with GA. Next, we
are able to evaluate the fitness function in addition to the terminating criteria with
the natural selection, crossover, and mutation operations in a reasonable way. With
the aid of Fig. 7.2, the core components are depicted as follows.
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Fig. 7.2. The flow chat of genetic algorithms

1. Mate selection. A large portion of the low fitness individuals is discarded
through this natural selection step. Of the N individuals in one iteration, only the
top Ngood individuals survive for mating, and the bottom Nbad = N−Ngood ones are
discarded to make room for the new offspring in the next iteration. Therefore,
the selection rate is ps =

Ngood

N .
2. Crossover. Crossover is the first way that GA explores a fitness surface. Two

individuals are chosen from Ngood individuals to produce two new offsprings.
A crossover point is selected between the first and last chromosomes of the
parents’ individuals. Then, the fractions of each individual after the crossover
point are exchanged, and two new offspring are produced.

3. Mutation. Mutation is the second way that GA explores a fitness surface. It in-
troduces traits not in the original individuals, and keeps GA from converging too
fast. The pre-determined mutation rate, pm, should be low. It is accomplished
by intentionally flipping the value of selected bits based on the mutation rate.
Most mutations deteriorate the fitness of an individual, however, the occasional
improvement of the fitness adds diversity and strengthens the individual.

Chromosomes of the genetic algorithm used in the proposed scheme consist of a
binary string. Meanwhile, referring to Fig. 7.1(b), the length of the binary string, L,
is equal to
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L = 1+ 4+ 42+ · · ·+ 4D−1

=
(1− 4D)

(1− 4)

=
(4D − 1)

3
, (7.3)

where D is decomposition level of WPT. Bit ‘1’ in the string indicates that the corre-
sponding subband should be decomposed further, and bit ‘0’ denotes the termination
of subband decomposition. If the value at index i is equal to ‘1’, the indices of the
resulting four subbands, im, can be derived by Eq. (7.4):

im = 4× i+m, m ∈ {1,2,3,4}. (7.4)

An example of the chromosome and its corresponding WPT decomposition tree
is shown in Fig. 7.3. Suppose that at most two levels are decomposed, shown in
Fig. 7.3(a). D = 2, meaning that a chromosome is composed of 42−1

3 = 5 bits. At the
first level, if bit 0 in Fig. 7.3(b) is ‘1’, meaning that further decomposition is needed,
and the values of remaining four bits are determined accordingly.

The fitness function in the proposed scheme is described as follows:

fitness value =
K

∏
i=1

Pi, (7.5)

where Pi denotes the percentage of the watermark bits that still survive after applying
certain attacks, or the BCR in Eq. (7.2), and K means the number of attack method
adopted for robustness evaluation. From Eq. (7.5), we can see that since Pi ∈ [0, 1],
the maximum of the possible fitness value would be 1.0. By doing so, all the ex-
pected attacks can be conquered because we choose the product of all extracted
BCR values for optimization, and each value of Pi needs to be as large as possible.
If the BCR values of extracted watermarks after experiencing some of the attacks
get too low, such a kind of watermark embedding fails to exist with the fitness func-
tion in our training iterations. Thus, the goal for GA optimization is to search for the
maximum of the fitness in Eq. (7.5). Because the watermarked image quality would
lead to the optimized PSNR value by using the proposed algorithm, which will be
discussed in Sec. 7.2.2, only the robustness of the watermarking algorithm is taken
into consideration in Eq. (7.5).

7.2.2 Adaptive Watermarking in Wavelet Packet Transform

The method for embedding one binary value into an image is the extension to the
method in [22]. When one bit of the watermark is embedded, a pre-specified number
of coefficients are chosen randomly. These coefficients are then modified such that
the first one, in the order of being chosen, is the largest if a ‘1’ is embedded. If a
‘0’ is embedded, the coefficients should be modified such that the first one is the
smallest.

Due to its simplicity in implementation, authors are suggested to refer to [22] in
watermark embedding and extraction for more details.



146 H.-C. Huang and Y.-H. Chen

(a)

(b)

Fig. 7.3. An example for our algorithm. (a) The representation of decomposed subbands in
WPT. (b) The binary representation of chromosome and its corresponding subband tree.

7.2.3 Limitations and Flexibilities with the Proposed Method

Our method aims at obtaining both the better image quality of watermarked image,
and the enhanced result in watermarking robustness. For achieving the goals, we em-
ploy GA for selecting suitable bands with WPT. For training with GA, it takes some
time to calculate the results in each training iteration, and hence our method may
have limitations for real-time processing. This issue is addressed in Sec. 7.3 shortly.
For the offline applications such as archival of multimedia with trusted communica-
tion, our method may work well.

The proposed method also offers flexibilities for users to obtain the optimized
result. For instance, the levels of decomposition, the compositions of elements in
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the fitness function, or the crossover and mutation rates in GA, are flexible to meet
the users’ needs.

7.3 Experimental Results

In this section, we present some experimental results to demonstrate the perfor-
mance of the proposed method from three aspects:

1. the output image quality of the watermarked image,
2. the robustness of watermarking algorithm after selected attacks, and
3. the time consumption for completing the training procedures.

Two 512× 512, 8 bit/pixel gray scale images, Lena and F16, are employed as the
test images. A watermark, 1000-bit in length, is the randomly generated bitstream.
The number of chromosomes is 200, and the maximal decomposition level is set to
D = 8, meaning that the length of the chromosome is 48−1

3 = 21845 bits. Addition-
ally, selection and mutation rates are set to ps = 0.5 and pm = 0.04, respectively,
and the number of training iteration is set to 450. Three image processing oper-
ations, including JPEG compression with quality factor = 30, Gaussian filtering,
and sharpening, are applied on the watermarked images to evaluate fitness value
of the chromosomes. The mask for 3× 3 Gaussian filtering can be addressed with
Eq. (7.6): ⎡

⎢⎢⎢⎢⎣

1
16

2
16

1
16

2
16

4
16

2
16

1
16

2
16

1
16

⎤
⎥⎥⎥⎥⎦ . (7.6)

In comparison with [22], the watermark could only be embedded into subbands
decomposed from LH2, HL2 and HH2 in Fig. 7.3. Note that parameters employed
in the watermarking scheme here are adopted from those in [22].

With the best basis evolved by GA, the watermarked images are demonstrated in
Fig. 7.4 for subjective evaluation. Objective quality, represented by PSNR, are 44.80
and 42.27 dB, respectively. The image quality of both images should be acceptable
both subjectively and objectively. Next, robustness in this paper is represented by bit
correct rate (BCR). These results of applying three image processing operations in
Fig. 7.4, including JPEG with quality factor (QF) of 30, the 3×3 Gaussian filtering,
and image sharpening, are represented in Table 7.1 for Lena, and Table 7.2 for F16,
respectively.

We can see that the BCR values are high enough to make copyright protection
possible with WPT. Moreover, results with the proposed algorithm are better than
those in [22], meaning that watermarking with WPT and GA has the potential to
overcome conventional schemes. It is because a proper basis is selected by GA
aiming at the three image processing methods. Thus, for specific image process-
ing methods, the proposed method can generate a best WPT basis to increase the
robustness of the watermark.
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(a)

(b)

Fig. 7.4. The watermarked images with the proposed GA watermarking scheme. (a) Water-
marked Lena, with the objective quality of 44.80 dB. (b) Watermarked F16, with the objective
quality of 42.27 dB.
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Fig. 7.5. The curve of fitness value vs. the number of generation. (a) With watermarked Lena.
(b) With watermarked F16.
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Table 7.1. The bit correct rates for extracted watermark after applying three different attacks
on the watermarked Lena image.

Attack method Results with proposed method Results in [22]

JPEG (Q=30) 83.4% 76.6%

Gaussian Filtering 88.0% 83.1%

Sharpening 99.8% 99.7%

Table 7.2. The bit correct rates for extracted watermark after applying three different attacks
on the watermarked F16 image.

Attack method Results with proposed method Results in [22]

JPEG (Q=30) 87.1% 81.4%

Gaussian Filtering 90.0% 84.8%

Sharpening 99.8% 99.8%

The fitness values in the GA training process can be evaluated in Fig. 7.5(a)
for Lena, and Fig. 7.5(b) for F16, respectively. We observe that both curves are
non-decreasing functions, with the maximum values of 0.73526 in Fig. 7.5(a), and
0.79997 in Fig. 7.5(b). Because the fitness value is the product of survival probabil-
ities in Eq. (7.5), results in Fig. 7.5(a) and (b) seem reasonable. From the simulation
results, we can observe the advantages with the proposed algorithm.

Finally, as described in Sec. 7.2, GA is mainly used to optimize non-linear func-
tions with multiple variables. These optimization problems are usually difficult to
solve directly. Therefore, comparing to other algorithms, GA often outputs promis-
ing solutions with more time consumption. From the viewpoints in theory or in prac-
tice, an analysis on time complexity of a complicated algorithm could help users to
select proper algorithms for their applications. Since the fitness function used by
our method are, however, composed of several image processing operations or at-
tacks, these attacks adopted would have a significant impact on the performance of
the watermark embedding process. Besides, the proposed method is performed in
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Table 7.3. The maximum, average, and minimum duration among all the 450 iterations for
GA training with our method for Lena and F16 images.

Duration (in sec.) Lena F16

Maximum 257.48 274.53

Average 233.81 246.36

Minimum 209.27 221.18

the wavelet packet domain; therefore, the average decomposition levels of wavelet
packet trees generated with GA chromosomes would also have an effect on execu-
tion time. Thus, it is difficult to evaluate time complexity of the proposed method
theoretically.

In this chapter, the execution time of all the 450 iterations of GA in our ex-
periments has been measured and summarized to illustrate the performance of our
method. Table 7.3 represents the maximum, the minimum, as well as the average
durations of all iterations in our experiments. Though GA is time-consuming, the
experimental results depicted in Table 7.3 are still effective because the main mem-
ory is utilized as a cache to store the original image and some intermediate re-
sults. With the statistics in Table 7.3, we can observe that for each training iteration
in our watermarking algorithm, the time consumption for Lena and F16 lies be-
tween 209.27 to 274.53 seconds. These values would vary according to the different
test images, the decomposition levels in WPT, and the compositions of the fitness
function. As we pointed out in Sec. 7.2.3, time consumption with this order limits
the application of our method for real-time processing. For the archival of mul-
timedia with trusted communication, our method may have the potential for real
applications.

7.4 Conclusion

Embedding watermarks into images can be referred to as a constrained optimization
problem. Hence, genetic algorithm can be used to solving this problem. In this paper,
we proposed a genetic watermarking scheme based on the wavelet packet transform.
Genetic algorithm is used to select an appropriate basis from permissible bases of
wavelet packet transform to increase the robustness of the embedded watermarks.
Robustness can be optimized by GA, and fidelity can be reached with the inherent
characteristics of the proposed algorithm. Experimental results demonstrate that the
proposed method can increase the capability for resisting some image processing
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attacks if an appropriate fitness function of GA was adopted. Therefore, proposed
method in this paper is suitable for the application of trusted communication. In
the future, efficient approaches to finding the best basis for watermark embedding
would be another topic for further studies.
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Summary. This work presents a novel text steganography scheme in compression domain
using a lossless compression coding which called variable Huffman coding. The secret mes-
sage is embedded into compression codes. The goal of the proposed scheme is covert com-
munication by means of text files, providing high embedding capacity, improving security
of the embedded secret message and reducing transmission cost. Additionally, the original
text files can be reconstructed without any distortion after the embedded secret message is
extracted. In the proposed scheme, each leaf of variable Huffman tree can be used to convey
a secret bit at least. According to the practical application, the embedding rate for each leaf is
to be increased, i.e, the embedding capacity of the proposed scheme is scalability. The secret
keys are employed to generate the stego-compression-code for each leaf of variable Huffman
tree to protect the embedded message. The extracting embedded message will be meaningless
without the secret keys being known. Furthermore, the size of stego-compression-code is less
than the size of original file plus secret message in the proposed scheme so that the transmis-
sion cost can be reduced. Additionally, experimental results show that the performance of our
method is indeed superior to Chang et al.’s scheme as well as Chen and Chang’s scheme in
terms of embedding capacity and transmission cost.

8.1 Background

The objective of information hiding provides covert communication avoiding unau-
thorized users attention, attack or tampered. A secret message can be concealed in
a cover medium, forming a stego-medium. The secret message can then be covertly
delivered successfully because the human eye cannot easily distinguish between the
cover medium and stego-medium. Nowadays, digital media, such as videos, images,
text files, and sounds, are commonly used as cover media to convey secret messages
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in information-hiding methods. Many information-hiding schemes have been devel-
oped [1]–[15]. We most use a digital image as a cover medium to conceal a secret
message because a digital image has a special property in that a pixel is similar to
its neighboring pixels. Thus, secret data can be concealed easily in a digital image
by slightly modifying pixel values. Once a secret message is embedded in a cover
image, the cover image is called a stego-image. Secret data can then be conveyed
for information sharing as stego-image distortion is insignificant. The peak-signal-
to-noise ratio (PNSR) is typically utilized to assess the degree of distortion when a
digital image is used as a cover medium. Distortion is generally indiscernible to the
human eye when the PSNR exceeds 30 dB.

Today, a great number of information-hiding schemes are developed by differ-
ent research communities. These schemes can be briefly classified into four main
types, i.e. covert channels, steganography, anonymity, and copyright marking, as
shown in Fig. 8.1 which can be referred to [16]. However, most information-hiding
schemes recently focus on technical steganographic schemes [1, 5, 11, 15, 17] or wa-
termarking schemes [2, 3, 18, 19, 20]. These two categories typically work for the
media in the spatial domain or frequency domain. The goal of digital watermark-
ing techniques is to protect copyright ownership. Consequently, their robustness,
rather than embedding capacity, is the most important issue. Conversely, stegano-
graphic schemes are primarily used for sharing secret messages. Hence, the goals of
steganography are high embedding capacity and low distortion. Numerous stegano-
graphic schemes which belong to technical steganography have been developed, but
the linguistic steganography schemes are seldom discussed. Since a slight modifi-
cation in text content can be easily discovered so that most efforts work on the field
of technical steganography rather than linguistic steganography.

Fig. 8.1. A classification of information-hiding schemes [16].
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Nevertheless, permanent distortion exists in original images regardless of
whether watermarking or steganographic schemes are utilized, even when embed-
ded secret data have been extracted. Applications such as those for military, medical,
and law enforcement uses cannot accept even minor image distortion. For example,
important secret information, such as the coordinates of an enemy’s location can be
hidden in a military map for covert communication. However, a commander may
make an incorrect decision when a military map is reconstructed with distortion
after extracting embedded secret information on the receiver side as the correct co-
ordinates of the enemy’s location cannot be clearly positioned on a military map.
Over the past decade, reversible data-hiding techniques have garnered considerable
attention. A reversible data-hiding technique can extract a secret message embed-
ded in a stego-image, and the cover image can be reconstructed without distortion.
Two important evaluation criteria for reversible data-hiding techniques are embed-
ding capacity and image quality degradation. Many early schemes [21, 22, 23] had
very limited embedding capacity. This is because the amount of additional informa-
tion must be recorded to restore an original cover image. However, this additional
information reduces total embedding capacity.

Current reversible data-hiding techniques can be classified as the difference ex-
pansion (DE)-based scheme proposed by Tian [24] and histogram-based scheme
developed by Ni et al. [25], which improve embedding capacity or reduce image
distortion. The properties of both schemes are as follows. Tian [24] developed an
excellent reversible data-hiding scheme based on the difference expansion (DE)
technique. A secret bit is conveyed after the difference between two neighboring
pixels is expanded twice. The embedding capacity of the scheme by Tian is scalable
according to a predetermined threshold. As the threshold value increases, embed-
ding capacity increases. In other words, image quality increases when the threshold
value decreases. The maximum embedding capacity of the scheme by Tian is 0.5 bit
per pixel (bpp). Nevertheless, Tian’s scheme still encounters the problem of need-
ing a massive amount of additional information (location map) to identify which
pixel suffers from overflow / underflow. Additionally, a highly efficient compres-
sion algorithm is required to compress this extra information to create more space
for conveying more secret bits. The scheme by Ni et al. [25] is another remark-
able reversible scheme in the reversible data-hiding field based on the histogram
technique. Their scheme differs from that by Tian. A pair of peak and zero points
on a histogram are first obtained. The peak point of the histogram is the most fre-
quently occurring pixel value and the zero point of the histogram is the pixel value
with zero or minimal occurrences in the image. The secret message is then con-
veyed in the peak point after shifting pixel values located between the peak point
and zero point. In their scheme, pixel values are shifted by 1 at most. Although Ni
et al.’s scheme achieves high image quality, embedding capacity is insufficient be-
cause embedding capacity is limited by the number of peak points. Most current
reversible schemes [26]–[36] are extensions of the schemes by Tian or Ni et al. that
improve embedding capacity or reduce image degradation.

To reduce the bandwidth requirement and improve transmission speed, digital
media are typically compressed before being transmitted via the Internet. Generally,
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the most common data compression methods are lossy compression and lossless
compression. Although these two data compression methods can reduce the size
of digital media, lossy compression permanently distorts digital media. Conversely,
lossless compression does not generate permanent distortion; namely, a receiver can
restore the original media without distortion. For a digital image, a vector quanti-
zation (VQ) method [37, 38, 39] is usually used for compression to reduce trans-
mission cost. Before VQ encoding, the Linde-Buzo-Gray (LBG) algorithm [40] is
applied to train a codebook. A codebook is generally derived from many typical
images to obtain representative blocks. During the encoding stage, the original im-
age is first divided into many non-overlapping blocks. Each block is then assigned
an index value, which is the minimal Euclidean distance between the input block
and each codeword in the codebook, replacing whole pixels in the input block. Fi-
nally, the index table, instead of the original image, is transmitted to the receiver.
During the decoding stage, the receiver must have the same codebook as the sender
to reconstruct the digital image. Notably, VQ compression is an effective compres-
sion method for digital images; however, serious distortion is generated in a recon-
structed image; this is called the block effect problem. Thus, the side match VQ
(SMVQ) method [41]–[44] has been used to solve the block effect problem. Recent
data compression methods compress digital media and conceal secret messages.
Many data-hiding schemes [45]–[48] in the compression domain have been devel-
oped. A secret message is conveyed using compression codes. Take the VQ-based
and SMVQ-based schemes as examples; the codebook is typically sorted, divided
into many subcodebooks or a few indication bits are added in front of each index
value to assist in concealing secret data. Additionally, some VQ-based data-hiding
schemes [49]–[53] have reversibility, such that a receiver can extract a secret mes-
sage, reconstruct a digital image, and restore the index table without distortion.

8.2 Motivation

To date, numerous data-hiding schemes, including reversible and irreversible
schemes, for digital images have been generated; however, data-hiding schemes
for digital text files [54]–[61] are seldom discussed. The principal reason is that
text files are not easily modified. A slight modification in text file content can be de-
tected easily. Most current text-hiding methods [55, 56, 58] alter the spacing of lines
or words, add many invisible characters, such as tables, blanks, and ends of rows, or
rearrange the order of words in a sentence, such as changing the position of adverbs,
to conceal a secret message. Nevertheless, file size increases when a huge num-
ber of invisible characters are embedded. Thus, some text-hiding methods [57, 61]
first convert text files into digital images. The secret message is then embedded by
slightly modifying the spacing of letters, words, or lines. However, text file content
cannot be further modified once transformed into a digital image. Liu and Tsai [62]
developed a text-hiding method by degenerating document content. Text segments
are degenerated by inferior writing, and are then revised using change tracking
in Microsoft Word documents while the secret message is conveyed. The secret
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message can be extracted by a receiver using change tracking information stored
in a stego-document. Although the secret message can be concealed in Microsoft
Word documents using the scheme by Liu and Tsai, the large amount of editing de-
generation rules must be stored. Additionally, embedding capacity of Liu and Tsai’s
scheme is very low. Chang et al. [63] generated a novel data-hiding scheme for text
files using lossless compression rather than modifying text file content directly. A
locally adaptive data compression (LADC) method [64] was adopted to compress
a text file and further conceal a secret message using a word list based on a self-
organizing heuristic strategy. Since LADC is a lossless compression approach, the
scheme by Chang et al. can extract an embedded secret message and restore the
original text file without distortion. In their scheme, each symbol can be used to
convey one secret bit. Furthermore, the primary merit of the scheme by Chang et
al. is that the number of stego-compression codes is less than the number of com-
pression codes plus the secret message. That is, transmission cost is reduced. Chen
and Chang [65] then proposed another text-hiding method based on the scheme by
Shim et al. [66]. In the scheme by Shim et al., a secret message is concealed in com-
pression codes, which are generated by a lossless compression method called the
Lempel-Ziv-Welch (LZW) method. Since few symbols can be utilized to convey a
secret message and only one symbol at most can be used to convey a secret bit, the
embedding capacity of their scheme is very low. Chen and Chang devised a high-
capacity data-hiding LZW (HCDH-LZW) approach that also conceals secret data
in LZW compression codes by reducing symbol length. The embedding capacity of
the scheme by Chen and Chang is superior to that of the scheme by Shim et al. The
merit of their scheme is that the number of symbols that can be used to convey a
secret message is increased. Furthermore, the embedding capacity of some symbols
can exceed one bit.

To meet the requirements for covert communication and reduced transmission
cost, data-hiding schemes in the compression domain have attracted much atten-
tion. However, a digital image is often used as a cover medium to convey secret data
in most data-hiding methods. Thus, this work proposes a novel lossless text stegano-
graphic approach by compression coding. Variable Huffman coding, derived from a
well-known lossless data-compression scheme (Huffman coding), is utilized to gen-
erate lossless compression codes. Secret data can be concealed in these codes. The
proposed scheme has the following advantages: high embedding capacity; scalable
embedding capacity; the embedded message is protected by secret keys; reversibil-
ity; and, reduced transmission cost. Additionally, comparison with the schemes by
Chang et al. [63] and Chen and Chang [65] demonstrate that the proposed scheme is
superior in embedding capacity and compression rate. Actually, the medium in the
proposed method is not restricted to text files; that is, the proposed method can use
other digital media such as images, videos, and audio.

The remainder of this paper is organized as follows. Related work is described
in Section 8.3. Detailed descriptions of embedding and extracting procedures are
given in Section 8.4. Section 8.5 compares the performance of the proposed scheme
with that of other text-hiding schemes. Finally, conclusions are given in Section 8.6.
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8.3 Related Work

The Huffman coding method is first introduced in Section 8.3.1. Section 8.3.2 de-
scribes the scheme by Chang et al. [63]. Finally, the scheme by Chen and Chang [65]
is characterized in Section 8.3.3.

8.3.1 Huffman Coding

Huffman coding, which was developed by Huffman in 1952 [67], has been widely
used for compression of digital media such as text files, images, audio, and video.
For instance, Huffman coding is applied to compress the result of a quantization
stage in JPEG quantization stage [68]. Digital media, depending on the character-
istics of the digital media being compressed, can be saved the file size of 20%−
−90%. The unique binary string, called a codeword, is then assigned to each sym-
bol. The length of each codeword in Huffman coding, which depends on the fre-
quency at which a symbol occurs, is variable. As codeword length increases, the
number of times a symbol occurs in a digital medium decreases, and vice versa.
Obviously, Huffman coding uses the frequency at which symbols occur to gener-
ate an optimal method for substituting the original symbol for digital media using
codewords. Huffman encoding and Huffman decoding are described as follows.

Huffman Encoding

Let source symbols C = {c1, c2, c3, ..., cu} with frequencies F = { f1, f2, f3, ..., fu},
where u is the number of symbols in input digital medium. The process for building
a Huffman tree, which is a bottom-up process, is as follows.

Input: A digital medium.
Output: A Huffman tree.

Step 1: Statistically analyze an input digital medium to obtain the corresponding
symbol set C = {c1, c2, c3, ..., cu} and the associated frequency set F =
{ f1, f2, f3, ..., fu}.

Step 2: Sort elements ci in C in increasing order according to their occurrence
frequencies fi in F .

Step 3: Remove the two least frequent elements from C and make each be a leaf.
Next, create a new node as the parent of the two leaves with a frequency
computed by summing the frequencies of its two child nodes. Two binary
bits, ‘0’ and ‘1’, are then assigned to the left edge and right edge of the
new node, respectively.

Step 4: Insert the new created node and its frequency into set C and set F , respec-
tively.

Step 5: Repeat Steps 2-4 until the root node is obtained. Finally, the Huffman tree
is complete.
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The following example describes how to build a Huffman tree. Figure 8.2 shows
these processes.

Example 1
Consider source symbols C={a, b, c, d, e, f} with frequencies F={10, 32, 18, 59, 45,
80}, respectively. The symbols in C have been sorted in increasing order according
to their frequencies in F(Fig. 8.2(a)). Since symbols a and b are the two elements in
C with the lowest occurrence frequencies, first merge a and b into a new node (28)
(Fig. 8.2(b)). Next, two binary bits, ‘0’ and ‘1’, are assigned to the left edge and right
edge of the new node (28), respectively. Next, add node (28) and its frequency into
set C and set F , respectively, and resort elements in C based on their frequencies in
F . Repeat this process (Fig. 8.2(c)–(e)) until the last merged node (244) is obtained.
Figure 8.2(f) shows the resulting Huffman tree.

After constructing the Huffman tree, each symbol ci is assigned a unique binary
string (codeword) by traversing the Huffman tree from the root node to each leaf
node. These codewords are then substituted for the original symbols to deliver a
receiver. Table 8.1 lists the final codeword for each symbol. Thus, symbol a is re-
placed by “1000”, and symbol b is replaced by “101”, and so on. The final size of
the compressed code is

10× 4+ 32×3+18×4+59×2+45×2+80×2= 576 bits.

Clearly, the original file size is

(10+ 32+ 18+59+ 45+80)×8= 1,952 bits

Accordingly, approximate 71% space can be saved.
On the receiver side, the original digital medium can be reconstructed without

distortion according to the received compressed code and Huffman table, both of
which are sent by a sender. Since Huffman coding is easy and has good compression
efficiency, Huffman coding remains a popular lossless compression method.

8.3.2 The Scheme by Chang et al.

Chang et al. [63] developed a novel data-hiding scheme for text files using loss-
less compression method (LDAC). A secret message is concealed in compression
codes by using a word list based on a self-organizing heuristic strategy. In their
scheme, each symbol in a cover file can be used to convey one secret bit. More-
over, the embedded secret message can be extracted and the original text file can
be reconstructed without distortion. Before introducing the embedding procedure,
some notation must first be defined. Whole characters in the cover file are denoted
as C = {c1, c2, · · · , cu}, where u is the number of characters. The secret message,
S = {s1, s2, · · · , su}, is a bitstream. Notations T L0 and T L1 are two character lists
for character encoding; and PE(ci) represents position encoding corresponding to
character ci. A switcher, $, is inserted into T L0 or T L1 when a secret bit, 1, fol-
lows a sequence of secret bits 0s, or secret bit 0 follows a sequence of secret bits 1s.
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Fig. 8.2. Building a Huffman tree. (a) Source symbols and their frequencies; (b)-(e) interme-
diate stages; (f) the final Huffman tree.
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Table 8.1. The Huffman table.

Symbol Frequency Codeword
a 10 1000
b 32 101
c 18 1001
d 59 01
e 45 00
f 80 11

Indicator I ∈ {0,1} is used to identify whether a character ci appears for the first
time. The embedding procedure is described as follows.

Input: A cover file and secret message S.
Output: Stego-compression codes.
Procedure Encoding (c,TLi)

Begin
If c exists in TLj , then

Set I = 1, and then return I||PE(c)
Otherwise

Add c into T Li, set I = 0, and then return I||c
End

Procedure Embedding ( )

Step 1: Empty the character list, TLj, where j ∈{0,1} and initially j = 0. Namely,
T L0 = Ø and TL1 = Ø.

Step 2: Obtain the first character, c1, from a cover file and the first secret bit,
s1, from the secret message. Next, call Encoding (c1,T L0). The remain-
ing characters, ci, and secret bits, si, are processed in Step 3, where i =
2,3, ...,u.

Step 3:
If si = si−1, then

Call Encoding (ci,TLj)
Otherwise, if si �= si−1, then

Call Encoding ($,T Lj)
Switch to another character list T Lj by j = ( j+ 1) mod 2
Call Encoding (ci,TLj)

Step 4: Repeat Step 3 until all secret bits are embedded. Finally, generate the
stego-compression code.

To extract the embedded secret message, a receiver must obtain the stego-
compression code and know the first secret bit, s1; otherwise, the embedded secret
message cannot be extracted and the cover file cannot be reconstructed.
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8.3.3 The Scheme by Shim et al.

Shim et al. [66] developed a data-hiding approach using a lossless compression
method (LZW). The secret message is concealed in compression codes by reducing
symbol lengths. Before the embedding procedure, a threshold, T H, must have an
assigned value. When the length of a symbol exceeds T H, the symbol is used to
convey one secret bit in the output LZW code; otherwise, only the LZW code of the
symbol is output. In their approach, a secret bit is conveyed by modifying the parity
of symbol length to match that of the secret bit by shrinking the last character of
a symbol. Since only few symbols can meet this condition for conveying a secret
message and only one symbol at most can be used to convey a secret bit, embedding
capacity is too low. To overcome this flaw, Chen and Chang [65] developed a method
that is an extension of the scheme developed by Shim et al. In the scheme by Shim
et al., a secret message is also conveyed by reducing symbol lengths. However,
the scheme by Chen and Chang increases the capacity for conveying secret bits for
each symbol and increases the number of symbols; thus, high embedding capacity is
achieved. Notations and the embedding procedure are described as follows. Whole
characters in the cover file are denoted as C = {c1, c2, · · · ,cu}, where u is the number
of characters. The secret message, S, is a bitstream, where s j ∈ {0,1}.

Input: A cover file and secret message.
Output: Stego-compression codes.

Step 1: Read first two characters, c1 and c2, from the cover file. Next, assign an
initial symbol α = c1||c2, where symbol ‘||’ indicates that c1 concatenates
c2. Assign n = 2, where n is the length of the new created symbol α .

Step 2:
If symbol α occurs in the dictionary, then

assign the previous symbol αp, such that αp = α . Next, read next
character c and reassign α = α||c. Next, increase n by one and go
to Step 2.

Otherwise,
estimate embedding capacity, m, which is computed as
m = log2(n− 1).

Step 3: Read the next m binary secret bits and transform the m-bit string into
its corresponding decimal value, denoted as md . Next, shrink the last md

characters of symbol α , i.e., c1 c2...cmd . Set a new symbol αn such that
α = αn||c1c2...cmd . Then, set the previous symbol αp such that αn =
αp||cs, where cs is the last character in αn. Return the shrunk character
c1c2...cmd back to the cover file. The n is decreased by m.

Step 4: Output the dictionary index of previous symbol αp as the LZW code and
then add the new symbol, αn, to the dictionary. Next, assign α = cs and
n = 1, then go to Step 2 until all ci and s j are encoded and embedded,
respectively.

In the technique by Chen and Chang, embedding capacity of a symbol is logarithm
of the length of the previous symbol. For instance, embedding capacity is 1 when the
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length of the previous symbol is 2-3. If the length of the previous symbol is 4-7, then
embedding capacity is 2. Clearly, the embedding capacity of each symbol in their
scheme varies. Furthermore, a large number of new symbols is created, such that
an increased number of symbols can be used to convey secret bits. This is why the
scheme by Chen and Chang achieves a higher embedding capacity than the scheme
by Shim et al.

Although the schemes by Chang et al. [63] and Chen and Chang [65] can reduce
transmission cost and convey the secret message, the embedding capacity of both
schemes is limited. To embedding capacity, this work proposed a novel lossless text
steganographic scheme using a variable Huffman coding. The proposed scheme has
several merits such totally reversibility for text content, scalability in embedding
capacity, secret protection by secret keys, and high compress rate. The more details
of the proposed scheme are described in Section 8.4.

8.4 Proposed Scheme

Unlike common steganographic methods that use digital images as cover media, the
goal of the proposed scheme is covert communication using text files, providing
high embedding capacity, improving security of embedded secret messages, and re-
ducing transmission cost. A variable Huffman coding derived from the well-known
Huffman coding scheme is utilized to generate lossless compression codes. Secret
data are concealed in these codes in the proposed scheme. A detailed description
of the embedding procedure is given in Section 8.4.1. Section 8.4.2 illustrates the
extraction and recovery procedure.

8.4.1 Embedding Procedure

For convenience, some notations are first defined. Symbols in the cover file are
denoted as C = {c1, c2, c3, ..., cu} with frequencies F = { f1, f2, f3, ..., fu}, where u
is the number of symbols. The secret message, S, is a bitstream, where s j ∈ {0,1}.
Notation n indicates that each leaf node in a variable Huffman tree can be used to
convey the maximum number of secret bits. Notably, n is also a secret key in the
proposed scheme. The secret key, K, is regarded as the seed of a pseudo-random-
number function used to generate a binary sequence R. In the proposed scheme, a
variable Huffman tree is first constructed before embedding secret data. The process
of building a variable Huffman tree is summarized as follows; Figure 8.3 shows the
process flowchart.

Input: A cover file, n, and K.
Output: A variable Huffman Tree T .

Step 1: Statistically analyze the input cover file to obtain the corresponding sym-
bol set C = {c1, c2, c3, ..., cu} and the associated frequency set F = { f1,
f2, f3, ..., fu}.

Step 2: Sort the elements ci in C in increasing order based on their frequencies fi

in F .
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Step 3 : Remove the two least frequent elements from C and make each be a
leaf. Next, create a new node as the parent of these two leaves and assign
the frequency value, which is computed by summing the frequencies of
two least frequent elements, to this parent node. Next, two binary bits,
‘0’ and ‘1’, are assigned to the left edge and right edge of the new node,
respectively.

Step 4: Insert the created new node and its frequency into set C and set F , respec-
tively.

Step 5: Repeat Steps 2-4 until the root is obtained. The Huffman tree is then com-
plete.

Step 6: Give a number nLi for each leaf node Li in the Huffman tree from left to
right sequentially, i.e., nL0, nL1, ..., nLu−1, where u is the number of leaf
nodes in the Huffman tree.

Step 7: Create 2n children for each leaf node Li on the Huffman tree. Next, the 2n

edges of Li are sequentially assigned an n-bit unique binary string. Each
unique binary string of Li is denoted as LiE j, where j = 0, 1, ..., 2n − 1.
The values of these unique binary strings fall within the range [0, n−1] in
a decimal notational system.

Step 8: Generate a binary sequence R by the pseudo-random-number function ac-
cording to the secret key, K, and then segment R into u pieces, each of
which has n bits. Namely, R = {r0, r1, r2, ..., ru−1} and ri are comprised
of an n-bit string.

Step 9: Reassign the stego-binary-string L′
iE

′
j for Li by L′

iE
′
j = {L0E0⊕r0, L0E1⊕

r0, L0E2 ⊕ r0, ..., L0E2n−1 ⊕ r0, L1E0 ⊕ r1, L1E1 ⊕ r1, L1E2 ⊕ r1, ...,
L1E2n−1 ⊕ r1, ..., Lu−1E0 ⊕ ru−1, Lu−1E1 ⊕ ru−1, Lu−1E2 ⊕ ru−1 , ...,
Lu−1E2n−1 ⊕ ru−1}. Finally, the variable Huffman tree, T , is obtained.

The following example describes the process of building a variable Huffman tree.

Example 2
Let n = 2 and K = 10. We assume the source symbols of a cover file are as same
as those in Example 1—C ={ a, b, c, d, e, f} with frequencies F = {10, 32, 18, 59,
45, 80}, respectively. Thus, the Huffman tree is generated as shown in Fig. 8.4(a).
Next, each leaf node Li of the Huffman tree is sequentially numbered from left to
right in the Huffman tree, such that nL0 = 0, nL1 = 1, ..., nL5 = 5 (Fig. 8.4(b)).
Figure 8.4(c) shows that four children for each leaf node are created because n has
an assigned value of 2. Additionally, each edge LiE j of Li is the numbered 2-bit
unique string, i.e., “00”, “01”, “10”, and “11”. According to the input secret key
K, the binary sequence R = “101101100010” is generated by the pseudo-random-
number function and R is then divided into six pieces, each of which is a 2-bit string,
i.e., R= {“10”, “11”, “01”, “10”, “00”, “10”} such that r0 = “10”,r1 = “10”, ..., and
r5 = “10”. Generate the stego-binary-string L′

iE
′
j for Li by LiE j ⊕ri. Namely, L′

iE
′
j =

{“00”⊕ “10”, “01”⊕ “10”, “10”⊕ “10”, “11”⊕ “10”, “00”⊕ “11”, “01”⊕ “11”,
“10”⊕ “11”, “11”⊕ “11”, ..., “00”⊕ “10”, “01”⊕ “10”, “10”⊕ “10”, “11”⊕ “10”}.
Finally, the variable Huffman tree is completed as displayed in Fig. 8.4(d).
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Fig. 8.3. Flowchart for constructing a variable Huffman tree.

Table 8.2 lists the stego-codeword of each symbol ci after traversing the obtained
variable Huffman tree. The 2-bit secret message is to be conveyed (fifth column in
Table 8.2). Finally, the codeword of each symbol along with the embedded secret
message form a stego-codeword (sixth column in Table 8.2) substituted for the orig-
inal symbol and sent to a receiver. Clearly, cover file size can be reduced to decrease
transmission cost and the secret message can be conveyed to achieve covert com-
munication. Further, the cover file cannot be recovered and the embedded secret
message is extremely difficult to extract when n, K, and the pseudo-random-number
function are not provided.
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Fig. 8.4. Building a variable Huffman tree.

Example 3, which is extended from Example 2, elucidates the embedding proce-
dure in the proposed scheme.

Example 3
We assume the secret message, S = “10111010”, and the first four symbols in the
cover file are “ebaf”. First, the secret message is divided into four pieces—“00”,
“11”, “10”, and “10”. Next, the first symbol, e, is substituted as “0000” because the
codeword of e is “00” and the secret bits are “10” (Table 8.2). The stego-codeword
“10111” is then replaced by the second symbol, b, as the embedded secret bit is
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Table 8.2. The variable Huffman table.

No. Symbol ri Codeword Embedded secret bit Stego-codeword
0 e 10 00 00 0010

01 0011
10 0000
11 0001

1 d 11 01 00 0111
01 0110
10 0101
11 0100

2 a 01 1000 00 100001
01 100000
10 100011
11 100010

3 c 00 1001 00 100110
01 100111
10 100100
11 100101

4 b 10 101 00 10100
01 10101
10 10110
11 10111

5 f 10 11 00 1110
01 1111
10 1100
11 1101

“11”. In the same process, symbols a and f are replaced by “100011” and “1100”,
respectively. Finally, the stego-compression code “0000101111000111100” is re-
placed the original letters “ebaf” and transmitted to a receiver. Hence, file size is

reduced by approximately 41%, computed from
(
(4×8−19)
(4×8)

)
.

8.4.2 Extraction and Recovery Procedure

Once the receiver receives symbols and the frequencies of the cover file, the Huff-
man tree can be reconstructed. However, the receiver must also know the n and K
values the sender used; otherwise, embedded secret data cannot be extracted and
the cover file cannot be restored from the stego-compression code. The extraction
and recovery procedure in the proposed scheme are described as follows; Figure 8.5
shows the flowchart of the extraction and recovery procedure.

Input: Symbols and their frequencies in the cover file, the stego-compression
code, n, and K.

Output: The embedded secret message, S, and the cover file.

Step 1: Construct the Huffman tree according to input symbols and their
frequencies.
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Step 2: Assign a number nLi for each leaf node Li in the Huffman tree from left
to right sequentially.

Step 3: Generate a binary sequence R according to the secret key, K, using the
pseudo-random-number function and then segment R into u pieces, each
of which has n bits, i.e., R = {r0, r1, r2, ..., ru−1}.

Step 4: Traverse the Huffman tree when a character cck = 0 is read from stego-
compression code CC, then go left-node whereas go right-node.

Step 5: Read the next character, i.e., cck = cck+1 and k = k+ 1, and repeat Step
4 until a leaf node Li is reached. Thus, the symbol can be restored. Next,
the stego-secret-bits s′j can be obtained by s′j = cck+1||cck+2||...||cck+n,
where ‘||’ is denoted as two characters that are concatenated. The true
secret bits s j can then be obtained by s j = s′j ⊕ rnLi . Reassign cck and k as
cck = cck+n+1, k = k+ n+ 1, respectively.

Step 6: Repeat Steps 4-5 until the stego-compression code is empty. Finally, the
embedded secret message can be extracted and the cover file can be re-
covered without distortion.

A relatively more detailed example describing the extraction and recovery proce-
dure is given as follows.

Example 4
A receiver obtains a stego-compression code as “0000101111000111100”, and
source symbols C ={ a, b, c, d, e, f} with frequencies F={10, 32, 18, 59, 45,
80}. We assume the receiver knows the secret keys n = 2 and K = 10 and has
the same pseudo-random-number function as the sender. The processes for extract-
ing an embedded secret message and restoring original symbols from the stego-
compression code are as follows. The corresponding Huffman tree is generated
based on the content of C and F(Fig. 8.4(a)). Next, each leaf node Li in the Huff-
man tree is numbered (Fig. 8.4(b)). According to the value of K, binary sequence
R = “101101100010” is generated by the pseudo-random-number function. Since
six symbols exist (u = 6) and n = 2 in this example, sequence R is further divided
into six pieces, each of which is a 2-bit string, i.e., R={“10”, “11”, “01”, “10”,
“00”, “10”}. One then traverses the Huffman tree from the root to leaves accord-
ing to stego-compression code CC. Thus, the first original symbol, e, can be re-
stored from CC because the first 2-bit string of CC (“00”) equals the codeword of
symbol e. Next, the stego-secret-bits s′1 = “00” is obtained by the third bit ‘0’ con-
catenate and the fourth bit 0 because n = 2. Finally, the true secret bits s1 can be
obtained using s1 = “00”⊕ r0 = “00”⊕ “10” = “10”. Using the same process, the
other original symbols can be restored as “baf” and the embedded secret bits can be
extracted as “111010”. Finally, all original symbols, “ebaf”, and the secret message,
“10111010”, can be reconstructed from the stego-compression code.
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Fig. 8.5. Flowchart of the extraction and recovery procedure.

8.5 Experimental Results and Discussion

Experimental results characterize the performance of the proposed scheme in terms
of embedding capacity and transmission cost. This work utilized Delphi language
running on an AMD Athlon 64 Dual Core 5000+ computer with 2GB of memory.
Five news items from the CNN News site on the Internet, and five program segments,
each of which was written in C language, are used as cover files in the experiment.
Figures 8.5(a) and 8.5(b) present one news and one program segment, respectively.
Secret message, S, was generated randomly using the random function in Delphi lan-
guage. The compressed rate, calculated as follows, was used to evaluate the trans-
mission cost. As the compression rate increases, transmission cost decreases.

Compressed rate=(cover file size+secret message−stego-compression code size)/

(cover file size+ secret message)
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Fig. 8.6. Content in the two cover files-(a) a news item, and (b) a program segment.
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To demonstrate the performance of proposed method, the proposed scheme is com-
pared with two recently developed compression-based data-hiding schemes [63, 65].
Table 8.3 and Table 8.4 show comparison results. Table 8.3 shows the comparison
results when text file content is news; Table 8.4 lists comparison results when text
file content is a program segment. The secret key, n, of the proposed scheme is
assigned a value of 1 at this time. Table 8.3 and Table 8.4 show the “minimum”
embedding capacity of the proposed scheme while the “maximum” embedding ca-
pacities of the schemes by Chang et al. [63] and Chen and Chang [65] are also
displayed in Table 8.3 and Table 8.4. Clearly, the embedding capacity of the ap-
proach by Chang et al. and the proposed scheme are better than that of the scheme
by Chen and Chang. Each symbol in the scheme by Chang et al. and the proposed
scheme can be used to convey one secret bit. That is, the embedding capacity equals
the number of symbols in the cover file. Nevertheless, only a few symbols can be
used to convey secret bits in the method by Chen and Chang. For example, 11,054
secret bits can be conveyed by the scheme by Chang et al. and the proposed scheme
(third column (news (1)) in Table 8.3). Conversely, only 4,726 secret bits can be
conveyed using the method by Chen and Chang. The embedding capacity of the ap-
proach by Chang et al. and the proposed scheme is approximately three times that of
the scheme by Chen and Chang. For the compressed rate of the three schemes, the
proposed scheme outperforms the other two. For example, the cover file size along
with secret message size can be reduced by about 39% using the proposed scheme
(third column (program (1)) in Table 8.4). In contrast, the schemes by Chang et al.
and Chen and Chang only reduce the file size by roughly 22% and 13%, respec-
tively. Since the proposed scheme achieves a high compressed rate, transmission
cost can be markedly reduced. Experimental results show that performance in terms
of embedding capacity and transmission cost of the proposed scheme is superior to
that of the other two schemes.

Another significant benefit of the proposed scheme is that embedding capacity
is scalable. In practical applications, the embedding rate of each symbol can be
increased. The embedding capacity of the proposed method is dominated by the
parameter, n, which is also regarded as a secret key. The embedding rate of each
symbol of a cover file equals the n value. The sixth column in Table 8.5 shows the
number of embedded secret message that can be conveyed by ten test files. Take
news (1) for example, the embedding capacity can be increased from 11,054 to
44,216 bits when the assigned value of n is in the range of one to four. Although
the size of the sego-compressed code is to be increased when a large n is utilized,
the compressed rate remains acceptable. For example, news (1) is used to conceal
44,216 secret bits when n = 4 (eighth column in Table 8.5). Although the obtained
the sego-compressed code is increased to 11,511 bytes, the compressed rate is main-
tained at about 30%. The embedding capacity of the proposed scheme is four times
that of the scheme by Chang et al. and the embedding rate of the proposed method
is 2.2 times that of the scheme by Chang et al. (Table 8.3). This work also com-
pares the performance of the proposed scheme with that of the approach by Chen
and Chang. Although the compressed rate of the proposed method (30.57 %) is less
than that of the scheme by Chen and Chang (38.56%), embedding capacity of the
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Table 8.3. Comparison results for the proposed scheme and the other schemes with news

Files
Methods Size N (1) N (2) N (3) N (4) N (5)

11,054 8,876 12,864 18,167 9,017
Compressed Code (Bytes) 10,815 8,674 12,717 18,064 8,225

Chang et al.’s Secret Message (Bits) 11,054 8,876 12,864 18,167 9,017
scheme [63] Sego-compressed Code (Bytes) 10,715 8,945 13,174 18,535 9,099

Compressed rate(%) 13.84 10.42 8.97 9.31 10.30
Compressed Code (Bytes) 5,308 5,080 8,812 10,780 5,896

Chen and Chang’s Secret Message (Bits) 4,726 3,641 4,489 7,147 3,464
scheme [65] Sego-compressed Code (Bytes) 7,120 6,554 10,541 13,659 7,198

Compressed rate (%) 38.56 29.76 21.48 28.34 23.83
Compressed Code (Bytes) 5,984 5493 8864 10917 5367

Proposed scheme Secret Message (Bits) 11,054 8,876 12,864 18,167 9,017
Sego-compressed Code (Bytes) 7,366 6,602 10,472 13,188 6,494
Compressed rate (%) 40.77 33.88 27.64 35.48 35.99

* N denotes news.

Table 8.4. Comparison results for the proposed scheme and the other schemes with program
segments

Files
Methods Size P (1) P (2) P (3) P (4) P (5)

12,685 15,267 9,402 12,028 16,288
Compressed Code (Bytes) 11,075 13,332 8,214 10,496 14,252

Chang et al.’s Secret Message (Bits) 12,685 15,267 9,402 12,028 16,288
scheme [63] Sego-compressed Code (Bytes) 11,149 13,247 8,295 10,560 14,724

Compressed rate(%) 21.87 22.87 21.58 21.96 19.65
Compressed Code (Bytes) 9,718 11,698 7,359 9,380 12,820

Chen and Chang’s Secret Message (Bits) 4,333 5,209 3,064 4,010 5,281
scheme [65] Sego-compressed Code (Bytes) 11,467 13,802 8,706 10,992 14,961

Compressed rate (%) 13.30 13.29 11.03 12.27 11.72
Compressed Code (Bytes) 7,162 8,591 5,307 6,841 9,260

Proposed scheme Secret Message (Bits) 12,685 15,267 9,402 12,028 16,288
Sego-compressed Code (Bytes) 8,748 10,500 6,482 8,345 11,296
Compressed rate (%) 38.70 38.87 38.72 38.33 38.36

* P denotes program segments.

proposed method is 6.2 times greater than that of their method when news (1) is used
as the cover file. Clearly, the proposed scheme has a high compressed rate when a
small n is adopted, and a high embedding capacity can be achieved when a large n
is employed. Thus, embedding capacity is scalable in practical applications of the
proposed method.

The proposed scheme has another advantage that the embedded secret data can
be protected using the two secret keys, n and K, and the pseudo-random-number
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Table 8.5. Embedding capacity of the proposed scheme with various values for n

Size
Text file Compressed Secret Sego-compressed Compressed

Type (Bytes) Code n Message Code rate
(Bytes) (Bits) (Bytes) (%)

(1) 11,054 5,984 1 11,054 7,366 40.77
2 22,108 8,748 36.69
3 33,162 10,130 33.35
4 44,216 11,511 30.57

(2) 8,876 5,493 1 8,876 6,602 33.88
2 17,752 7,712 30.49
3 26,628 18,821 27.72
4 35,504 9,931 25.41

News (3) 12,864 8,864 1 12,864 10,472 27.64
2 25,728 12,080 24.88
3 38,592 13,688 22.62
4 51,456 15,296 20.73

(4) 18,167 10,917 1 18,167 13,188 35.48
2 36,334 15,458 31.93
3 54,501 17,729 29.03
4 72,668 20,000 26.61

(5) 9,017 5,367 1 9,017 6,494 35.99
2 18,034 7,621 32.39
3 27,051 8,748 29.44
4 36,068 9,875 26.99

(1) 12,685 7,162 1 12,685 8,748 38.70
2 25,370 10,333 34.83
3 38,055 11,919 31.66
4 50,740 13,505 29.03

(2) 15,267 8,591 1 15,267 10,500 38.87
2 30,534 12,408 34.98
3 45,801 14,316 31.80
4 61,068 16,225 29.15

Program (3) 9,402 5,307 1 9,402 6,482 38.72
Segments 2 18,804 7,658 44.84

3 28,206 8,833 31.68
4 37,608 10,008 29.04

(4) 12,028 6,841 1 12,028 8,345 38.33
2 24,056 9,848 34.50
3 36,084 11,352 31.36
4 48,112 12,855 28.75

(5) 16,288 9,260 1 16,288 11,296 38.36
2 32,576 13,332 34.52
3 48,864 15,368 31.38
4 65,152 17,404 28.77
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function. Possible permutations of the label of each leaf Li associated sub-leaf-nodes
are 2n! according the input random binary sequence piece ri, which is provided by
the pseudo-random-number function with K. We assume a variable Huffman tree
has m leaves. Thus, all possible permutations of all leaves in the variable Huffman
tree are (2n!)m. For example, we assume n = 1, K = 10, and 64 unrepeatable sym-
bols exist in the test file (news (1)). Thus, all possible permutations of labels of all
leaves are 264. As the value of n increases, the number of possible permutations of
labels of all leaves increases. Unauthorized users will therefore have extreme dif-
ficulty in guessing a secret message when they lack the correct secret keys, n and
K, and the pseudo-random-number function. Furthermore, a cover file cannot be
reconstructed from the obtained stego-compression code.

8.6 Conclusions

This work proposed a novel linguistic steganographic scheme in the compression
texts using variable Huffman coding. Experimental results demonstrate that the pro-
posed method has high embedding capacity, reduces transmission cost, improves the
security of an embedded secret message, and reconstructs the original cover medium
without distortion. Furthermore, the embedding capacity of the proposed scheme is
scalable in practical applications. Additionally, experimental results show that the
performance of the proposed method is superior to that of the schemes by Chang et
al. and Chen and Chang in terms of embedding capacity and compression rate.
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Summary. Data transmissions in public communications systems are not secure because
of the chance of their being intercepted, and tampered with by eavesdroppers. The secu-
rity of acoustic data is an important issue. Particularly, a real-time acoustic steganography is
required in a public broadcasting or mobile communication system. This chapter proposes a
new steganography scheme with capacity variability and synchronization for secure transmis-
sion of acoustic data. In this scheme, the sender records acoustic digital WAV data, converts it
into adapted PCM properties, and divides data stream into size-fixed frames. Then it embeds
synchronous secret data into fix-sized cover frames, interleaves and transmits the secret data
to generate stego data. The receiver extracts the secret data in real-time. A short execution
time ensures synchronization, which in turn ensures scalability of privacy protection in live
broadcasts. The embedding capacity is chosen as a key depending on the imperceptibly of the
scrambling bits of the cover data. A socket model is used to transmit the stego data. Objective
(signal to noise ratio) measurements and subjective evaluations demonstrate the effectiveness
of the scheme.

9.1 Introduction

Ubiquitous channels are now available for delivering multimedia information. How-
ever, data transmissions in public communications system are not secure because

J.-S. Pan et al. (Eds.): Recent Advances in Information Hiding and Applications, ISRL 40, pp. 181–209.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



182 X. Huang, Y. Abe, and I. Echizen

of the chance of their being intercepted and/or tampered with by eavesdroppers.
Steganography using different media content has been proposed as a way of en-
hancing information security. Steganography means embedding messages in such a
way that only the sender and intended recipient can access the secret information. By
imperceptibly scrambling bits of cover data and using a secret key, steganography
embeds secret information in comprehensible materials in such a way that does not
draw the suspicion of interceptors or eavesdroppers. The current work in this area
covers embedding metadata (text or image) into other media (text, image, audio,
video). Unlike watermarking, steganography cannot endure unintentional modifi-
cations or intentional attacks. Secret data, however, should be resistant to distortion
and tampering. Since the secret data is hidden within the physical arrangement of the
cover data, bit scrambling distorts the cover data. Steganography based on acoustic
data takes advantage of human auditory system characteristics whereby distortion
from the embedding process cannot be distinguished by the human ear.

The algorithm described in this chapter results in fewer artifacts of distortion and
frees up more bit positions for embedding in comparison with previous approaches.
In the case of acoustic data with a specific quantization in a certain time1, up to the
8th bit can be used for embedding without degrading the cover signal.

9.2 Problems with Conventional Methods

Empirical studies have been undertaken to embed metadata such as text and im-
ages in other media. The methods include least significant bit (LSB) embedding,
discrete cosine transform (DCT) encoding, MP3Stego, spread spectrum, echo data
hiding, etc. Several embedding approaches have been proposed [1]–[8]. Most of
these studies focus on image, text, and audio, though only as the cover string, and
their schemes have limitations as to

1. the type of metadata media,
2. synchronization requirements, and
3. data hiding capacity.

9.2.1 Difference between Hiding Secret Messeages in Images and Acoustic
Data

Hiding information in audio data is quite different from hiding it in image data be-
cause of the different physical properties of these data and certain technical issues.
The signal processings for audio data and image data are however similar. Steganog-
raphy used in electronic communication include steganographic coding inside of a
transport layer, such as a file, or a protocol, such as TCP. Usually, files for Internet
means are put into media types that are lossless, such as FLAC, WAV, png etc. Many

1 For example, data sampled for 30 seconds with the following settings:
(1) Cover: 32 kHz, 16 bit, 2 channels;
(2) Embed: 16 kHz, 8 bit, 1 channel.
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methods refer to hiding information in unused space, such as the “header file”, or
noise. Image data is represented in pixels, whereas audio data is divided into sam-
pling points. Compression and data bit scrambling cause distortion that shows up in
different ways in images and audio. Steganography based on images takes advan-
tage of the human visual system, while steganography based on audio takes advan-
tage of the human auditory system (HAS), which cannot distinguish slight changes.
For example, one can hide a message inside a in a mono signal if the brightness
does not vary much from one pixel and the next, or hide one in frequencies beyond
RGB (Red, Green, and Blue). Meanwhile, up to 8kB can be embedded in audio
without degrading the signal to the point that the secret communication becomes
apparent [2].

9.2.2 Conventional Methods of Acoustic Steganography and Their Problems

The principal challenge is to use steganography when acoustic media is the tar-
get object. Acoustic data, especially speech data, is widely used. Privacy protection
for mobile phones is now an important issue, and the current methods use cryp-
tography. Although cryptography prevents eavesdropping by rendering the message
incomprehensible, steganography is a more sophisticated method that camouflages
secret data. That is, the secret data and the cover data may be speech data created
by the same speaker. This makes it difficult for attackers to distinguish the secret
message from the cover data.

Furthermore, acoustic media can conceal subliminal communication channels in,
for example, live broadcasting, mobile communications, and teleconferences. How-
ever, audio (secret)-to-audio (cover) steganography has seldom been implemented
for this purpose. Real-time signal processing is required in emergencies. Further-
more, data security could be enhanced by recording the secret data in a synchro-
nized process. Many methods use LSB embedding, echo hiding, spectrogram, etc.
Regarding LSB, although a psychoacoustic model can perceptually weight the noise
and replaces audio in such a way that cannot be detected by HAS, the embedding ca-
pacity cannot meet the requirements for data transmission. Echo hiding exploits the
offset or delay between cover data and stego data. The secret information is added
to the initial amplitude [9, 10]. Added redundancy and limited frequency range for
embedding are limitations of echo hiding.

The previous studies can be divided into two main approaches: fragile and robust
information hiding. The fragile approach requires a balance between capacity and
data quality to take advantage of human’s perception, while the robust information
hiding requires algorithmic enhancements to prevent it from being attacked. Some
features of the related work and the problem statement are compared as follows:

As referred in Table 9.1, in Neil [1] and Kusatsu’s [16] work, robust informa-
tion hiding was implemented by using images in Matsuoka [3] and Petitcolas’s [12]
work, and WAV and mp3 data was used as cover data. As mentioned above, the
previous methods do not meet the needs of real-time tele-communications to thwart
eavesdroppers. Real-time processing of tele-communications and live broadcasts is
required to ensure data integrity and security. However, if a complex algorithm is
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Table 9.1. Related work and their problems.

Real-time Audio-to-Audio Robustness

Neil [1] N/A N/A YES

Kusatsu [16] N/A N/A YES

Matsuoka [3] YES N/A YES

Petitcolas [12] N/A YES YES

used to keep the system robust, for example, one using random PN as the key, then
the time required for embedding and extraction makes real-time communication im-
possible. Therefore, a balance has to be struck between robustness and processing
time.

9.2.3 Contribution

This chapter proposes a new model and algorithm for a real-time steganography sys-
tem. The system records a secret audio data stream synchronously in a WAV acous-
tic data stream. The embedding positions in the cover data with 16-bit sampling
can be arbitrarily assigned. The main processes include PCM setting, embedding,
and robustness analysis. The algorithm does a masking calculation to cover the bit
stream at each sampling point. The capacity of the first signal at every sampling
point of the cover data is calculated to evaluate the exact amplitude of the acoustic
data. Our contributions are as follows:

The synchronized steganography of previous studies used the LSB scrambling
approach, which makes it possible to assemble and utilize speech information se-
curely to thwart intentional attacks [11, 12].

LSB is susceptible to bit scrambling in that the attacker can remove or disable
hidden data simply by setting all the LSBs to be 0 or 1. Additionally, if only LSB is
used, the amount of data will be small. Our approach has the following attributes:

(1) Embed secret acoustic audio in cover acoustic data
Analog acoustic signals interfere with each other when two acoustic streams are

played at the same time [13, 14]. Furthermore, the chance of discrimination depends
on environmental factors including the characteristics of the cover audio. The data
sampling and interpolation algorithm makes it possible to embed speech data into
white noise approaching the level of silence.
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(2) Significant bit embedding
Even though multiple significant bit embedding affects the quality of stego data,

the data shift and bit masking we propose reduce the degradation to indiscernible
levels. The embedding bit positions can be specified by the sender at every sampling
point of the cover data. Adaptive data PCM setting promises a variable embedding
rate and a large data capacity.

(3) Synchronized process
Stego data can be generated even if the secret message is recorded when the cover

data is being broadcasted. The attackers have trouble extracting such hidden data,
and this makes it possible to avoid intentional attacks. It requires the algorithm to
be fast and this may reduce robustness. Thus, the balance between complexity and
execution time, including the embedding time and extraction time, has to be consid-
ered. With the purpose to enhance the algorithm complexity to attack, most methods
use PN random numbers as the key. In our scheme, a 2-bit flexible embedding po-
sitions unit is used as the key and it can be arbitrarily specified by the sender when
real-time hiding starts. Such flexibility makes prediction of embedding key more
difficult as the robustness increases.

9.2.4 Example Application

Fig. 9.1. Illustration of synchronized acoustic steganography scheme.
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Fig. 9.1 shows, an example application of the synchronized acoustic steganography
scheme: secure real-time communication between two or more parties. A socket
function is used to transmit the stego data. Attackers receive only the stego data
stream by eavesdropping, whereas the sender and trusted receiver can exchange pri-
vate speech information freely. To start a transmission, Alice (the intended receiver)
starts the socket client to apply for a connection. After listening, Bob (the supposed
sender) selects a piece of acoustic data as a cover and starts the socket server. When
the socket starts, Bob records the secret message via microphone, and the speech is
synchronously embedded in the cover audio data stream and carried in the stego data
that is transmitted to Alice. Bob and Alice share the extraction program including
the embedding key in advance. The secret-speech bit stream is extracted in real-time
as the stego stream is being received by using the embedding key.

9.3 Synchronized Acoustic Steganography Using WAV Data

This chapter proposes a synchronized steganography system for acoustic data. The
synchronous aspect means that the secret data is recorded and steganographically
embedded at the same time as the cover is made, and the stego data is subsequently
sent or broadcast to multiple receivers. However, only a trusted receiver can extract
the secret data by using a secret key shared with the sender. The acoustic data is
transmitted through socket communication.

9.3.1 Statement of Purpose

Although many methods have been proposed, none of them can be used as a real-
time scheme during emergencies when electronic monitors, or the Internet cannot
be used. However, acoustic data can be carried through the air via radio in emergen-
cies. Even though multimedia data can be put in multi-media channels of broadcast-
ing, it is necessary to make sure that various channels are available in emergencies.
Steganography provides a way to embed many kinds of data in the same carrier and
not have them interfere with each other; it does not weaken the quality of the carrier
data. The algorithm presented in this work permits a perceptual degradation only
if the change to the data causes no noticeable difference in perceptual tolerance.
Steganography can be used to protect valuable information from possible sabotage
or unauthorized viewing, and it can use multiple media in emergencies. Fig. 9.2
shows the steganography scheme.

The purpose of this research is to secure private digital multi-media information
sent through communications networks. The fidelity and integrity of the secret data
must be assessed against the human auditory system. Live broadcasting and mobile
communications are possible applications. There are three keywords phrases.

1. Steganography: To hide and transmit acoustic data through apparently innocu-
ous acoustic carriers to conceal the existence of secret audio data;

2. Real-time: The secret audio data is recorded when the embedding scheme starts
to run and is dynamically synchronized with cover sequences;
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Fig. 9.2. Synchronized steganography scheme.

3. Arbitrarily assigned multiple significant bits embedding: A sufficient number
of embeddable coefficients are present in each shuffled frame, though shuffling
in significant bits may increase the sensitivity to intentional attacks aimed at
rendering the embedded signals comprehensible. The embedding capacity and
positions can be arbitrarily assigned up to the 8th significant bit from the least
significant bit (LSB) at each sampling point of 16-bit cover data.

9.3.2 Acoustic Data Function

Data Function

Different from image and text data, the acoustical data format has a special function
and header file. Sampling frequency, sampling size, and number of channels affect
audio quality, which in turn affects embedding quality [15, 16, 17]. Data is stored in
8-bit bytes, arranged in Intel 80x86 format. This format suits the peculiarities of the
Intel CPU, such as little-endian byte order, as shown in Fig. 9.3. Figs. 9.4 and 9.5
illustrate how to convert an analog signal into a digital signal. As Fig. 9.3 shows,
multiple bytes are stored with the low-order (i.e., least significant bytes first.) As
Fig. 9.4 shows, sampling is done at equal intervals t1, t2, tn. etc. Sampling points
with different amplitudes are represented with the same bit depth.

WAV Format Structure

A WAVE file is a collection of different chunks. The Format ‘fmt’ chunk contains
important parameters of a waveform, such as sampling rate, and the data chunk
contains the actual waveform data. These chunks are required, while other optional
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Fig. 9.3. Endian order of stereo data.

Fig. 9.4. Analog signal.

Fig. 9.5. Digital signal.
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chunks included in the file structure define cue points, list instrument parameters,
store application-specific information. Fig. 9.6 is a graphical overview of a minimal
WAVE file consisting of a single WAVE with the two required chunks.

Fig. 9.6. Basic chunk file structure.

WAV Header Information

After the secret data frames have been extracted from the stego stream, the WAV
header information has to be appended to the frames to ensure the integrity of the
secret data. Unlike image data, acoustic sequences require the correct time stamp.
When the receiver gets continuous frames, the header file has to be appended to
each frame to enable the embedded audio to be played. Table 9.2 lists the WAV data
information that has to be appended to the extracted frames.

9.3.3 Principle of Synchronized Steganography

There are four steps in this method:

1. The secret data is recorded and embedded in real-time.
2. PCM information of the cover data and the embedded data are set to specified

values. The playback lengths of the cover data and embedded data are equal.
3. The coded data (wave format) is divided into fix-sized frames suitable for

streaming and reconstructing signals from two different signal sequences.
4. To playback the embedded data after it has been extracted from the stego data,

it is necessary to append wave header information corresponding to its PCM
information.
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The system converts the analog input signal into digital data directly via microphone
and embeds bit signals of secret data in the cover audio data. The real-time process-
ing uses a narrow frequency band covering the span of frequency of the audio file.
The real-time process is divided into steps during which the secret audio data is
synchronously embedded in the cover audio data. Real-time pertains to the whole
process of producing the secret data, embedding it in the cover, thereby creating the
stego data, and extracting the secret data from the stego data.

Point 1: It is possible that a third party will get the transmitted information and the
stego-key to render the stego-data vulnerable. To combat against this, the em-
bedded data could be encrypted to make a hybrid encryption system. After the
intended receiver extracts the embedded data with the stego key, the embedded
data can be generated as a wave format file.

Point 2: The cover data is stored on a hard disk. Many different experiments using
different types of music as the cover have shown that this method works effec-
tively. For instance, we recorded natural background noise in an unoccupied lab
at midnight and used it as a quiet cover to embed a loud piece of audio data.

Point 3: The cover data and secret data are as follows:
1. The cover is 32-kHz,16-bit, 2-channel audio data.
2. The secret audio is 16-kHz, 8-bit, 1-channel data.
3. The cover data and secret data are synchronized; thus, a multiplicative fac-

tor determines the number of bits to be embedded in the sampling point.

Point 4: The stego data is sent through the Internet or a broadcasting system. The
security and integrity of the secret data can be guaranteed even if the stego data
is intercepted.

Point 5: Audio data are coded into a digital signal and then decoded. For this, it is
necessary to append WAV header information to the extracted frames. Both the
cover and the embedded data are divided into fix-sized frames, and bit scram-
bling is done on each frame of the cover.

9.3.4 Algorithms

Embedding Process

In Fig. 9.7, the sequence s(n) stands for stego data, which is modeled as a sample
drawn from a sampling terminal. c(n) means there are n sampling points of cover
data, and each point equals a 16-bit data stream. Two bits of secret data are em-
bedded in the cover sampling point. The process of recording the secret data stream
is synchronized with the embedding process. The data stream on the left side (pre-
sented in 16 bits) is the cover data c(n), and the embedded data e(n) is on the right
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Fig. 9.7. Multi-bit embedding process.

side (presented in 8 bits). It is possible to embed two bits of secret data in two ar-
bitrary bit positions [1st ,8th] from the least significant bit (LSB). Once the positions
have been assigned, all the secret data stream will be embedded in the assigned bit
positions.
There are three steps involved in embedding two bits of secret data.

Input: cover stream and secret stream;

Output: stego stream;

Step E1: Clear Data Bit in Cover:
The first step is to set the data at the embedding location to be “0”. A cmask
is used to make the designated location available for secret data. The following
function accomplishes this task.

cmask1 = (2loc1−1) ⊕ (0xFF)

cmask2 = (2loc2−1) ⊕ (0xFF)

cmask = cmask1 ∧ cmask2

Step E2: Copy Secret Data:
The second step is to put two bits of secret data into the bit location assigned by
the user. Two consecutive bits of secret data are read from and written into the
designated bit location; the other bits in the 8-bit data unit are cleared to be “0”.
The following function accomplishes this task.
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for(i = 0,0 ≤ i ≤ 4, i++)do

e1 = embed >> (7− 2i)

e1 = e1&(0x01)

e1 = e1 << (loc1− 1)

e2 = embed >> (6− 2i)

e2 = e2&(0x01)

e2 = e2 << (loc2− 1)

i is the ordered sequence of 2-bit secret data units counting from the left of the
insignificant 8-bit unit of cover data at the sampling point.

Step E3: Execute Embedding:
The third step generates the stego data as follows.

c = cover&cmaskstego = c|e1|e2

Embedding Example:

The following example concretely illustrates this process. The designated posi-
tions are loc1 = 4, loc2 = 2, and i = 1.

Step E1: Generate a cmask. The 2-bit unit 2 of the cover has 8 insignificant bits in
which loc1 and loc2 are available for secret data.

8th 7th 6th 5th 4th 3rd 2nd lsb
1 1 1 1 0 1 0 1

Step E2: Read two bits of secret data and put them into the designated bit positions
by shifting and taking bitwise AND. Take the following data as an example:
When i = 1, it means that the 6th e1 and 5th e2 bit data will be read and put into
the 2nd and 4th bit positions of the cover.
The consecutive bits of secret data are:

1 0 1 0 0 1 0 1

Accordingly, we embed the 6th (e1 = 1) in the 4th LSB of the cover and the 5th

(e2 = 0) into the 2nd LSB. The same process is used to put e2 in bit position
loc2.

2 The first 2-bits unit of the loop. i = 1 means (7st ,8th) bit positions from LSB.
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Step E3: Embed e1 and e2 in the cover data prepared by cmask.
For example, a unit of cover data including 8 consecutive insignificant bits is:

1 0 1 1 0 0 1 1

Data e1 takes the place of the 4th bit position with the original data “0” in it, and
similarly, e2 takes the place of the 2nd bit position with the original data “1” in
it. Thus, the stego data are:

1 0 1 1 1 0 0 1

Extraction Process

Information hidden in the cover data cannot be extracted if only the extraction is
successful and the key information is known [18, 19, 20]. To deal with the possi-
bility that the attacker knows of the existence of the secret speech and somehow
learns the key, say, by extracting data packages on the Internet, we can use socket
transmission to improve the security of the secret data. Even though the attackers
may get all of the data frames, the secret speech can not be accessed unless specific
WAV header information is appended before the secret data frames. The header in-
formation includes the PCM set of the secret data and cover data, and the setting
is performed synchronously on the cover data and speech bit stream while they are
being read.

The PCM settings of the cover data and stego data are the same. When a trusted
receiver uses the key and listens to the socket server, the header information can sim-
ply be fetched by copying the parameters from the server. When data transmission
starts, the extraction program automatically executes the header appending program
on the socket client terminal.

The extraction is done as follows:

Input: stego stream;

Output: embedded stream;

Step D1: Preparation for extraction:

mask1 = 0X01 � (loc1− 1);

mask2 = 0X01 � (loc2− 1);

Step D2: Extract signal from loc1 and loc2; i is the sequence number of 2-bit unit.

e1 =
8

∑
i=0

(stego(2i)&mask1)� (loc1− 1)

e2 =
8

∑
i=0

(stego(2i)&mask2)� (loc2− 1)
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Table 9.2. Wav data header information.

Size(bytes) Value Description
4 ‘R’ ‘I’ ‘F’ ‘F’(0x52494646) chunk ID
4 (file size)-8 chunk size
4 ‘W’ ‘A’ ‘V’ ‘E’ (0x57415645) RIFF type
4 ‘f’ ‘m’ ‘t’ ‘ ’ (0x666D7420) format space
4 16 (10 00 00 00) linear PCM byte of fmt chunk
2 1 (01 00) linear PCM assumed format ID
2 mono 1 (01 00) stereo 2(02 00) number of channels
4 32000Hz (32 AC 00 00) sampling rate
4 128000(00 F4 01 00) data transfer speed

(32000*2*2=128000) 32 kHz 16-bit stereo
2 1*1=1 (01 00) 8-bit mono

2*2=4 (04 00) 16-bit stereo block alignment
2 8 (08 00 00 00)

16 (10 00 00 00) significant bits per sample
2 null (if linear PCM) size of extra format bytes
n 0 -65535 (null if linear PCM) extra format bytes
4 ‘d’ ‘a’ ‘t’ ‘a’ data chunk ID
4 n chunk size, type: dword depending on

sample length and compression
n audio data length wave format chunk values

Step D3: Create embed signal; p is the index of the extracted steam.

embed[ j]|= (e1 � 6− 2p)

embed[ j]|= (e2 � 5− 2p)

Step D4: Append WAV header to extracted stream; The extracted stream will have
errors and the content will not be recognized unless the WAV header is ap-
pended. The information is edited according to the PCM settings. The header
information process is included in the extraction process (see Table 9.2).

Extraction Example:

Data in buffer shown as follows plots stego stream on the x-axis and time-scale
on the y-axis. Each sampling point is represented by 16 bits. The least significant
bits of each sampling point are 1, 0, 1, and 1 and secret data is only included in the
8-bit unit counting from LSB on the right side.

1 1 1 0 1 1 1 0 1 0 1 0 0 0 1 1
0 1 0 1 1 1 0 0 0 1 0 0 1 1 1 0
0 1 1 1 0 1 0 1 1 0 0 1 1 0 0 1
1 1 0 1 1 0 1 1 1 0 0 0 0 1 1 1
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The the extracted bit stream is:

0 1 1 1 1 0 0 1

9.4 Experimental Evaluation

The cover data are files with specific PCM settings and the embedding process starts
when secret acoustic data are recorded by microphone. The embedding should be of
high quality, which means imperceivable even if a large amount of data is embedded
in the cover. The extraction reliability of a steganography scheme generally depends
on the features of the original data, on the embedding distortion, and on the robust-
ness (the amount of calculations needed by the attacker [21]). There are two ways of
evaluating the embedding quality: subjective and objective. The mean opinion score
(MOS) provides a numerical indication of the perceived quality of received media
after compression or transmission, and it is calculated by averaging the results of a
set of standard subjective tests in which a number of listeners rate the audio quality
of test sentences read aloud by male and female speakers over the communications
medium being tested.

9.4.1 Evaluated Data

The steganographic capacity, embedding capacity, embedding efficiency, and data
payload affect the embedding quality.

To specify the properties of the acoustic signals in our experiment, we used the
first “1” signal from the significant bit (16th bit) at each sampling point. We calcu-
lated the number of sampling points that had the same bit position as the first “1”
signal to determine the physical volume of the signal in an objective way.

Furthermore, there are trade-offs between imperceptibility, differentiation be-
tween cover and stego, and data classification. The data classification was thus based
on volume, bit-rate, and variety of audio files. Audio magnitude was measured by
counting sampling points where the first “1” signal appeared at the same bit posi-
tion.If most first “1”s appeared at significant bit positions, the auditory impression
was of noisiness.

Fig. 9.8 plots bit position on the x-axis and sampling points on the y-axis3. The
objective measurement’s results matched those of subjective auditory impression.
Most of the first “1”s in the jazz and classical music data were respectively from
the 6th to 15th, and the 12th and 13th bits. The speech files thus had about 150000
sampling points that had the first bit in the 14th bit. In contrast, background noise
was relatively low when most first “1”s were in the least significant bit position.

We also evaluated our method on the RWC Music Database [23]. We did an ex-
periment with an L-channel waveform with a 44.1-kHz sampling and 16-bit quanti-
zation. We used 10 tracks in RWC-MDB-G2001 as cover data and a piece of speech

3 Each piece of sampled data was 30 seconds long (32 kHz, 16 bits, two channels).
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Fig. 9.8. First “1”: Structural information of significant bits.

data ATR 503 PB-5 from Japanese Newspaper Article Sentences (JNAS) [24] pub-
lished by the Acoustical Society of Japan as the embed data. For this experiment,
the cover data was re-sampled with and the secret data was re-sampled with 32000
samples at 8 kHz and 8 bits, in mono with about 4 seconds playback time for the
evaluation. The signal power level is plotted in Table 9.3. It indicates Track No.80,
No.90 and natural noise had a low power level.

9.4.2 Evaluation Methods of Embedding Quality

SNR Analysis

As a measure of embedding quality, the SNR of each stego data can be calcu-
lated from the quantization error of each sampling point of cover and stego data as
follows:

SNR = 10log10
∑n c2

∑n d2(c,s)
[dB] (9.1)

Here, c stands for the original signal, s stands for the stego signal, and d stands for
the relative difference in amplitude between the corresponding sampling points of
the cover and stego data, with n meaning the number of sampling points during a
certain time interval.

MOS Evaluation of Imperceptibility

Besides the SNR evaluation, we took the subjective MOS (mean opinion score) to be
an indicator of the perceived quality of the stego data. About 15 members of our lab
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Table 9.3. Signal Power Level of Evaluated Data

Track L-Channel(dB) R-Channel (dB)

No.1 −32.043 −31.826
No.10 −18.571 −18.573
No.20 −18.469 −18.146
No.30 −19.759 −19.962
No.40 −24.530 −24.534
No.50 −23.042 −21.340
No.60 −27.623 −32.344
No.70 −18.628 −17.915
No.80 −45.689 −43.754
No.90 −45.321 −41.891
No.100 −28.052 −27.481
Japspeech32-16-2.wava −13.436 −13.192
Engspeech32-16-2.wavb −15.992 −13.518
Classical32-16-2.wavc −11.044 −13.981
NaturalNoise32-16-2.wav d −41.998 −30.051
ATR 503 PB-5 −29.153 null
Japspeech8-8-1.wave −13.431 null
pop8-8-1.wav f −14.079 null
Rock8-8-1.wavg −12.732 null

a Japanese speech(Male) sampled at 32kHz, 16bits and stereo, 30 seconds.
b English speech(Female) sampledat 32kHz, 16bits and stereo, 30 seconds.
c Classic music sampling at 32kHz, 16bits and stereo, 30 seconds.
d Nature weighted noise recorded at midnight indoors at 32kHz, 16bits and stereo, 30 seconds.
e Japanese speech(Male) sampled at 8kHz, 8bits and mono, 30 seconds.
f Pop music sampled at 8kHz, 8bits and mono, 30 seconds.
g Rock music sampled at 8kHz, 8bits and mono, 30 seconds.

rated the quality of the stego data. Cover data and stego data were played at random.
Listeners were required to distinguish the displayed music was stego data or cover
data. Then, they rated the embedding quality by using the ranking of Table 9.4.

9.4.3 Experiments and Results

Experiment 1: Evaluation of Extreme Case

Digital speech signals typically have white noise as well as quiet parts. To test
whether it is possible to embed an acoustic signal sequence in another quiet sig-
nal, we recorded natural background noise occurring at the midnight in our lab as
cover data. The secret Japanese speech data was recorded when the embedding pro-
cess started. To analyze the differences between the stego and cover data, the cover
quiet natural noise was initially normalized to “0”.
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Table 9.4. Mean Opinion Score

MOS Embed Quality Impairment

5 Excellent Imperceptible
4 Good Difficult to Distinguish
3 Fair Slightly Annoying
2 Poor Different Audio
1 Bad Annoying

The results of test with weighted noise cover data are shown in Figs. 9.9(a),(b),
and(c). the stego data sounded like quiet natural noise even when it had high-
amplitude speech embedded in it.

Experiment 2: Evaluation by Significant Bit

This experiment tried to determine whether our method is robust when secret data
is embedded into significant bit positions in the cover. In it, we

1. considered the interference spectrum of the significant-bit embeddings,
2. designated the bit locations: 1st and 2nd , 1st and 4th, etc., and
3. repeated the embedding process with two designated bit positions from the 1st

bit (LSB) to the nth bit (n ∈ [1,8]) of the cover. Once the embed positions were
decided, the secret data was embedded in those positions of successive frames
of the cover.

We did simulations to see how much of a difference there is between stego data with
embeddings at positions with different levels of significance. We found that

1. the embedding quality was the best when the secret data was embedded in the
least significant bit positions: 1st and 2nd;

2. it was still difficult to distinguish the differences between cover data and stego
data even when the secret data was embedded in the 7th and 8th significant bit
positions.

3. The SNR ranks were [52.15,88.28], and there were few differences when one
of the embedding positions was the 8th bit (group (1,8), (5,8), (7,8), as shown
in Fig. 9.10.

Experiment 3: Evaluation by Audio Category

This experiment tested whether music data of different genre should have different
embedding efficiencies. We

1. considered the efficiency of the data structures’ coincidence,
2. used music data bit streams (the cover and embedded data were of the same

category) of jazz, pop, rock, classic, natural noise, and speech, and
3. set the embedding position to be the 7th and 8th significant positions.
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(a) Embedded data: Japanese speech

(b) Cover data: natural noise

(c) Stego data: natural noise with speech

Fig. 9.9. Embed speech in weighted natural noise.
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Table 9.5. System configuration

OS Windows Vista Business
CPU Intel Core 2 Quad CPU Q9650 @ 3.00 GHz
Memory(RAM) 2GB
Programming Language JAVA

As shown in Fig. 9.11,

1. There were no obvious differences in embedding efficiency using different
acoustic categories;

2. The embedding system worked even when speech was embedded in white noise;
3. The SNR ranks [51.68,55.18]. The embedding quality was the best when the

cover and secret data were both speech data. In this case, the cover and embed
data consisted of a large speech data streams. Furthermore, the more the cover
and embed data coincided, the better the embedding quality was.

Subjective MOS Results

According to auditory impression, most of the listeners said they could not distin-
guish between the cover data and stego data at all (MOS score: 5), while two of them
gave MOS scores of 4, meaning that they found it difficult but possible to distinguish
the two audio data. These results indicated to us that the embedding was successful
and indicated a low audio-quality distortion for most tunes after data embedding.

9.4.4 Evaluation of Real-Time Performance

We determined that it would be possible to have real-time secure communications
between two PC terminals by recording, embedding, transmitting, and extracting
the secret data in real-time. We performed an experiment to check whether the stego
data could be generated and transmitted to another host. The cover data was sampled
for about 30 seconds. The sender used a microphone to record the secret speech
while the cover data was being played as a stream. Stego data was generated by the
algorithm and sent to the receiver terminal.

To assess the running times of hiding and extraction, we embedded speech in
other speech with LSB insertion. The running times with different hiding bit posi-
tions and different audio categories are supposed to be similar. In experiment A, we
recorded secret data in real-time when the hiding process started (stream-into-file) ;
in experiment B, we embedded the wav speech file generated in experiment A (se-
cret data) in another speech (English, Female) file (file-into-file). The specifications
of the PC we used in this experiment are listed in Table 9.5. Many experiments were
run and Table 9.6 and Table 9.7 lists the maximum, minimum and average values.

According to ITU-T Y.1541 Standard, for telephony to be successful, callers can
speak simultaneously if the latency is 150 milliseconds or less [22]. In this chap-
ter, the maximum hiding time is 0.9997 microseconds and the extraction time is
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Table 9.6. Real-time ability: Experiment A (with real-time recording)

Source signal Hiding time (μs) Extraction time(μs)

Music 0.733 0.5997
Natrue Noise 1.3329 0.8664
Speech English(Female) 1.3329 0.5998

Table 9.7. Real-time ability: Experiment B

Value Hiding time (μs) Extraction time(μs)

Maximum 0.9997 0.9330
Minimum 0.0666 0.0666
Average 0.4704 0.26655

0.9330 microseconds, which means hiding and extraction are done in real-time, as
shown in Table 9.7. Furthermore, by comparing the running-time performances, it
became clear that there was little difference between hiding a stream in a file (while
recording in real-time) and hiding a file in another file.

9.5 Conclusion

We developed and evaluated a real-time multi-bit audio-to-audio steganography
method. Embedding quality varies according to the significant bit of the cover data
in which the secret data is embedded. In this method, secret speech data is recorded
using a microphone and embedded in acoustic cover data synchronously. The in-
tended receiver extracts the secret speech data from the stego data using a shared se-
cret key. We measured the embedding performance of different acoustic categories.

Our method had optimal embedding performance even when 2 bits of secret data
were simultaneously embedded in the 7th and 8th bit positions at a sampling point
of the cover data stream. Subjective tests proved that it is difficult to distinguish the
cover data from the stego data.

The SNR analysis revealed a few differences when the acoustic data came from
different categories. Socket covert channels can enhance the robustness of this
scheme.

9.6 Future Work

We used a two-bit arbitrarily assignment embedding model in our experiment. In
the future, we shall analyze the coincidence between the cover and the embedded
data before evaluating the embedding performance. Furthermore, we can extend our
method to 4-bit embedding. It still remains for us to work out whether it is safe to
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embed more continuous secret data bits and how many bits at most can be embed-
ded in a sampling point of the cover at one time.

1. The embedding positions were arbitrarily assigned. However, once the embed-
ding positions are determined, all of the secret data will be embedded in these
specified positions. This is a weak point that can be exploited by statistical anal-
ysis or repetition attacks. This chapter did not discuss extraction or countermea-
sures against such attacks. Steganalysis will be considered in a future study.

2. Our scheme uses only wav data. Wav data has high acoustic quality but its
amount grows large if the sampling rate is high. Speech recognition doesn’t
require high acoustic quality, so embedding together with a synchronized com-
pression process should be considered.

Appendix

Since embedding quality depends on acoustic source, we performed laboratory ex-
periments to validate the proposed algorithm using different acoustic files as shown
in Figs. 9.12, 9.13, 9.14, 9.15, and 9.16. Groups of sample data were used for the
validation. They were:

1. Group 1: Embed Music (Rock) into Music (Jazz)

2. Group 2: Embed Music (Pop) into Speech (JPNSpeech-Male)

3. Group 3: Embed Speech (JPNSpeech-Male) into Music (Classic)

4. Group 4: Embed Speech (JPNSpeech-Male) into Noise (Background Natural
Noise Recorded at Midnight in the Lab)

5. Group 5: Embed Speech (JPNSpeech-Male) into Speech (ENGSpeech-Female)

To check the embedding capacity, the embedding positions were assigned to be the
7th and 8th bits. The figures plot the frequency of the difference between the stego
signal and cover signal, for the spectrum4 and cepstrum5 information. The graphs
with the sound pressure values6 on the y-axis and time on the x-axis((a),(b),(c), and
(d)) show the target data in for each results graph. The difference graphs (d) illustrate
the difference between stego data and cover data. To detect the tiny variation, we
zoom in on the y-axis.

4 This spectrum signal was generated from a pre-emphasized and windowed section of the
signal.

5 The cepstrum is the spectrum of the log magnitude spectrum of the signal.
6 Each sample point was stored as a linear, 2’s-complement value. Complement here is the

significant bit order, for example, 7th (complement value is 7) 8th, etc.
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(a)Cover: Jazz32-16-2.wav

(b)Stego: Rock-to-Jazz.wav

(d1)Cepstrum of difference

(c)Embed:Rock-8-8-1.wav

(d)Difference: Stego/Cover

(d2)Spectrum of difference

Fig. 9.12. Group 1: Embed Music into Music
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(a)Cover: JPNSpeech32-16-2.wav

(b)Stego: Pop-to-JPNSpeech.wav

(d1)Cepstrum of difference

(c)Embed:Pop-8-8-1.wav

(d)Difference: Stego/Cover

(d2)Spectrum of difference

Fig. 9.13. Group 2: Embed Music into Speech



206 X. Huang, Y. Abe, and I. Echizen

(a)Cover: Classical32-16-2.wav

(b)Stego: JPNSpeech-to-Classic Music.wav

(d1)Cepstrum of difference

(c)Embed:JPNSpeech-8-8-1.wav

(d)Difference: Stego/Cover

(d2)Spectrum of difference

Fig. 9.14. Group 3: Embed Speech into Music
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(a)Cover: Natural Noise32-16-2.wav

(b)Stego: JPNSpeech-to-Natural Noise.wav

(d1)Cepstrum of difference

(c)Embed:JPNSpeech-8-8-1.wav

(d)Difference: Stego/Cover

(d2)Spectrum of difference

Fig. 9.15. Group 4: Embed Speech into Weighted Noise

(a)Cover: (Female)ENGSpeech32-16-2.wav

(b)Stego: JPNSpeech-to-ENGSpeech.wav

(d1)Cepstrum of difference

(c)Embed:(Male)JPNSpeech-8-8-1.wav

(d)Difference: Stego/Cover

(d2)Spectrum of difference

Fig. 9.16. Group 5: Embed Speech into Speech
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Summary. This chapter presents a method to embed a watermark in a video for recording
copyright information to prevent the video from being pirated. Firstly, a video is cut into
small shots, and the shots are classified with clustering algorithm in accordance with their
similarity. Then, the DWT (Discrete Wavelet Transform is applied to transform a watermark
into wavelet domain, and embed the wavelet coefficients in appropriate shots according to the
level of its coefficients. Up to this step, the procedure of watermark embedding is completed.
On the other hand, while extracting watermark, it is also necessary to cut a video into shots
and extract the frame from each shot to extract the wavelet coefficient embedded. The last
step for extracting watermark is collocating all parameters to extract the original watermark
by using IDWT (Inverse DWT). With the method proposed, most potion of watermark could
be extracted even when only partial video shots are available. It is able to obtain not only
higher NC (normalized cross-correlation) value, but also better visual quality compared to
directly embedding partial watermark data into shots without adopting DWT.

10.1 Introduction

Digital watermarking is one of the hot research topics in the multimedia area. By
using this technology, one can embed copyright information in digital content to
prevent some possible piracy attempts. Watermarks that are about to be embedded
need to meet few qualifications, such as (a) imperceptibility, (b) security, and (c)
robustness to common image processing methods [1].

Currently, many image watermarking methods have been proposed [1]–[10];
however those watermarking methods generally applied to image are somewhat
ineffective on videos. In addition to conventional watermarking techniques, video
watermarking must be able to handle problems due to (1) massive frames, (2) depen-
dency of neighboring frames, and (3) video-based attacking, such as frame
dropping, frame averaging, collusion, etc. [11]

J.-S. Pan et al. (Eds.): Recent Advances in Information Hiding and Applications, ISRL 40, pp. 211–227.
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In order to conquer the difficulties above, some methods based on videos scene
or shot have been proposed respectively [12, 13, 14]. Zhu, Swanson and Tewfik [12]
embedded a watermark in each scene, and enhanced the watermark robustness with
the characteristics of human visual system (HVS). Method [13] proposed by Swan-
son et al. suggested that one should save the watermark correspondent to certain
objects, and then detect objects contained in a video to embed a watermark in each
object. While Koz and Alaton [14] applied temporal FFT (Fast Fourier Transform)
to decide temporal sensitivities of human visual for watermark embedding.

Generally, those methods only process individual fundamental units in videos,
like scene, shot, object, etc. [15] If a watermark is repetitively embedded in the
fundamental units, say objects, it is easy to verify the copyright holder when some
frames of a video are pirated. Nevertheless, the watermark embedded is also highly
susceptible to averaging attacks.

To prevent a watermark from being susceptible, we propose a novel method to
separate a watermark into numerous parts with Discrete Wavelet Transform (DWT).
Then, cluster video shots together and embed the more important (low frequency)
part of the watermark in each frame of bigger clusters that possess more shots. The
method differs from others by not embedding the whole watermark in individual
fundamental units. The main advantage of it is that the quality of the extracted wa-
termark is raised since it makes low frequency coefficients appear in more shots.
Moreover, most portion of the watermark information can be extracted even when
only partial watermark coefficients are available; meanwhile, the embedded wa-
termarks can hardly be filtered out by frame averaging attacks. The experimental
results presented in Section 10.4 shows that the proposed method possesses the ad-
vantage to resist most attacks. After color noise, MPEG coding, frame averaging,
and shot dropping attacks are applied to the watermarked video, the extracted wa-
termark can still reaches high qualities.

The rest of this chapter is organized as follows. In Section 10.2, the embedding
algorithm is illustrated in detail, while in Section 10.3, the detecting and extracting
algorithm are introduced. In Section 10.4, experimental data sets and results are
presented and discussed. Finally, Section 10.5 briefs some concluding remarks.

10.2 Embedding Algorithm

The digital watermarking scheme proposed here includes watermark embedding and
extraction. Embedding algorithm would be discussed in this section, and the flow
of embedding algorithm is shown as Fig. 10.1. First, shot detecting algorithm is
applied to analyze the video in which is about to be embedded a watermark, and
from which to obtain a shot list. Then, all shots are classified to form clusters of
shots in accordance with their similarity. Third, adopt DWT to transform the water-
mark into wavelet domain, and embed low frequency coefficients in bigger clusters,
which contain more shots than others. At last, complete the operation of embedding
partial coefficients in a shot by embedding coefficients in all frames of the shot with
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Fig. 10.1. Diagram of embedding algorithm.

watermark embedder. Detailed procedure and analysis and discussion of each part
is illustrated respectively in following sections.

10.2.1 Shot Detector

Many methods have been proposed to [16, 17, 18, 19] analyze video shots. In the
proposed method here, an algorithm that combines [16] and [20] is applied to obtain
shots of a video about to be embedded a watermark. First, the method proposed
in [16] is applied to obtain the spatial-temporal graph from the video, and then
detect where edges are in the spatial-temporal graph with Sobel masking [20]. The
edges here are the boundaries between two shots.

10.2.2 Clustering

So far, numerous of clustering algorithms have been proposed [21, 22]. The one
we adopt in this chapter is k-means clustering [21], which is the easiest and most
effective among all [22]. Surely, this is not to imply that other clustering algorithms
are not applicable. We set the parameter k in k-means clustering to be n.

10.2.3 DWT and DWT Coefficient Converter

Most portion of a watermark can be extracted even when only low frequency co-
efficients are available. This is due to the fact that wavelet information collocates
in low frequency areas after a watermark being transformed into wavelet domain.
Consequently, the DWT proposed by Haar [20] is adopted to transform the repre-
sentation of the watermark into wavelet domain, which is qualified to be embedded.
The result of transforming Fig. 10.2(a) into wavelet domain is shown as Fig. 10.2(b).
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(a)

(b)

Fig. 10.2. (a) An example of watermark and (b) the result od applying DWT on this water-
mark.

After transformation, more important coefficients (lower frequency) and less impor-
tant ones (higher frequency) are able to be embedded in appropriate shots. It is quite
obvious that the possibility to extract low frequency coefficients from shots is much
higher than that to extract high frequency ones if low frequency coefficients are em-
bedded more times than high frequency ones are. The scheme effectively leads to
enhancement of a watermark’s robustness.

Once a watermark is transformed by DWT, the coefficients of each level differs
from each other dramatically. To make up the difference, DWT coefficient con-
verter is applied to normalize coefficients of each level after transformation, and the
method to normalize coefficients is shown below:

Suppose a set of coefficients of the same level is Wm = {w1,w2, · · · ,wk}, 1 ≤
m ≤ n. DWT coefficient converter is normalized to DWT coefficient W

′
m = {w

′
i}

according to Eq. (10.1).

w
′
i = Tm ·

(
wi −minWm

maxWm −minWm

)
, 1 ≤ i ≤ k. (10.1)

In Eq. (10.1) the value of Tm is assigned according to the level of wi, maxWm and
minWm are the maximum and minimum values for Wm, and wi, 1 ≤ i ≤ k is the
actual value embedded in each frame.
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Fig. 10.3. Diagram of watermark embedder.

Because of setting n to parameter k in k-means clustering, we also set level count
to n in DWT, that is, we have n level coefficients need to be embedded.

10.2.4 Watermark Embedder

In this step, the coefficient W
′
m gained by DWT coefficient converter is embedded

in each frame of all shots from correspondent cluster, which is shown as Fig. 10.3.
Suppose that cluster of shot, in which the information is about to be embedded is,
Cm,1≤m ≤ n. Then, randomly embed Wm,1≤ m≤ n, the result of DWT coefficient
converter in medium frequency of frames, and make the embedded information re-
main at the same position in frames of each shot of Cm. Eq. (10.2) shows how to
embed information b ∈ {0,1} in a certain medium frequency coefficient c [10]:

c
′
=

{
(� c

step�+ 1)× step, if � c
step� mod 2 �= b;

c, otherwise.
(10.2)

In Eq. (10.2), step is a strength factor. Lastly, we replace the original coefficient c
with c

′
, and operate IDWT on revised frame to complete the watermark embedding.

Please note that the result of w
′
i,1 ≤ i ≤ k gained by DWT coefficient converter

should be regarded as a string of 0 and 1 in order to embed w
′
i in each frame with

the method.
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Fig. 10.4. Diagram of extracting algorithm.

10.3 Extracting Algorithm

The flow of the extracting algorithm is shown as Fig. 10.4. First, obtain shots of test
video with shot detection algorithm, and extract watermarks from shots with water-
mark extractor. Then, compare the extracted watermark with the original one with
normalized cross-correlation (NC) [2] measure. The flow of watermark extractor is
shown as Fig. 10.5. The original watermark information is transformed into normal-
ized DWT coefficients. When trying to extract watermark, one can randomly draw a
frame from each shot since all frames of a shot have been embedded the same coef-
ficient. Since the embedding algorithm randomly embeds the result gained by DWT
coefficient converter in medium frequency coefficients of frames and reserves their
seeds, the extracting algorithm can try to extract information according to the order
which they are embedded earlier. While extracting embedded information from a
DCT coefficient, c, one can see if the embedded information in c is 0 or 1 from
� c

step� mod 2. At last, test the correlation between the extracted information and the
normalized DWT coefficient Wm,1 ≤ m ≤ n. If c value of correlation is larger than
the pre-described threshold, it is assumed that the set of coefficients in the frame is
Wm. If not, pick another frame from the shot to detect again until all frames are de-
tected. If there is no desired coefficients detected, it is assumed that the shot has no
watermark embedded. Finally, collocate all coefficients gained and transform them
into pixel domain with IDWT to obtain the extracted watermark.
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Fig. 10.5. Diagram of watermark extractor.

10.4 Experimental Results

In this section, some experimental results are presented show to present robust-
ness and invisibility of the watermark scheme proposed here. The video used in
the experiment is a clip of grayscale (8 bpp) video played on CTS Evening News
on December 10th, 2003. The 1’39”-long video clip contains 2994 frames, each of
which is 352×240 pixel, and the parameter k in k-means clustering algorithm is
4. Fig. 10.2(a) is the grayscale watermark being embedded in the video, which is
64× 64 pixel, and the parameter step is 3. Fig. 10.6 shows the distribution of shots
and the clusters they belong to. Table 10.1 presents the number of shots belonging
to each cluster.

10.4.1 Visual Quality

Let Fig. 10.7(a) be the original frame, which is frame number is 195 in the news se-
quence. Fig. 10.7(b) is the corresponding watermarked frame in the video sequence,
in which the most information is embedded. Fig. 10.8(a) and (b) are another frame
selected from the original and the watermarked video, in which the least information
is embedded. Compare the frame of the original video with that of the watermarked
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Fig. 10.6. The shot structure of the video, in which shots belonging to the same cluster have
the same color.

Table 10.1. Number of shots belonging to each cluster.

Clusters (represented
in colors) # of shots

red 3

yellow 12

green 8

blue 6

total 29

video with PSNR (Peak Signal-to-Noise Ratio). Results shows that both PSNR val-
ues in Fig. 10.7 and Fig. 10.8 are relatively high, which implies that the watermark
embedded in a video possesses high invisibility.

10.4.2 Robustness

To be effective, the watermark must be robust to incidental and intentional signal
distortions incurred by the video. Clearly, any lossy signal operations performed in
the video effect the embedded watermark [12].

We present the experimental results after the watermarked video being attacked
by color noise, MPEG coding, frame averaging, and shot dropping in the following
paragraphs. By comparing the correlation of the original watermark with the ex-
tracted watermark with NC, the result shows how serious the embedded watermark
is damaged.

1. The first experiment tests the effect brought by color noise attack performed in
videos. To attack by using color noise, it is necessary to embed the white noise
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(a) A frame of the original video whose frame number is 195.

(b) A frame of the watermarked video. (PSNR = 27.90 dB)

Fig. 10.7. The first result of experiment in Sec. 10.4.1.
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(a) A frame of the original video whose frame number is 1201.

(b) A frame of the watermarked video. (PSNR = 39.40 dB)

Fig. 10.8. The second result of experiment in Sec. 10.4.1.
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(b) The extracted watermark. (NC=0.9645)

Fig. 10.9. Results of the first experiment for color noise attack in Sec. 10.4.2.

in the video to be damaged [12]. The result is shown as Fig. 10.9(a). The ab-
scissa represents the frame number while the ordinate, the highest correlation
between the information obtained from each shot of the video and the normal-
ized DWT coefficients. Colors distinguish the different levels of coefficients.
The frame number tells the position of a frame in the shot to which we detect
the coefficient in, finally. Fig. 10.9(b) is the watermark extracted.

From Fig. 10.9, the value of correlation between information obtained
from each shot and its correspondent normalized DWT coefficient appears
rather high. The result indicates that the color noise attack does not affect the
watermark embedded in the video. Moreover, the NC values of the original
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Table 10.2. Number of frames belonging to each shot that are needed to be detected.

Shot (from frame number i to j, Number of needed
∀i, j ∈ {1, · · · ,2994} ) to be detected frames

2292–2554 10 (max)

1196–1747 3 (min)

watermark and the extracted one are both high, which helps us to assume with-
out difficulty that a watermark is embedded in the video.

2. The second experiment is to observe the damage on a watermark done by
MPEG coding. MPEG increases its compression ratio by dropping high fre-
quency information of DCT. Once the compression ratio increases, the water-
mark information embedded can possibly be dropped by the compression pro-
cess [12]. Fig. 10.10(a) shows the result when the compression rate of the video
with a watermark embedded increases 1.5 times. In this way, the value of cor-
relation between information collocated from each shot and its correspondent
normalized DWT coefficient drops dramatically. Even the extracted watermark
from the video becomes vague accordingly, and NC values of the original and
the extracted watermarks decrease as well. Regardless the result, the value of
correlation between information collocated from each shot and its correspon-
dent normalized DWT coefficient still lie between 0.4 to 0.6. In addition to that,
the frame number needed to be detected to identify a shot’s correspondent nor-
malized DWT coefficient rises slightly. As shown on Table 10.2, the maximum
frame number to be detected is 10 whereas the minimum, 3.

3. The third experiment presents how serious the frame averaging damages the
watermark embedded. The frame averaging is quite similar to the frame drop-
ping in that both attacks try to fix the video being damaged, which results in
our incapability to extract a watermark from the video [12]. In this experiment,
We replace the even index frames, i.e., 2, 4, · · · , with the average of the two
neighboring frames,

F2n+1 =
1
2
(F2n +F2n+2) .

From Fig. 10.11(a), one can see that the digital watermark scheme possesses
high resistance to frame averaging.

4. The fourth experiment tests the effect brought by the proposed scheme to ex-
tract watermarks when only partial video information is available. Make the
video that has a watermark embedded to (a) drop all shots in the red clusters
on Fig. 10.6, (b) drop all shots in the blue and red clusters on Fig. 10.6, and (c)
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Fig. 10.10. Results of the second experiment for compression attack with different compres-
sion ratios in MPEG in Sec. 10.4.2.

only retain the shots in the yellow clusters on Fig. 10.6. Then, extract the water-
mark with watermark extracting algorithm proposed in the chapter. Results are
shown as Fig. 10.12. Obviously, the more video shots are obtained, the clearer
the watermark extracted becomes. The shots in bigger clusters are more readily
to be pirated. After the watermark being transformed into wavelet domain by
DWT and then embedded in frames, the lower frequency of the coefficients, the
higher opportunity for the shots containing the coefficients to be available. As a
result, the watermark extracted can reach extremely high quality.
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Fig. 10.11. Results of the third experiment for frame averaging attack in Sec. 10.4.2.
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(a) The extracted watermark extracted from the video without all shots in the red cluster on
Fig. 10.6.

(b) The extracted watermark extracted from the video without all shots in the blue and red
clusters on Fig. 10.6.

(c) The extracted watermark extracted from the only containing the shots in the yellow
clusters on Fig. 10.6.

Fig. 10.12. Results of the fourth experiment for shot dropping attack in Sec. 10.4.2.
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10.5 Conclusion

In this chapter, we propose a novel video watermarking scheme. First, the shot de-
tection algorithm is applied to the original video. Then, all video shots are clustered
in according to their similarity with clustering algorithm to form clusters of shots.
Third, apply DWT on the watermark that is about to be embedded in a video and
separate its coefficients according to the frequency. The shots in a cluster are so
similar that allows us to embed the same information to enhance their robustness.
To improve the quality of extracted watermark, we embed low frequency DWT co-
efficients in shots of the bigger shot clusters, and high frequency ones in those of
the smaller shot clusters. Experimental results show that the superior quality of the
video frames with watermarks embedded remains. Watermarks can still be extracted
successfully after being attacked by color noise, MPEG coding, frame averaging,
and shot dropping.
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