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Preface

This book contains extended and revised versions of the best papers that were
presented during the 18th edition of the IFIP/IEEE WG10.5 International Con-
ference on Very Large Scale Integration, a global System-on-a-Chip Design and
CAD conference. The 18th conference was held at the Complutense University,
Madrid, Spain (September 27–29, 2010). Previous conferences have taken place
in Edinburgh, Trondheim, Vancouver, Munich, Grenoble, Tokyo, Gramado, Lis-
bon, Montpellier, Darmstadt, Perth, Nice, Atlanta, Rhodes and Florianópolis.

The purpose of this conference sponsored by IFIP TC 10 Working Group 10.5,
the IEEE Council on Electronic Design Automation (CEDA), and by IEEE Cir-
cuits and Systems Society, with the In-Cooperation of ACM SIGDA, is to provide
a forum to exchange ideas and show industrial and academic research results in
the field of microelectronics design. The current trend toward increasing chip
integration and technology process advancements brings about stimulating new
challenges both at the physical and system-design levels, as well in the test of
these systems. VLSI-SOC conferences aim to address these exciting new issues.

The 2010 edition of VLSI-SoC maintained the traditional structure, which
has been successful at the previous VLSI-SOC conferences. The quality of sub-
missions (175 papers from 22 countries) made the selection process difficult, but
finally 52 papers for oral presentation and 17 posters were accepted for presen-
tation in VLSI-SoC 2010. Out of the 52 full papers presented at the conference,
14 regular papers were chosen by a selection committee to have an extended and
revised version included in this book. The chapters of this book have authors
from Belgium, China, Egypt, France, Singapore, Spain, Switzerland, Taiwan and
the USA. The Technical Program Committee was composed of 109 members.

VLSI-SoC 2010 was the culmination of many dedicated volunteers: paper au-
thors, reviewers, session chairs, invited speakers and various committee chairs,
especially the local arrangements organizers. We thank them all for their contri-
bution.

This book is intended for the VLSI community, mainly those who did not
have the chance to take part in the VLSI-SOC 2010 conference. The papers
were selected to cover a wide variety of excellence in VLSI technology and the
advanced research they describe. We hope you will enjoy reading this book and
find it useful in your professional life and for the development of the VLSI
community as a whole.

December 2011 José L. Ayala
David Atienza

Ricardo Reis



Organization

The IFIP/IEEE International Conference on Very Large Scale Integration-
System-on-Chip (VLSI-SoC) 2010 took place during September 27–29, 2010,
in the Complutense University, Madrid, Spain. VLSI-SoC 2010 was the 18thin
a series of international conferences, sponsored by IFIP TC 10 Working Group
10.5 (VLSI), IEEE CEDA and ACM SIGDA. The conference was organized by:

General Chair

David Atienza EPFL, Switzerland

Program Chairs
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Gabriel Caffarena, Ángel Fernández-Herrero, Juan A. López, and
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A 1-V CMOS Ultralow-Power Receiver Front End  
for the IEEE 802.15.4 Standard  

Using Tuned Passive Mixer Output Pole 

Aaron V.T. Do1, Chirn Chye Boon2, Manthena Vamshi Krishna2,  
Anh Manh Do2, and Kiat Seng Yeo2 

1 Marvell Asia Pte. Ltd., Singapore 534158 
doaaron@marvell.com 

2 Nanyang Technological University, Singapore 639798 
{eccboon,mkvamshi,emado,eksyeo}@ntu.edu.sg 

Abstract. A simple method to tune the output pole of a passive mixer is 
proposed which leads to up to 33 dB improvement in an IEEE 802.15.4 
standard compatible receiver’s IF section IIP3. This method is used in the 
design of an ultra-low power receiver front-end which consumes just 2.2 mW 
from a 1-V supply while achieving a SSB NF of approximately 9 dB. The 
energy-aware architecture allows for a 70 % reduction in the nominal power 
consumption (down to 0.7 mW) under strong signal conditions while improving 
the receiver’s IIP3 and not affecting the receiver’s input matching. The receiver 
is designed in a 0.18-μm RFCMOS technology. 

Keywords: RF Front End, CMOS RF Integrated Circuits, Low Power, System 
on Chip. 

1 Introduction 

The demand for low power, low data-rate, short-range communications for applications 
such as wireless sensor networks (WSN) for home and factory automation, and wireless 
personal area networks (WPAN) devices such as wireless mice and keyboards, has led to 
significant research in the field of low power RF CMOS IC design [1]-[9]. In 2003, the 
IEEE introduced the IEEE 802.15.4 standard [10] in order to accommodate such 
applications. The standard features relaxed noise and linearity requirements making ultra-
low power design possible.  

Typically, low-IF and direct-conversion receiver architectures are used in such 
applications where the receiver front-end would commonly be configured as shown in 
Fig. 1. The architecture consists of an off-chip band-select filter, an LNA, IQ mixers, 
and channel-select filters. In direct-conversion systems, low-pass channel filters are 
used [5], while complex band-pass channel filters are used in low-IF systems [1], [6]. 
In the 2.4 GHz Industrial, Scientific and Medical (ISM) Band, the receiver designs 
which consume the lowest power are presented in [2], and [3], and use 1.4 mW and 
0.75 mW respectively. However, both designs involve significant tradeoffs which do 
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not necessarily permit their use for the IEEE 802.15.4 standard [7] (neither work was 
designed to be compatible with the IEEE 802.15.4 standard). For instance, in [2], the 
IIP3 is only -37 dBm which is insufficient to meet the standard’s requirements. 
Furthermore, the NF was tested at an IF of 10 MHz and the authors did not discuss 
the possibility of lowering the IF. In [3], no input matching is used [11], which can 
lead to interface problems with external components, and no LNA is used, which can 
result in unwanted transmission of the local oscillator (LO) signal. Among works 
specifically designed to meet the IEEE 802.15.4 standard, the lowest power 
consumption is used in [4], at 4.05 mW.   

 

Fig. 1. A typical front-end for a low-IF or direct-conversion receiver 

In this work, we present a passive mixer architecture which when used, allows for 
an ultra-low power IF section. This architecture was originally presented in [12] 
(simulated results only), and has been used to design a receiver front-end which 
consumes just 2.2 mW from a 1-V supply. We also build upon our previous research 
on energy-aware design [7], designing the receiver’s power consumption to be 
controllable down to 0.7 mW. The proposed energy-aware design technique also 
makes the receiver’s input matching virtually independent of the LNA power 
consumption. For the remainder of this paper, the front-end refers to the part of the 
receiver up to the channel filtering, and the IF section refers to the IF channel filter, 
where it is understood that there is no IF in a direct-conversion system, and the signal 
is directly translated to baseband. 

2 Passive Mixer Architectures 

For short-range, low-data-rate communications, CMOS based designs generally favor the 
use of passive down-conversion mixers as opposed to active mixers. On the positive side, 
passive mixers do not consume power, and offer very low flicker noise and high 
linearity. However, passive mixers essentially present a resistance in series with the 
signal path which can be noisy, and may also require a higher LO drive than their active 
counterparts. Active mixers work on the principle of current-commutation and offer the 
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advantages of high output impedance, and better port to port isolation. Unfortunately, 
they tend to degrade linearity, and add considerable flicker noise. The disadvantages of 
active mixing as applied to short-range, low-data-rate systems outweigh the benefits.  

To get an idea of how well different receivers perform using active and passive 
mixers, we can look at their overall sensitivity. The sensitivity can be broken down 
into two types, noise figure (NF) limited sensitivity, and third-order intercept (IIP3) 
limited sensitivity. Since the overall performance of a receiver can be broken down 
into several nearly independent performance parameters (NF, IIP3, phase noise, DC-
offset, etc), other limiting factors on sensitivity are possible. Here we will only look at 
the NF, and the IIP3 as they generally are the more dominant parameters which limit 
overall sensitivity [1]-[7]. NF limited sensitivity is easily calculated as, 

SenNF = NF + 10log(kTΔf) + SNRreq (1) 

while IIP3 limited sensitivity is calculated as, 

SenIIP3 = -3 + 3Pblk + SNRreq – 2IIP3 (2) 

where k is Boltzmann’s constant, T is the temperature in Kelvin (normally taken as 
290 K), Δf is the bandwidth (2 MHz in this case), SNRreq  is the required SNR, and 
Pblk is the power of the interfering signals. The addition of -3 in (2) accounts for the 
fact that IIP3 should be measured with the desired signal 3 dB above the sensitivity 
level. The IEEE 802.15.4 standard specifies +0 dBc and +30 dBc interferers at the 
adjacent and alternate channels while the input signal is 3 dB above the sensitivity 
level (-85 dBm). Therefore, for the calculation of SenIIP3, Pblk is set to -52 dBm. Based 
on [13], we estimate the required SNR to be approximately 14 dB. Based on (1) and 
(2), the required NF and IIP3 can be calculated as 12 dB and -30 dBm respectively. 
Table 1 compares the sensitivities of several recently published low-power designs. 
As this work primarily deals with lowering the IF section power consumption, we 
also include the required IF section power consumption in Table 1.  

Table 1. Overall Sensitivity Versus Mixer Type for Recent low-Power Front Ends 

Reference [1] [2] [3] [4] [5] [6] [7]B 

SenNF (dBm) -91.3 -92 -91.9 -91 -89.7 -87 -90.7 
SenIIP3 (dBm) -110 -68 -127 -118 -126 -112 -88 
Mixer TypeA PC A PV PV PC A PC 
Tech. (nm) 180 180 130 90 180 180 180 
Power (mW) 10 1.4 0.75 4.05 6.3 10.8 5.4 

IF Power (mW) 5.76C 0.5 0.75 1.15 4.5 - 0.36 

A  A: Active, PV: Passive Voltage-mode, PC: Passive Current-mode 
B  Second gain mode 
C  Estimated only. 

 
From Table 1, for the designs using active mixers, the IIP3 limited sensitivity in [2] is 

poor, while [6] consumes the most power and achieves the poorest SenNF. Although these 
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findings are not conclusive, a trend is observable. It is well understood that the overall 
NF of the system is limited by the NF of the first LNA. This leads to rather high LNA 
power consumption in order to keep the NF low. However, the average front-end in 
Table 1 allocates 48 % of the power consumption to the IF section which indicates that 
the IF section still takes a significant portion of the overall power consumption. This 
work explores a mixer architecture which allows for an ultra-low power IF section.  

2.1 Current-Mode and Voltage-Mode Passive Mixers 

In Table 1, we have identified two classes of passive mixers. For passive mixers where 
the input impedance of the IF section is small compared to the passive mixer core’s 
output impedance, we term the passive mixer a current-mode passive mixer. For passive 
mixers where the input impedance of the IF section is large compared to the passive 
mixer core’s output impedance, we term the passive mixer a voltage-mode passive mixer. 
A basic diagram of current-mode and voltage-mode passive mixers is shown in Fig. 2. 
The passive mixer core is represented by a variable resistor whose resistance is controlled 
by a local oscillator (LO) voltage. The current-mode passive mixer core is normally 
followed by a transimpedance amplifier (TIA) [14], which can easily be modified into a 
channel-select filter (CSF) [1], [15]. In Fig. 2, the TIA is modified to form a simple low-
pass filter.  

 

Fig. 2. A simplified illustration of connection between (a) a current-mode passive mixer and an 
op-amp based filter, and (b) a voltage-mode passive mixer and a gm-C based filter 
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2.2 IF Section Pre-filtering 

Both the current-mode and the voltage-mode passive mixers offer the possibility of pre-
filtering the signal before the IF section. What we mean by this is that a single stage of 
filtering is realized before the signal is passed through any active components in the IF 
section. For the voltage-mode passive mixer in Fig. 2 (b), this is obvious as the mixer 
core’s variable resistance forms an RC pole with the input capacitance of the IF section. 
This RC low-pass filter precedes any active amplification (in the IF section).  

For the current-mode passive mixer this is also true. We illustrate this in Fig. 3. 
Assume the op-amp has a frequency-dependent gain as shown in Fig. 3 on the left y-
axes. In Fig. 3 (a), we show the case where the TIA is formed by removing the 
capacitor in Fig. 2 (a). In Fig. 3 (b), we show the case where the TIA has been turned 
into a CSF using the circuit shown in Fig. 2 (a). Assuming the input to the overall 
filter is some represented by some broadband signal, the outputs to the op-amps 
would appear as they do in Fig. 3. The output in Fig. 3 (b) roughly corresponds to a 
broadband signal that has been filtered by a first order filter with a 1-MHz corner 
frequency while that in Fig. 3 (a) corresponds to a broadband signal that has been 
amplified. By extension, the inputs to the op-amps (not the inputs to the overall 
filters) must by equal to the outputs after subtracting the op-amp gain. The op-amp 
inputs are also shown in Fig. 3 and three discrete tones, A, B, and C are also shown. 
Clearly, the op-amp input level is reduced above the corner frequency for the op-amp 
based CSF. The reduced out-of-band input level leads to better out-of-band IIP3. 

 

Fig. 3. Illustration of the pre-filtering effect of an op-amp based CSF. (a) The case with an op-amp 
based TIA, and (b) the case with an op-amp based CS. 

The effect of this pre-filtering on the IF section (when compared to the case without 
pre-filtering) for both voltage- and current-mode passive mixers is a tremendous 
reduction in the required IF section IIP3. We can estimate the required IIP3 in dBm of the 
IF section as, 
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IIP3,IF = ½[2Pblk1 + Pblk2 – (Psen – 3) + SNRreq] + GRF (3) 

where Pblk1 and Pblk2 are the power of the two interfering tones, Psen is the required 
sensitivity level, and GRF is the gain of the RF section. The addition of 3 comes from 
the requirement of the desired signal being 3 dB above the sensitivity level [10]. The 
derivation of (3) is rather straightforward, and is found by calculating the input level 
which causes the 3rd-order intermodulation component to exceed the allowable noise 
floor. The channel interference profile which the receiver must be able to tolerate is 
rather simple [6] and is shown in Fig. 4 (a) at the IF (after down-conversion) for a 
direct-conversion system. Based on the interference profile, we can estimate the 
required IF section IIP3 under two worst-case scenarios.  

 

Fig. 4. Illustration of the effect of a single pole low-pass filter on IEEE 802.15.4 standard 
interference (a) before and (b) after filtering. The striped signals are interferers while the 
shaded signal is the desired signal. 

The first scenario is when two blockers, in the adjacent and alternate channels 
respectively, intermodulate to create in-band distortion. Hence Pblk1 is equal to -82 
dBm, and Pblk2 is equal to -52 dBm. If the gain of the RF section is 30 dB, then the 
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required IF section IIP3 in the first case is equal to -30 dBm. The second scenario 
involves two interferers in the alternate channel and at 20-MHz offset respectively. 
Both Pblk1 and Pblk2 are equal to -52 dBm. For the same RF section gain, the required 
IIP3 of the IF section is 0 dBm. The overall receiver IIP3 requirement is easily 
calculated by simply subtracting GRF (30 dB) from the above results. 

At a zero IF, the IEEE 802.15.4 standard signal bandwidth is 1 MHz [1]. The effect 
of a 1-MHz pre-IF section filter on the IEEE 802.15.4 standard interferers is shown in 
Fig. 4 for a direct conversion system. The adjacent channel is filtered by 
20log(5MHz/1MHz) = 14 dB, while the alternate channel is filtered by 
20log(10MHz/1MHz) = 20 dB. For the first scenario mentioned above, the effect on 
the required IF section IIP3 is equal therefore equal to a reduction of 14 dB + ½ * 
20 dB = 24 dB. For the second scenario, the required IF section IIP3 is reduced by 20 
dB + ½ * 13 dB = 33 dB. This is evident from (3). With such a reduction in IF section 
required IIP3, one has the option of either increasing the LNA/Mixer gain, reducing 
the IF section IIP3, or doing some combination of both. Both alternatives can lead to 
very low IF section power consumption. 

2.3 Voltage-Mode versus Current-Mode Passive Mixers 

We have illustrated how both voltage-mode and current-mode passive mixers offer the 
advantage of effectively pre-filtering the signal before active amplification. In this 
application, power consumption is critical. The filtering ability of op-amp based CSFs is 
determined by the unity-gain bandwidth (UGB) of the loop-gain of the feedback system. 
As the loop-gain falls below unity, the overall gain of the feedback system deviates from 
its ideal closed-loop gain, and the feed-forward path tends to dominate the transfer 
function [16]. As the filter only behaves correctly up to the UGB of the loop gain, it is 
desirable to have a high UGB op-amp. The UGB of an op-amp is limited by its power 
consumption under a given load condition. This is because for stability purposes, the 
UGB is generally limited by the non-dominant pole frequency. For instance, in a simple 
Miller compensated op-amp, for a 45 degree phase margin, the UGB is equal to the non-
dominant pole frequency, and the non-dominant pole frequency is approximately equal to 
gm2/CL, where gm2 is the transconductance of the second stage, and CL is the load 
capacitance. Increasing gm2 requires increasing the power consumption.  

A major advantage of op-amp based active-RC filters is their excellent linearity 
resulting from their use of feedback. It can be shown that the IIP3 and IIP2 of a 
feedback system improves with the loop gain as [17], [18], 

VIIP3,after = VIIP3,before(1 + LG)1.5 , (4) 

VIIP2,after = VIIP2,before(1 + LG)3 , (5) 

where LG is the loop gain, VIIPn,before is the IIPn in volts before closing the feedback 
loop, and VIIPn,after is the IIPn in volts after closing the feedback loop.  

Gm-C type filters can generally be designed to operate at higher frequencies than 
their active-RC counterparts. The simplest possible transconductor in CMOS 
technology is a single MOSFET, and for differential circuits, a transconductor can 
take the form of a differential pair. Such a simple design inevitably achieves good 
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noise performance due to the low component count (fewer noise generators). This 
naturally relaxes the power consumption requirements of the transconductor. 
Compared to an op-amp based active-RC filter, however, a Gm-C filter using simple 
differential pair suffers from significantly poorer linearity. Therefore, in most Gm-C 
filters, some form of transconductor linearization is needed [19]. 

3 The Proposed Architecture 

In this work, rather than trying to linearize the transconductors, we use the idea of 
pre-filtering the signal using the passive-mixer’s output pole. As this RC pole forms a 
first-order low-pass filter, the mixer favors a direct-conversion receiver architecture. 
A third-order Butterworth response provides sufficient filtering of the interference for 
the IEEE 802.15.4 standard [1], and since the real pole is formed at the passive mixer 
output, only a second-order active filter is necessary to form the desired response.  

 

Fig. 5. A complete schematic of the proposed receiver front-end including the LNA, passive 
mixers, CSF, output buffers, LO phase splitter, and passive mixer tuning circuitry 
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The benefits of using the proposed mixer architecture can be summarized as 
follows: low-power Gm-C filters can be used, transconductor linearization is 
unnecessary, and only two active filter stages are necessary (as opposed to three in the 
current-mode passive mixer implementation). Unfortunately, the real pole formed by 
the switch resistance and the output capacitance of the voltage-mode passive mixer is 
generally not used for filtering because of the considerable variation in the switch 
resistance. The switch resistance can vary due to uncertainty in the LO voltage (VLO), 
the switch threshold voltage, the switch size, and even the output impedance of the 
previous stage (the LNA output resistance affects the passive mixer output resistance 
[7]). Therefore, in order to ensure that the CSF behaves properly, the output pole of 
the voltage-mode passive mixer must be tuned. The proposed receiver architecture 
including the passive mixer tuning circuit is shown in Fig. 5. The tuning technique 
will be discussed in the section describing the passive mixer. 

3.1 The Low-Noise Amplifier 

The low-noise amplifier was implemented as a single-ended, single stage common-
source amplifier. The schematic is shown in Fig. 6. The core of the amplifier is a simple 
common-source cascode configuration which offers good reverse isolation, and high 
output impedance. The transconductance of the core is controllable via VC1 to VC3 in 6 dB 
steps, and this also controls the power consumption of the LNA in the same proportion. 
The input and output frequency selective networks were made tunable (using digitally 
controlled capacitor banks) in order to avoid any frequency offset which may result from 
inadequate passive device modeling. The quality factor of the input and output frequency 
selective networks are 1.77 and 6.01 respectively. These networks were only tuned once 
before performing all of the main measurements and were not re-tuned for different 
power states. 

 

Fig. 6. Schematic of the proposed LNA. VC1 to VC3 control the gain/power consumption state of 
the amplifier, while Vtune1 and Vtune2 tune its frequency response. 
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Transistors M1-M4 are biased in the weak-inversion region [20], which has been 
shown to offer improved performance in the low GHz frequency range as compared 
to strong-inversion biasing. One way of accessing a transistor’s overall performance 
is by looking at its maximum unilateral transducer gain, GTUmax [21]. However, in 
practice, the quality factor of on-chip inductors limits the amount of voltage gain that 
can be achieved in a step-up matching network, and this is not reflected in the GTUmax 
of a transistor. In order to correct for this, we have simulated GTUmax for a transistor in 
a 0.18-μm RFCMOS process design kit (PDK) with 500-ohm shunt resistors added to 
the gate and drain nodes of the transistor  (Fig. 7). The device drain current was set to 
1 mA while the device width was swept. The threshold voltage was 0.48 V. From Fig. 
7, GTUmax is higher in the strong-inversion region at very high frequencies, but at very 
low frequencies, GTUmax is optimum in the weak-inversion region. In this case, at 2.4 
GHz, a gate-overdrive voltage of 35 mV appears to be optimum. 

 

Fig. 7. Simulated transistor GTUmax with (scatter plots) and without (solid line) 500-ohm resistors 
added in shunt to the gate and drain terminals. GTUmax is higher in the strong-inversion region at 
very high frequencies, but higher in the weak-inversion region at very low frequencies. The drain 
current was fixed to 1 mA for all cases while the device width was swept. 

In practice, it is difficult to power match a device directly to 50 ohm at 2.4 GHz 
due to the low quality factor of on-chip passive elements. Designers normally opt to 
create a virtual input resistance to match to, and inductive degeneration is a popular 
choice due to its ability to provide nearly simultaneous noise and impedance matching 
[22], while improving the linearity due to the use of feedback. However, it should be 
remembered that this impedance matching does not power match the device, and 
hence does not maximize the power output of the device. In cases where impedance 
matching is necessary, but a very low NF is not critical, impedance matching can be 
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achieved by simply directly adding a resistor in series with the gate [20] and 
resonating out the gate-source capacitance as is done in Fig. 6. In our case, inductive 
degeneration is not a viable option since the LNA power control would affect the 
input resistance differently at different power levels. In our design, the input 
impedance is virtually independent of the power state since M1-M4 remain connected 
to the input node and in the on-state for all four power states.  

Fig. 8 shows the measured S-parameters of the LNA for all power states. The input 
impedance of the mixer was simulated to be 2 kΩ, and this is chosen as the 
termination resistance of the LNA output port for measurement. The voltage gain of 
the LNA is found by adding 16 dB to S21 to account for the step up in impedance from 
the 50-Ω input to the 2-kΩ output. From the figure, the input reflection coefficient is 
nearly independent of the power state, while the S21 shows a 6 dB gain step. The S-
parameters were measured by using a 50-Ω vector network analyzer (VNA) and then 
mathematically converting the output port to 2 kΩ [23]. When probing the LNA 
output, the mixer was turned off to prevent it from loading the LNA. The measured 
LNA NF is shown in Fig. 9. At the highest gain/power state, the measured NF is 4.8 
dB at the center frequency. This is acceptable given the overall required NF of 12 dB. 
It is of note that for the proposed matching scheme, the minimum achievable NF is 
more than 3 dB. 

 

Fig. 8. Measured S-parameters of the LNA for all four receiver power states. The input port is 
terminated in 50 Ω while the output port is terminated in 2 kΩ. For the voltage gain, 16 dB 
should be added to S21.  
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Fig. 9. Measured NF of the proposed LNA for all four receiver power states 

 

Fig. 10. Complete schematic of the proposed tuned-output-pole passive mixer 
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3.2 The Passive Mixer 

The passive mixer consists of a switching core, replica passive mixers, and a tuning 
loop. These are shown in Fig. 10. The core switches act as variable resistors in series 
with the signal path, and hence were sized according to a tradeoff between noise 
performance, and capacitive loading to the LNA and frequency synthesizer. In this 
work, the 2.4 GHz LO signal is provided by a signal generator external to the chip, 
and split into quadrature signals using an on-chip RC poly-phase filter. The simulated 
LO amplitude is 300 mV for each switch. The IQ mixer core in the signal path is 
differentially loaded by tunable capacitors at each output, with a unit capacitance of 
100 fF and 6-bit control.  

The mixers also perform the single-ended to differential conversion operation. This 
allowed the use of a single-ended LNA thereby saving half of the LNA power 
consumption. The justification for this strategy is the relaxed IIP2 requirements of the 
IEEE 802.15.4 standard. The main concern is unwanted DC-offset related to the self-
mixing of either LO signals or strong interfering signals. Self mixing of LO signals 
results in a static DC offset which can be filtered before introducing any high gain 
stages to the signal. We can estimate the required IIP2 based on self mixing of 
interfering signals as, 

IIP2,req(dBm) ≥ 2Pblk – (Psen + 3) + SNRreq (6) 

Given alternate channel interferers equal to -52 dBm, the required IIP2 is 2(-52) – (-82) + 
14 = -8 dBm. The achieved IIP2 of the down-converter can be estimated as PLO/Gleak 
where Gleak is the ratio of the differential RF signal at the gates of the switching stages to 
the single-ended RF signal at the source of the switching stages (note that Gleak does not 
include common-mode leakage) and PLO is the LO power. Gleak is effectively a single-
ended to differential leakage gain. In [24], it is shown that the IIP2 of active mixers has 
similar dependency, while IIP2 on the order of +40 dBm is typical.  

To understand the operation of the tuning loop, we must first state that IFIout and 
IFQout are loaded by capacitive impedances. The replica passive mixer cores in Fig. 10 
have no explicit capacitive loading and therefore, at the desired tuning frequency  
(1 MHz), present an impedance which is 3-dB higher than the impedance presented 
by the actual mixer core. We can inject 1-MHz signals into the mixer output nodes 
without affecting the impedances at the mixer nodes by using high output impedance 
transconductance amplifiers. On the replica mixer side, the 1-MHz reference signals 
are pre-attenuated by 3-dB to account for the 3-dB higher mixer output impedance. 
The resulting voltages which develop at the actual mixer output and the replica mixer 
output are then compared and used to tune the load capacitance of the actual mixer. 

For the comparison loop, the two 1-MHz signals are first squared using Gilbert-Cell 
based multipliers. The outputs of the multipliers include even order harmonics which are 
filtered using a low-pass filter. The level of the harmonics determines the corner 
frequency of the loop filter and hence the maximum rate at which the comparator and 
counter can be clocked. As the Gilbert-Cells output a current-mode signal, the replica 
signal is easily subtracted from the desired signal before filtering. The resulting 
differential signal is input to a comparator to extract its sign. The output of the 
comparator drives a counter which is used to either increase or decrease the actual 
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mixer’s load capacitance. The comparison loop was designed simply to illustrate the 
principle of the proposed mixer. In theory, the loop could be significantly sped up by 
using a successive approximation architecture, or by attempting to cancel off the even-
order harmonics. Fig. 11 shows the voltage on the loop filter node. When it reaches its 
steady state, the 6-bit control signal oscillates around the desired value by 1  
least-significant-bit (LSB).  

 

Fig. 11. The loop filter voltage versus time upon initiation of the tuning sequence 

3.3 The Gm-C Filters 

As previously mentioned, the first pole of the third-order Butterworth filters were 
provided by the output pole of the IQ passive mixer. Therefore, the active Gm-C filters 
are of second-order. A schematic of the filters is shown in Fig. 12. Each transconductor 
consists of a simple differential pair, and selected amplifiers include common-mode 
feedback (CMFB). It is easy to show that the DC gain of the filter is equal to gm1/gm2 
while the corner frequency is equal to C-1√(gm2gm3) and the Q is equal to √(gm3/gm2). With 
four variables and three equations, we have one degree of freedom. This was used to 
select gm1 to provide the desired overall noise performance of the receiver system. 

The transconductors used PMOS differential pairs to minimize the effects of 
flicker noise. Given a bandwidth of 1 MHz, a 100 kHz flicker noise corner frequency 
is sufficiently low as to have a negligible effect on the overall noise performance. 
Note that due to the 1/f nature of flicker noise, the intergrated flicker noise over any 
frequency decade is equal. If the flicker noise corner frequency is 100 kHz, then the 
flicker noise contribution from 100 kHz to 1 MHz is insignificant compared to the 
thermal noise contribution. This implies the same for the flicker noise contribution 
between 10 kHz and 100 kHz. Any flicker noise below that frequency can be removed 
by some form of high-pass filtering which is a standard feature of several IEEE 
802.15.4 compatible receivers, and is mainly used to remove DC offset [1], [5]. 
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Fig. 12. Schematic of the Gm-C filters 

Given only a 1-V power supply, the common-mode voltage of the IF section was 
selected to be 0.3 V. Gain compression in the receiver is dealt with by varying the 
gain of the LNA, and it should be noted that the IEEE 802.15.4 standard does not 
specify any large blocking signals which could otherwise desensitize the receiver. 
Nevertheless, any blocker sufficiently removed from the desired channel would be 
suppressed by the passive filtering at the mixer output pole. 

4 Measurement Results 

The design in Fig. 5 was implemented in a 0.18-μm RFCMOS process with 1 poly layer 
and 6 metal layers. The aluminum top metal is 2.52 μm thick allowing for sufficiently 
high-Q   (around 8) on-chip inductors. The process also features metal-insulator-metal 
(MIM) capacitors. A micrograph of the proposed receiver is shown in Fig. 13. The chip 
was characterized using on-wafer probing. A 10-pin probe was used at the bottom part of 
the chip to provide the biasing, control signals and the clock signals. The LO was 
provided at the top of the chip via a ground-signal-signal-ground (GSSG) probe. At the 
low-frequency outputs, buffers were used to drive the 50-Ω instrumentation. The entire 
chip measures 1.5 mm by 1.5 mm, but less than half of that is used for the receiver 
design. Simple flash ADCs were used to convert the off-chip analog control signals into 
on-chip digital ones. These were used to control the receiver’s gain-state, to initiate the 
calibration sequence, and to provide one-time tuning of the frequency selective networks. 
These ADCs are only for measurement purposes and in more complete works [1], a 
serial-peripheral interface (SPI) is commonly used. 
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Fig. 13. Chip micrograph with labels 

4.1 Measured Performance 

Measured performance of the LNA was presented in Section III. The performance of the 
calibration loop is shown in Fig. 14. As mentioned in Section III.B, after a fixed amount 
of time (no more than 6.4 ms), the loop settles to its final state. For these measurements, 
the calibration sequence was manually initiated and stopped. From Fig. 14, before 
calibration, the passive mixer output pole frequency was around 500 kHz, while after 
calibration the pole frequency was 900 kHz. The 10 % error in the calibrated frequency 
may have been due to a mismatch in the resistor sizes in the 3-dB attenuator (see  
Fig. 10), or possibly due to a somewhat noisy power supply. This requires further 
investigation, however the basic principle of the calibration loop is verified. 
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Fig. 14. Measured calibration loop performance 

 

Fig. 15. Measured NF of the receiver 



18 A.V.T. Do et al. 

The overall single sideband (SSB) NF of the receiver is shown in Fig. 15. The NF 
was measured using the gain method. In this method, the total output noise, Nout, and 
the conversion gain, Gconv, are measured, allowing the overall NF to be calculated 
using the following formula,  

NF = Nout – [10log(kTΔf) + Gconv] (7) 

When compared to other works, the DSB NF should be estimated from the SSB NF. 
NF is calculated as the ratio of the total input referred noise to the source noise. 
Defining LNANF, SSBNF, and DSBNF as the LNA NF, the receiver SSB NF, and the 
receiver DSB NF, and NS, LNAIRN, and MixCSFIRN, as the source noise, the LNA 
input-referred-noise, and the Mixer plus CSF input-referred-noise (the RF input) 
respectively, we can approximate DSBNF using the following formulae.  

LNANF = NS
-1(NS + LNAIRN) (8) 

SSBNF = NS
-1[2(NS + LNAIRN) + MixCSFIRN] (9) 

DSBNF = NS
-1[NS + LNAIRN+ MixCSFIRN] = SSBNF - LNANF (10) 

Therefore, for comparison purposes, the DSB NF is 6.3 dB at the highest power state. 
The overall receiver IIP3 was measured using a two-tone test with the first tone at 

5.0 MHz offset from the LO and the second tone 10.5 MHz offset from the LO to 
create a third-order intermodulation product at 0.5 MHz. The overall IIP3 versus 
power state is shown in Fig. 16. In the worst case, the IIP3 is -17 dBm which is well 
within specifications even for the more stringent interferer powers (Section 2.2). 

 

Fig. 16. Measured IIP3 of the overall receiver 
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4.2 Comparison 

The proposed receiver uses a combination of a tuned passive mixer output pole, and 
energy-aware control to achieve low power consumption without sacrificing 
performance. Table 2 summarizes the receiver’s performance and compares it with 
several recent works. Using the proposed method, the IF power consumption was just 
0.45 mW and the total power consumption was 2.2 mW in the highest power state.  

Table 2. Comparison with Recent Literature 

Reference This Work [1] [2] [3] [4] 

Band (GHz) 2.4 

Process (nm)A 180 130 90 

IF (MHz) 0 2.0 10.0 - 6.0 

Voltage (V) 1.0 1.8 1.2 0.4 1.35 

Power (mW) 2.2 1.4 0.9 0.7 10 1.4 0.75 5.4 

NF (dB) 5.6 10.4 15.6 21.2 5.7 5.0 5.1 6.0 

IIP3 (dBm) -17 -12 -7 -4 -16 -37 -7.5 -12 
A  CMOS only  

The table of comparison deserves some discussion before drawing any final 
conclusions. Firstly, the design in [1] was a very complete design including a full 
transceiver and supply regulation with a wide supply voltage compatibility range. 
Considering all of the auxiliary circuitry such as biasing circuits, it is difficult to 
gauge the performance in relation to the power consumption of the full design. We 
have mentioned the low power performance of [2], and [3] in the introduction, and 
have also discussed their short-comings.  

Overall, the NF achieved in this work is comparable to state-of-the art designs, 
while still offering impedance matching at the input (impedance matching is not used 
in [3] and [4]). The power consumption is controllable from 2.2 mW down to 0.7 
mW. This is comparable with the state-of-the-art for this application, and further 
improvement may not be meaningful given the power consumption requirements of 
other blocks such as the frequency synthesizer; to our knowledge, the lowest power 
2.4-GHz frequency synthesizer for IEEE 802.15.4 standard applications uses 2.4 mW 
[25]. The IIP3 in the proposed design is also well within specifications, despite the use 
of an un-linearized IF section, and is comparable with recent literature. 
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Abstract. A high-speed multi-phase oscillator based on self-timed ring is 
proposed. Self-timed rings (STR) are promising approach for designing high-
speed serial links and clock generators. Indeed, the architecture of STR allows 
us to achieve high frequencies with multiphase outputs and their oscillation 
frequency is not only depending on the number of stages but also on the initial 
state of the ring. Moreover, this architecture allows us 3 dB phase noise 
reduction when, while keeping the same frequency, when the stage number is 
doubled. In this chapter, we propose a method to design STR able to generate 
high-speed multi-phase outputs and we suggest a design flow for designing 
low-phase noise self-timed ring oscillators. A test chip has been designed and 
fabricated in STMicroelectonics CMOS65nm technology to verify the 
theoretical claims and validate the simulation results. 

Keywords: ring oscillators, self–timed rings, asynchronous logic, low-phase 
noise, multi-phase oscillators.  

1 Introduction 

Oscillators are essential building blocks in many applications. They are basic blocks 
in almost all designs: they are part of PLLs, clock recovery systems and frequency 
synthesizers. The design of low phase-noise multi-phase clock circuitry is crucial 
especially when a large number of phases is required. There are plenty of works 
covering the design of multiphase clocks [2-4] [18-21]. High frequency oscillators 
can be implemented using ring structures, relaxation circuits or LC circuits. Ring 
architectures can easily provide multiple clocks with a small die size.  

Multiphase clock generation have two important features: the frequency and the 
resolution. We mean by resolution the lowest time interval between two phases of the 
multiphase oscillator output. High frequencies with a high resolution are often 
required in multiphase clocks. The inverter ring oscillators are usually used to 
produce such a clock generator. The main problem we face with inverter rings for 
implementing multiphase clocks is the exponential frequency drop with respect to the 
number of phases. In inverter ring oscillators, the frequency is only determined by the 
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number of stages and the stage delay. Moreover, their resolution is limited to the stage 
delay and the only way to obtain more output phases is to add more stages, which 
decrease the maximum frequency and do not improve the resolution. Consequently, 
inverter-ring oscillators cannot be used in applications requiring high resolution or 
high-speed multiphase clocks. 

For example, an important application that cannot use ring oscillators is precision 
waveform timing generation for single-chip testers [1]. When testing digital integrated 
circuits, the delay resolution which is required to have accurate measurements is often 
smaller than the gate delay of the device under test. This fine resolution can only be 
obtained with ring oscillators by using a higher speed integrated circuit technology for 
the tester than for the device under test. The main problem with inverter rings is the 
frequency drop when a large number of phases is required. It exists many 
architectural techniques which have been proposed to increase the maximum 
frequency of ring oscillators with multiphase outputs. Some of these techniques 
include the use of sub-feedback loops, output-interpolation methods [2], skewed delay 
schemes [3], multiple-feedback loops [4] and coupled oscillators [5]. However, these 
techniques require careful calibration to achieve high precision, their resolution is 
limited and the extra hardware increases the phase noise.  

With the advanced nanometric technologies, it is required to deal with the process 
variability, the stability and the phase noise. Today many studies are oriented to Self-
Timed Ring (STR) oscillators which present well-suited characteristics for managing 
process variability and offering an appropriate structure to limit the phase noise. 
Therefore self-timed rings are considered as promising solution for generating clocks. 
S. Fairbanks and S. Moore in [6] introduced the idea of the use of self-timed rings to 
generate high-resolution timing signals. Their robustness against process variability in 
comparison to inverter rings is proven in [7]. Moreover, self-timed rings can easily be 
configured to change their frequency by just controlling their initialization at reset 
time. At the opposite, inverter rings are not programmable. A Fully 
programmable/stoppable oscillator based on self-timed rings is also presented in [8]. 

This paper proposes a methodology to generate high-speed multi-phase clocks 
based on Self-timed rings. The oscillation frequency in STR does not only depend on 
the number of stages, but also on the initialization. We explain how this 
configurability can be used to reduce the phase noise by simply doubling the number 
of stages without changing the oscillation frequency. The article is structured as 
follows. Section 2 provides the background, definitions and principles of Self-timed 
Rings. Section 3 present the different CMOS implementations of Muller’s C-element 
with is the main component of the self-timed rings. Section 4 explains the design rules 
to have high-speed multiphase oscillators. Section 5 shows how to reduce by -3dB the 
phase noise in STR by simply doubling the stage number while maintaining 
approximately the same frequency and the same resolution. Section 6 shows how this 
kind of oscillators can be used to generate à quadrature output signals. In section 7, 
we show how we can extend the frequency range thanks to the configurability. 
Section 8 proposes a design flow for implementing low-phase noise multiphase 
oscillators. Finally, Section 9 states the conclusions and future works.  
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2 Self-Timed Rings 

2.1 Architecture 

The C-element is the basic element in asynchronous circuit design, introduced by D. E. 
Muller. C-elements set their output to the input values if their inputs are equal and hold 
their output otherwise. Figure 1 shows a possible CMOS implementation where the 
initialization circuit is omitted. C-element implementations are detailed in section 3. 

 

Fig. 1. Muller’s C-element 

Each stage of STR is composed of a C-element and an inverter connected to the 
input B. The input which is connected to the previous stage is marked F (Forward) 
and the input which is connected to the following stage is marked R (Reverse), C 
denotes the output of the stage, as shown in Figure 2. 

 

Fig. 2. A self-timed ring 
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2.2 Tokens and Bubbles 

This subsection introduces the notions of Tokens “T” and Bubbles “B” which are very 
important to understand the behavior of the STR.  Stagei contains a token if its output 
Ci is not equal to the output Ci+1 of stagei+1. On the other hand, Stagei contains a 
bubble if its output Ci is equal to the output Ci+1 of stagei+1. 

{ }BubbleStageCC iii =⇒= +1  

{ }TokenStageCC iii =⇒≠ +1  

The number of tokens and bubbles will be respectively denoted NT and NB. For 
keeping the ring oscillating, NT must be an even number; this can be interpreted as an 
analogy when designing an inverter ring with a odd number of stages. Each stage of 
the STR contains either a token or a bubble. Notice that NT + NB = N, where N is the 
number of the ring stages.  

2.3 Propagation Rules 

If a token is present in stagei, it will propagate to stagei+1, if and only if stagei+1 

contains a bubble. The Bubble of stagei+1 will move backward to stagei. This implies a 
transition on stagei+1 output. For example, hereafter the token/bubble movements in a 
five stage STR which contains 4 token and one bubble. The stage outputs are given 
between the parentheses. 

 

Example: TTBTT (01001) TBTTT (01101) BTTTT (00101) TTTTB 
(10101) TTTBT (10100)  TTBTT (01001)  

Self-timed rings produce two different modes of oscillation: “Evenly spaced” or 
“Burst” modes. In the evenly spaced mode, the events inside the ring are equally 
spaced in time. In the burst mode, the events are non-uniformly spaced in time. In our 
application, we only target the evenly spaced mode. 

 

Fig. 3. Modes of Operation in Self-Timed Rings (Evenly spaced and burst mode) 
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2.4 Configurability 

The oscillation frequency in STR depends on the initialization (number of tokens and 
bubbles). The oscillation frequency in a self-timed ring can be approximated 
according to the number of tokens and bubbles by the following formula [9]: 
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1
F STROSC +

=−                                                   (1) 
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where Dff is the static forward propagation delay from input F to the output C and Drr 
is the static reverse propagation delay from input R to the output C. The maximum 
frequency is achieved when Dff/Drr=NT/NB. This equality also ensures the evenly 
spaced propagation mode [7].The output number in STR is equal to the number of 
stages. The number of the different phases is determined by the number of stages in 
which the Token/Bubble combination allows us to have an irreducible ratio NT/NB. 
For instance, if we double the number of stages in the 5-stage example (4T and 1B; 
NT/NB=4/1), the ring will have ten phases (8T and 2B; NT/NB=8/2=4/1). However, 
only five of them are different phases. Each phase of the five “new” phase signals will 
be in phase with one of the five “original” phase signals. The resolution can be 
calculated by TPh=T/Nmin. Where T is the oscillation period and Nmin is the number of 
minimum stages to have an irreducible ratio NT/NB (which is 5 in the above example).  

2.5 Modified Stage 

In the STR architecture depicted in Figure 2, we have Dff > Drr. Therefore to achieve 
the maximum frequency with multiphase outputs, a higher number of bubbles than the 
number of tokens is required.  

In order to have more flexibility in design and to improve the performance of the 
self-timed ring, we propose a modified ring stage. The modified stage is simply a  
C-element, without the R input inverter. We just interconnect the ring structure thank 
to the complementary outputs C’ (which is natively available in a C-element structure 
but rarely used). Note that the complementary output is obtained from the internal 
structure of the C-Element (Figure 1) without any additional hardware. For each stage 
the output C is connected to the following stage input F and the complementary output 
C’ is connected to the previous stage input R (Figure 4).  

This modified self-timed ring (MSTR) stage allows us to improve the maximal 
speed by 30%. With such a modified structure, we can achieve a maximal frequency of 
8.3 GHz in CMOS 65 nm. This modified structure of STR, in addition to the standard 
STR, offers more design flexibility to achieve high frequencies with a large number of 
multiphase outputs.  
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Fig. 4. Modified Self-Timed Rings 

3 C-element Implementations 

This section presents different implementations of the C-element. In addition to the 
dynamic implementation [17], there are different static implementations of the C-
element in the literature such as the Weak-feedback by Martin [14], the Conventional 
by Sutherland [15] and Symmetric by Van Berkel [16].  

The dynamic implementation [13] (Figure 5.a) is composed by an output inverter 
and the main stack of transistors of the C-element. These transistors called 
“switchers” contribute to the switching of the output.  

For the static implementations, in addition to the “switchers” we have a mechanism 
for memorizing the output value; these transistors are called "keepers". The "keepers" 
are not active during the switching, they just provide a feedback to maintain the 
output state when the input values are different, so they are as small as possible to 
reduce their load and limit their current [17] 

The weak feedback implementation of the C-element is shown in Figure 5.b; this 
implementation is composed by the same “switchers” of the dynamic one, in addition 
to a weak-reaction inverter (N4 and P4) to maintain the state of the output. This 
circuit suffers from a race problem at node C’.  

In the conventional implementation (see Figure. 5.c), in addition to the weak-
feedback inverter, we have four additional transistors (N5, N6, P5 and P6) to 
disconnect this weak-feedback inverter when the inputs are equal. N4, N5, N6, P4, P5 
and P6 are sized at the minimal width allowed by the technology.  

The C-element introduced by Van Berkel is illustrated in Figure 5.d. This 
implementation is slightly different from the previous ones. The transistors are split in 
two parts. The "keepers" are N4 and P4 and the splited transistors are also involved in 
the state holding. 
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(a)                                                          (b) 

 
(c)                                                              (d) 

Fig. 5. C-element implementations: Dynamic (a), weak feedback (b), conventional(c) and 
Symmetric (d) 

4 Designing High-Speed Multiphase Oscillators 

In inverter-ring oscillators, the oscillation frequency and the number of phases 
depends on the number of inverters. 

Ninv
INV .D2.

1
FOSC =−                                                      (2) 

where Dinv is the inverter delay and N is number of stages. The number of different 
equidistant phases is equal to the number of stages N. Oscillation frequency is inversely 
related to the number of stages and the number of phases is directly related to the number 
of stages. This implies an inverse relation between the number of phases and the 
oscillation frequency. The more multiphase outputs the more the frequency drops. Some 
solutions have been proposed to increase speed but this improvement is really limited in 
the case of a large multiphase output number [2] [3] [4]. 

In STR oscillators, the oscillation frequency does not depend on the number of 
stages but depends on the ratio NT/NB. To achieve a high frequency with multiphase 
outputs, we have to choose NT/NB as near as possible to Dff/Drr with the condition that 
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NT/NB is irreducible. The oscillation frequency is related to the ratio NT/NB (not the 
number of stages) and the number of phases is related to the number of stages (with 
the condition NT/NB irreducible). This implies no direct relation between the number 
of phases and the oscillation frequency. This enables STR to increase/decrease their 
number of phases while maintaining a same oscillation frequency.  

Table 1 presents the oscillation frequency and the number of equidistance phases 
produced for several rings based on modified stages with Drr=21.3ps and Dff=38.2ps 
(measurements in CMOS 65 nm technology from STMicroelectronics). We choose 
NT/NB as near as possible to Dff/Drr. This table shows that we achieve a high 
frequency and multiphase outputs at the same time. With larger rings, we have more 
possibilities to find NT/NB near to Dff/Drr which achieves the maximum frequency 
allowed by the ring. For example, 41-stage ring achieve an oscillation frequency of 
7.19 GHz with 41 equidistant phase outputs and a 3.4 ps resolution. 

Table 1. Frequency and number of phases for several configurations (Drr=21.3ps and Dff=38.2ps) 

N NT NB NPh Frequency 
(GHz) 

3 2 1 3 4.32 

4 2 2 4 6.31 

5 2 3 5 4.64 

6 2 4 6 7.02 

7 4 3 7 6.95 

8 6 2 8 5.75 

9 4 5 9 5.69 

10 6 4 10 7.10 

11 6 5 11 5.81 

13 6 7 13 5.89 

14 6 8 14 5.50 

15 8 7 15 6.71 

16 10 6 16 7.18 

17 10 7 17 7.05 

18 10 8 18 6.83 

19 12 7 19 7.18 

31 18 13 31 7.01 

41 24 17 41 7.19 
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Figure 6 displays the oscillation frequency with respect to the number of phases 
produced by a conventional STR, a modified STR, a conventional inverter ring, 
Sun’s[2] and Lee’s solutions[3]. Note that the results of [2] and [3] have not been 
simulated but estimated according to the percentage improvement reported in the 
papers [2] and [3] compared to the conventional inverter ring. Only the conventional 
STR, the modified STR and the inverter ring have been implemented and simulated. 
In the work of Sun et al. [2], the topology is based on the use of interpolated inverter 
stage outputs for constructing fast sub-feedback loops in a long chain. The gain in 
speed with this topology is about 70% compared with conventional inverter ring. 
Lee‘s technique [3] uses inverters with negative delays; the speed was improved by 
50% compared to a classical inverter ring. 

 

Fig. 6. Comparison between Inverter-Ring and STRs 

As shown in the Figure 6, inverter rings can achieve higher frequencies when low 
numbers of phases are required. However, when a large number of phases is targeted, 
inverter rings loose their advantage. This comparison shows that using STR to 
generate high speed evenly-spaced multiphase clocks is the best choice if a large  
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number of phases is required. Indeed, the frequency depends on the STR initial state 
and increasing the number of stages does not necessarily means decreasing the speed. 
The resolution of the STR is one of the most promising advantages because they are 
able to increase their phase number while keeping approximately the same oscillation 
frequency. This leads to a resolution enhancement for these multiphase oscillators. 
For instance, using 31 stages (as in Table 1) produces an output frequency of 7 GHz, 
31 phases and a resolution of 4.6 ps. With 41 stages, we achieved slightly higher 
frequency with 41 evenly-spaced phases. Moreover, the resolution of the 41-stage 
STR is better (3.4 ps). This result is clearly not achievable with inverter rings; their 
resolution always remains determined by their stage delay.  

Table 2 presents the performances of the three multi-phases oscillators. We 
designed these three oscillators by respecting the rules given in section III. The 
temporal parameters of the stages are Dff=32.4ps d Drr=42.4ps. To achieve the highest 
frequency with a maximum number of equidistant multiphase outputs (number of 
stages), we chose the Tokens/bubbles configuration with respect to 

rrffBT DDNN ≈ and NT/NB irreducible. 
The 9-stage STR ring oscillates with a higher frequency than the two others because 

its NT/NB ratio is the closest to Dff/Drr. This table shows that we can increase the 
resolution and reduce the phase noise by simply adding stages and maintaining the 
frequency. Compare to the 9-stage STR, the resolution of the 41-stage STR is 
improved by 4.5 times and the phase noise is reduced by 7.8dBc/Hz with a small 
change in the oscillation frequency. Notice that the oscillation frequency is totally 
independent of the ring size; the oscillation frequency of the 41-stage STR is higher 
than those of the 9-stage STR. Figure 7 shows the multiphase outputs generated by the 
41 stage STR. 

Table 2. Several Self-Timed Rings with rrffBT DD≈NN  

Nb of 
stages 

T/B 
Frequ. 
(GHz) 

Comsu. 
(mW) 

Nb of 
phases 

Resolution
(ps) 

PN at 1 MHz 

9 4/5 6.41 1.94 9 17.3 -82.9 

21 10/11 6.16 4.47 21 7.7 -87.6 

41 20/21 6.02 8.62 41 4 -90.7 

Table 2 shows that in addition to the improved resolution, the increase of the stage 
number also improves the phase noise. We improved the phase noise by 7.8dBc/Hz 
when we increase from 9 to 41 the stage number. At first glance this may appear 
absurd. How can we improve the phase noise by adding extra hardware? The 
explanations are given in the following section. 
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Fig. 7. 41 multiphase outputs generated by STR at 6.02 GHz 

5 Phase Noise Analysis 

The noise in the MOS transistors is usually splitted into two contributions: the thermal 
noise and the flicker noise. The thermal noise is responsible of the noise floor at high 
frequencies while the flicker noise is reflected by a noise rise at low frequencies. The 
up-conversion phenomenon of the amplitude noise into phase noise is complex and 
has different origins. However, beyond the offset frequency f0/2Qch, HF thermal noise 
imposes a noise floor (see parameter definitions below). 

The phase noise is given by the semi-empirical Leeson formula [11] 

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+×=

sm

c

mch
m P

FkT

f

f

fQ

f
fL 0

2
0 1

2
1

2

1
log10)(                          (3) 

where: 
 

 Qch : Loaded Q-factor.  F : Noise factor. 

 f0 : carrier frequency.  k : Boltzmann’s constant,. 

 fm : Frequency offset.  T0 : Temperature (290K). 

 fc : Corner frequency.  Ps : Signal power. 
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The Figure Of Merit (FOM) is a parameter that allows oscillator comparison by 
standardizing the phase noise compared to the oscillation frequency and the power 
consumption. It is calculated using the following equation [12]: 
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Fig. 8. Up-conversion of noise in oscillators 

For two rings with different wn (NMOS width), which oscillate at the same 
frequency and consume the same amount of power, the ring with a larger wn will be 
better in term of phase noise. This is a result of the better characteristics of the falling 
and rising edges of the STR with larger wn. This can be explained by the “Impulse 
Sensitivity Function” (ISF) introduced by Hajimiri [13] which represents the 
sensitivity to the signal disturbance. On one hand, when a pulse is injected during a 
transition, this results in a large phase shift. On the other hand, a pulse injection while 
the output is saturated has a minimal impact on the phase. Therefore the shorter the 
transition time, the less noise sensitive the signal.  

Our experiments show that doubling the number of stages improves the phase noise 
by 3dB. According to Leeson's equation (3), there are two solutions to improve the 
phase noise: by improving the load factor Q or by increasing the signal power 
consumption Ps. The phase noise is inversely proportional to the oscillator power 
consumption. In other words, the phase noise can be reduced by 3dB by doubling the 
power consumption. The oscillators with the same ratio NT/NB have the same 
waveform output signal and so have the same load factor. 

According to B. Razavi [10], the load factor Q is expressed by: 
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where A, φ and ω0 is the amplitude, phase and the signal pulsation. 
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Fig. 9. Approximate waveform and ISF for ring oscillator 

In inverter ring oscillators, the only way to increase the signal power is to increase 
the transistor width wn and this implies a change in the oscillation frequency. On the 
contrary, we can increase the power consumption in STR while maintaining the same 
oscillation frequency; this is achievable by increasing the number of stages while 
maintaining the Token/Bubble ratio. This property is very attractive in STR oscillators 
because it allows us to have an additional degree of freedom during the design phase. 

Another very important point is the symmetry between rising and falling edges; 
A.Hajimiri shows in [13] that the corner frequency fC is related to the symmetry 
between the edges. 

2
rms

2
dc

f/1C
Γ
Γ

.ff =                                                                   (6) 

where f/1f is a 1/f noise corner frequency, 2
dcΓ  and 2

rmsΓ  are the DC and the RMS 
values of the ISF. 

We can see from the Figure 9 and equation (6) that the more symmetrical the edges, 
the closest to zero fc. Therefore the symmetry between edges tends to reduce the phase 
noise. 

Moreover, we can improve the resolution of the ring and reducing the phase noise in 
the same time by adding stages and choosing NT/NB as near as possible to Dff/Drr with 
the condition NT/NB irreducible. With these rules, the maximal frequency remains the 
same, the resolution is improved and the phase noise is reduced. Table 3 presents the 
performances of STRs oscillators with the same Ratio NT/NB =2. These oscillators are 
oscillating at the same frequency. The phase noise is reduced by -3db when the number 
of stages is doubled which confirms our analysis. Of course, it is not possible to 
asymptotically create a zero phase noise ring having thousands of ring stages due to the 
noise floor imposed by the thermal noise (see Figure 8.).  
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Table 3. Self-Timed Rings with the same NT/NB ratio 

N° of 
stages 

T/B 
Freq. 
(GHz) 

Consum. 
(mW) 

PN at 1M 
(dBc/Hz) 

PN at 10M 
(dBc/Hz) 

3 2T/1B 3.95 0.454 -82.97 -109.07 

6 4T/2B 3.95 0.908 -85.98 -112.08 

9 6T/3B 3.95 1.369 -87.74 -113.84 

12 8T/4B 3.95 1.817 -88.99 -115.09 

15 10T/5B 3.95 2.272 -89.96 -116.06 

18 12T/6B 3.95 2.726 -90.75 -116.85 

24 16T/8B 3.95 3.635 -92 -118.1 

 

 

 

Fig. 10. FOM, frequency and power consumption vs. np ww=γ  
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Figure 10 shows the simulation results for a self-timed ring. The FOM, the 
frequency and the power consumption are plotted with respect to the np ww=γ ratio 

(wn and wp are the NMOS and PMOS widths). We can see that the FOM is improved 
when the γ ratio increased and reaches excellent values when the edges are almost 

symmetric ( 3γ2 ≤≤ ). For high speed and low-power applications 6.1γ2.1 ≤≤ would 

be a better compromise. 

6 Quadrature Signal Generation  

RF transmitter and receiver architectures use systematically frequency generators with 
quadrature output signals both in transmission and reception. The generation of 
signals in quadrature requires ring-based inverters with an even number of stages. 
However, it is unfortunately not possible with the standard structure of  
these oscillators. This requires the use of differential structures like CML  
"Current Mode Logic'' [13] or feedback loops [2]. Many works deal with this subject 
[18-21]. 

Self-timed rings oscillators allow us to generate the quadrature output signals with 
a four stages oscillator initialized with two bubbles and two tokens. Indeed, it is the 
only configuration possible with this ring. We can also have quadrature output signals 
with multiple of four stages following the rules mentioned in section 3. Figure 11 
shows the simulation results of a four stages self-timed ring. We notice a 90° phase 
shift between the four signals. 

This oscillator has been designed using the conventional implementation of the C-
element. The oscillation frequency is 5 GHz with a phase noise of -98dBc/Hz at 4 
MHz offset and a consumption of 620µW. The phase noise is reduced 3dbc/Hz every 
time you double the number of stages. We get a figure of merit of -162dBc/Hz.  
Figure 12 shows the phase noise for this oscillator. 

We conducted a comparison between the performance of this oscillator and the 
performances of published oscillators [18-21]. All these oscillators presented in the 
related articles are based on ring oscillators that generate quadrature phases designed 
in 0.18 microns technology in similar frequency ranges. Table 4 summarizes this 
comparison. 

Table 4 shows that the self-timed ring oscillators are a serious alternative for the 
design of low-phase noise multiphase outputs oscillators. The FOM of our oscillator 
is -162dBc/Hz which is better than most of the cases presented in this table. The 
phase noise can be improved by duplicating the number of stages while remaining at 
the same value of the FOM. 
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Fig. 11. Quadrature outputs of 2T/2B oscillator 

 

Fig. 12. Phase noise in 2T/2B self-timed ring oscillator 
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Table 4. Comparison with previous works 

Ref. Techno. 
Freq. Max 

(GHz) 
Conso. 
(mW) 

Foff 
(MHz) 

Phase noise 
(dBc/Hz) 

FOM 
(dBc/Hz) 

[18] 0.18µm 6.3 175 1 -101.4 -155.4 

[19] 0.18µm 3.5 16 4 -106 -152.7 

[20] 0.18µm 5.2 17 1 -90.1 -148.9 

[21] 0.18µm 5.5 81 4 -116.06 -162.2 

Our work 
(2T/2B) 

configuration 
65 nm 5 0.62 4 -98 -162 

Our work 
(8T/8B) 

configuration 
65 nm 5 2.5 4 -104 -162 

7 Frequency Range 

Another important characteristic of self-timed rings, highly sought for the design of 
voltage controlled oscillator VCO, is the width of the frequency range [19]. Thanks to 
its configurability, we can design a VCO and coarsely tune its frequency by changing 
the tokens/bubbles configuration while the fine tuning is done with the classical 
voltage or current control techniques. For instance a 5-stage self-timed ring oscillator 
has two possible configurations: 2T/3B and 4T/1B. With 2T/3B configuration, the 
maximal frequency is reached. With 4T/1B configuration, the oscillation frequency is 
approximately divided by two. This oscillator produces five equidistant output signals 
with a 72° phase shift. We varied the supply voltage from 0.6V to 1.3V. The results 
are shown in Figure 13. 

The frequency linearly varies with the supply voltage, which is preferable in 
voltage controlled oscillator (VCO) applications. In addition, the transition from one 
configuration to another one allows us to extend the frequency range. 
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Fig. 13. Frequency Vs. Supply voltage 

8 A Design Flow for the Self-Timed Ring Oscillators 

Figure 14 presents a design flow for the self-timed rings oscillators. According to the 
specifications, thanks to the frequency calculation equation (1) and according to Dff 
and Drr, we can choose a preliminary architecture (number of stages, tokens and 
bubbles, stage implementation) which allows us to approach the targeted oscillation 
frequency and to reach the required number of phases. Moreover when we target 
multiphase oscillators, the tokens/bubbles ratio should be irreducible and as close as 
possible to the ratio Dff/Drr. In the case of quadrature outputs, a condition is added: the 
number of stages must be a multiple of four. wn can be adjusted to achieve the 
targeted frequency before starting the phase noise optimization. If the phase noise 
requirement is not satisfied, we have two choices:  
 

• The first solution consists in reducing the phase noise of 3 dB by doubling the 
number of stages and keeping constant the ratio NT/NB. The great advantage of 
this approach is that the oscillation frequency remains unchanged. 

• The second solution increases the wn of the transistors or optimizes the ratio 
wp/wn in terms of FOM. This implies a modification of the frequency.  
In this case, the architecture is changed by another one with a different  
ratio R.  
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Fig. 14. Design flow for low phase noise Self-Timed Ring Oscillators 
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9 Conclusion 

In this article, we presented a new oscillator topology based on self-timed rings for 
the generation of multiphase signals which are useful in many applications. Compared 
to inverter rings, one of the main advantages of the self-timed ring oscillators is their 
time resolution which is no more limited to the stage delay. Moreover, these 
oscillators are able oscillate at high frequency with a large number of multiphase 
outputs. A comparison with inverter ring oscillators clearly shows the advantages of 
our oscillators when a large number of phases is required. The self-timed ring 
oscillators are able to generate signals in phase quadrature which are especially useful 
in RF transmitters and receivers. A comparison with published studies shows the 
effectiveness of our method. In addition, we also demonstrated how to reduce the 
phase noise in self-timed rings oscillators by simply duplicating the number of stages. 
This feature provides to this type of oscillator an additional degree of freedom for 
designing s low-phase noise oscillator. In order to help the designers to implement 
such oscillators, a design flow dedicated to the self-timed ring oscillators is proposed.  
Finally, even if it is out the scope of this work which is focused on the self-timed ring 
design techniques, a test chip has been fabricated by STMicroelectronics in a CMOS 
65 nm and the chip measurements confirm the relevance of our approach.  
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Abstract. This work presents a new approach for controlling power
consumption in RF devices. The approach is based on the definition of
application-dependent performance modes for power hungry RF circuits
and a logical control strategy that adjusts the power supply of each cir-
cuit to the mode required by the application. The control strategy uses
embedded sensors, a recursive parameter identification approach and re-
gression models for performance prediction, while demanding minimum
embedded resources for computation. The control strategy is robust with
respect to circuit parametric deviations due to the manufacturing process
or ageing mechanisms. The strategy is illustrated for the case of an RF
LNA using envelop detectors as embedded sensors. Simulation results of
the control strategy at the transistor-level illustrate the energy savings
that can be obtained for an example application.

Keywords: Control, parameter identification, ARX models, recursive
least squares method, regression, RF transceivers.

1 Introduction

An efficient management of energy consumption is of paramount importance
for battery-operated wireless devices. The autonomy and life span of these de-
vices directly depends on procedures aimed at saving energy. The total power
consumption is largely determined by the radio frequency (RF) front-end, in
particular the power amplifier (PA) and the low noise amplifier (LNA) that are
found, respectively, in the transmission and reception paths. Achieving high en-
ergy efficiency for these components, while maintaining a high degree of linearity,
has been a major issue in low power wireless communications from a hardware
design standpoint [1]. Energy savings can also be obtained using a software-based
control. Most typically, energy hungry components are switched off during idle
times.
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In this work, we will study further energy savings that can be obtained by con-
sidering different performance modes for each RF circuit and controlling the re-
quired power supply. Each performance mode of a Circuit Under Control (CUC)
has a different power consumption associated with it. The sequence and time
duration of performance modes must be scheduled by the underlying applica-
tion or by demand from the communication network. The implementation of
such an approach is not straightforward. A major challenge is to guarantee the
performance level during each CUC mode by just controlling the power supply
during all the operational life of the device. In fact, for each CUC, parameter
variability, ageing mechanisms and operation disturbances can make difficult to
guarantee the required performance level while only power supply is controlled.

For this, we propose a closed loop logical control scheme to adjust the power
consumption of an RF CUC according to the required performance mode. Since
the CUC performances are not directly available for measurement, the controller
must estimate them, regardless of the RF input and output signals of the CUC.
The control algorithm compares the estimated performances with the target
performances of the desired mode, and acts accordingly on the CUC power
supply. The controller takes as input the signals coming from embedded sensors
placed at the CUC input and output. These signals are used in a recursive
real-time parameter identification algorithm to extract the coefficients of the
input/output behavioural model. Regression functions stored in the controller
map the behavioural model coefficients to CUC performances.

The rest of this work is organised as follows. Section 2 briefly reviews re-
cent works on control, parameter identification and performance prediction for
mixed-signal/RF integrated devices. Section 3 describes the models used by the
controller for parameter identification and performance prediction. The on-line
parameter identification procedure and the logical control strategy are described
in Section 4. Section 5 describes a case-study RF LNA and the embedded sen-
sors. An analytical study of the variation of LNA performances with the power
supply is given and suitable performance modes for this circuit are identified.
Section 6 presents simulation results at the transistor level of the logical control
approach. Finally, some conclusions and directions for future work are given in
Section 7.

2 Related Works

Integrated devices in nanometer technologies are highly susceptible to parametric
deviations of the fabrication process, variations of the power supply, environmen-
tal disturbances and ageing effects. To address these problems, there is a rapidly
growing interest on digitally-assisted analog design where digital logic is used to
compensate for loss of mixed-signal/RF performance [2].

On-line parameter identification techniques have recently been considered for
calibration and test of mixed-signal/RF circuits using recursive algorithms. For
example, [3] uses a Sign-Data Least Mean Square (SD-LMS) algorithm for the
calibration and test of a pipeline converter. The technique uses a reference ADC,
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which has high accuracy but low speed, in parallel with the pipeline ADC under
test that operates at high speed but with less accuracy. The input analog signal
is sampled and converted by both ADCs. A calibration block implements a
recursive SD-LMS algorithm that takes as input the output of the pipeline ADC
and the sign of the error committed between both ADCs. The output of the
calibration block is a digital correction signal applied to the pipeline ADC in
order to minimize the error.

The use of on-line parameter estimation of linear systems from binary data has
partially been addressed in [4]. Nonlinear control for improving RF PA efficiency
and linearity has been considered in [5]. The use of autoregressive models and
parameter identification for analog test and diagnosis has been considered in
[6,7].

A different paradigm for on-line test and tuning of RF systems has been in-
troduced in [9,10]. The performances of the CUC are estimated using regression
functions. These functions are obtained through Multi-variate Adaptive Regres-
sion Splines (MARS) and they are implemented in a Digital Signal Processor
(DSP). The input for these functions is provided via embedded sensors that are
placed in specific circuit nodes. The sensors extract characteristic device fea-
tures that are used by the DSP in the regression-based performance prediction
for testing [9] or tuning [10] purposes. In a recent work, [8] considers the tuning
of RF performances using digital signatures. The Hamming distance between
the reference signature and the actual signature is used to control the device,
without the need of performance prediction from the observed responses. A set
of possible operating levels is defined. At each iteration of the control algorithm,
the device changes from one level of operation to another while minimizing the
Hamming distance of the digital signature.

The novelty of our work stems from, firstly, a new procedure that uses both
on-line recursive least mean square (LMS) parameter identification and regres-
sion functions for performance estimation and, secondly, the application of this
procedure for efficient energy consumption in RF circuits for which different
performance modes can be defined. Through signal converters for power sup-
ply control and sensor response measurement, we demonstrate a logical control
algorithm that requires minimum digital resources for computation.

3 Model Building

The models required for the online logical control of a CUC must be computed
at the design stage. These models include:

● a behavioural input/output model of the CUC, and
● a nonlinear model that links the set of parameters in the behavioural model
to the performances of the CUC.

Figure 1 illustrates the procedure for the construction of these models. Monte
Carlo simulation of N samples of the CUC (which includes the embedded sen-
sors) is considered. For each sample i, the set of performances Pi are calculated
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by simulation. In addition, a transient simulation of the CUC is also carried
with a persistently exciting input sequence u(k) that covers the frequency range
of the CUC. This is typically a Gaussian stimulus up converted to the CUC
central frequency. The output sequence yi(k) is obtained via the embedded sen-
sor, typically an envelop detector. For the set of N CUC samples, we obtain
the set of performances P = {P1, . . . , PN} and the set of output transient se-
quences Y = {y1(k), . . . , yN(k)}. For a given model structure with m parame-
ters, an identification algorithm uses the input sequence u(k) and the resulting
set of output sequences Y to estimate the set of behavioural model parameters
Θ = {Θ1, . . . , ΘN}, where Θi = {θ1i , . . . , θmi } corresponds to the set of m be-
havioural parameters for the i-th sample. Finally, from the set of performances
P and the set of behavioural model parameters Θ, nonlinear regression is used
to compute a performance prediction model.

Performance
prediction model

Nonlinear
regression

Circuit performance 
simulation

Y

Sampling of 
process & design

parameters

Identification
Algorithm

Behavioural model
Θ=[Θ  ,...,Θ   ]

P

Θ

Circuit transient
simulation

N

1 N

Fig. 1. Model building during the design phase

In Figure 1, the structure of the behavioural model for the identification algo-
rithm is known a priori. In practice, the structure of this model may be obtained
after several iterations until the most accurate prediction models are obtained.

3.1 Behavioural Input/Output Model

Behavioural modelling aims to find a mathematical relationship between the in-
put/output transient sequences of the CUC. In this work we will use autoregres-
sive models, so that the input/output relationship of the ith sample is expressed
as

yi(k) = f(γi(k), Θi), (1)

γi(k) = [yi(k − 1), . . . , yi(k − ny), u(k − 1), . . . , u(k − nu)]. (2)

where γi(k) defines first order regressors that consider the memory of the model.
It contains nu previous values of u(k) and ny previous values of yi(k). Θi is the
parameter vector of the model. In most practical cases, the behavioural model is
nonlinear with respect to the parameters. In this work, a priori knowledge of the
CUC (e.g. an LNA) allows us to restrict the study to dynamic models that are
linear with respect to the parameters and function f(.) has a polynomial form.
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To find the model structure, we apply the identification algorithm indicated
in Figure 2. Some algorithm constants are fixed by the user according to his a
priori knowledge of the CUC. These include the maximum memory allowed for
the input sequence u(k) and the output sequence y(k), respectively, nu−max and
ny−max. Also, since the model can be nonlinear with respect to the input, the
maximum powers that can be applied for the input values u(k − j) and output
values y(k− j) in the expression of the polynomial function f(.), respectively, pu
and py, are also given as constants. The model structure of the ith CUC sample
will now contain higher order regressors given by Equation 3:

γi(k) = [u(k − 1), . . . , u(k − nu−max), . . . , u(k − 1)pu , . . . , u(k − nu−max)
pu ,

yi(k − 1), . . . , yi(k − ny−max)
py ]. (3)

The algorithm searches a model structure that contains regressors constructed
from these variables. Each regressor has a weight wj associated with it. These
weights are used in the objective function to penalize or encourage the corre-
sponding regressor. They are proportional to the memory and the exponential
power of the variables in the regressor.

Begin

Initialization

nu = 0 ; ny = 0 ;

For each circuit :
* Create the regression matrix (A)
* Determine the weight of each regressor
* Least square estimation of θ
* Calculate the determination coefficient R
of the actual regression model
* Calculate the objective function
    min Z = α (1-mean(R  )) + (1- α) S

Z < Z_min

Z_min   = Z  ;
nu_min = nu ;
ny_min = ny ;

nu<=nu_max
ny<=ny_max

nu = nu + 1 ;
ny = ny + 1 ;

End

Yes

2

2

No

Fig. 2. Identification algorithm for deriving an input/output model structure

The identification algorithm is based on LMS estimation of the parameter
vector Θi of the behavioural model, that is, the value of Θi that minimises the
regression error εi in

Yi = AiΘi + εi, (4)



48 R. Khereddine et al.

where

Yi =

⎛
⎜⎝ yi(k − 1)

...
yi(k − nmax)

⎞
⎟⎠ (5)

is the output sequence of length nmax of the ith sample of the CUC,
nmax = max{nu−max, ny−max} and

Ai =

⎛
⎜⎝ γT

i (k)
...

γT
i (nmax + 1)

⎞
⎟⎠ (6)

is the regression matrix composed of vectors of the form of Equation 3, which
are monomial terms of polynomial f(.) in Equation 2.

The LMS estimation of Θi is given by

Θ̂i = (AT
i Ai)

−1AT
i Yi. (7)

The quality of the regression is quantified by the determination coefficient R2
i ,

given by

R2
i = 1− εTi εi∑

k(yi(k)− yi)2
. (8)

Finally, a multi-objective cost function is used in the identification algorithm to
select the most suitable model structure. This function is given by

Z = α(1 − 1

m

m∑
i=1

R2
i ) + (1− α)S, (9)

where α is a weighting factor for the two criteria of the objective function. S is
a criterion used to penalize the complexity of the behavioural model structure
as follows

S =

∑
j∈selected−model wj∑

l∈full−model wl
, (10)

where the numerator corresponds to the sum of the weighting factors of the
regressors in the selected model, and the denominator to the sum of the weighting
factors in a full model that contains all possible regressors.

3.2 Nonlinear Performance Prediction Model

Nonlinear regression is performed to obtain a relationship between each perfor-
mance in the set P of CUC performances, and the set Θ of estimated parameter
vectors as shown in Figure 1. Simple functions are required in order to minimise
the computation resources required on-chip. For this, we use a kind of Branch
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and Bound algorithm to explore a predefined space of regressors. These regressors
use as variables the coefficients Θ of the model structure. The predefined space
is limited to second order polynomial regressors. The steps of this algorithm for
obtaining the regression functions for each performance are as follows:

● Circuit data (P,Θ) are randomly separated into training and validation sets.
● The complete space of regressors is considered to form a reference regres-
sion matrix. Each column of this matrix corresponds to a regressor that is
weighted according to its complexity given by the sum of the power of the
involved variables. An initial value of predicted performances is obtained us-
ing the best correlated column of this matrix with the performance we want
to predict.

● The algorithm keeps track of two subsets of columns: a subset of columns
currently accepted in the model and a subset of columns in the reference
matrix that have not yet been considered.

● In each iteration of the algorithm, the column of the reference matrix that is
best correlated with the regression error obtained in the previous iteration
is added to the model and LMS parameter estimation is performed.

● An objective cost function is calculated from the determination coefficient
R2 and the complexity of the model as in Equation (9).

● If a considerable improvement of the objective function is found, a new
iteration is considered with the current model, otherwise we return to the
previous model and another column is tried.

● The algorithm stops once there are no further columns to try (the space of
regressors has been explored).

4 Adaptive Logical Control

The control of the CUC can be done either concurrently with the system nor-
mal operation, or during idle times using the same test sequence considered in
the design phase (in this last case, the Gaussian-like persistently exciting input
sequence will be generated by the controller, which can allow the extraction of
a more precise behavioural model). As shown in Figure 3, the input/output se-
quences obtained via the embedded sensors are used by the controller to estimate
the parameters of the CUC behavioural model from which the performances are
predicted.

4.1 Recursive Parameter Identification

For online and offline estimation of the parameter vector Θ of the behavioural
model, we use a recursive LMS algorithm that process data on the fly, thus
saving memory resources, and which requires only additions and multiplications
by a constant. The algorithm is initialized as

Θ(0) = 0, Q(0) = ρI, (11)
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Fig. 3. Adaptive logical control strategy

where Q(0) is an initial variance-covariance matrix formed by multiplying the
identity matrix (I) by a positive constant ρ (as discussed in Section 6). The
classical recursive LMS algorithm is as follows

K(k) =
λ−1 Q(k−1) γ′(k)

1 + λ−1 γ′T (k) Q(k−1) γ′(k)
, 0 � λ ≤ 1

ε(k) = y(k) − γ′T (k) Θ̂(k−1)

Θ̂(k) = Θ̂(k−1) +K(k) ε(k) (12)

Q(k) = λ−1 Q(k−1) − λ−1 K(k) γ′T (k) Q(k−1),

where γ′T (k) is a subset of the structure given by Equation (3), according to
the selected model structure. The recursive parameter estimation stops once
convergence is reached (ε(k) is smaller than a given constant) or a pre-defined
number of iterations is attained.

4.2 Logical Control Strategy

The logical control is not intended to be permanently on. It is activated when the
application sets a new performance mode for the CUC which requires a different
CUC power supply. The control follows an iterative algorithm that starts with
the CUC power supply set at the maximum value. During each iteration, the
behavioural parameters Θ̂ are estimated by the LMS recursive algorithm and
used by the regression equations to predict the CUC performances P̂ . These
are in turn compared with the specifications required by the new performance
mode. If the specifications are met, the power supply of the CUC is reduced by
a pre-defined value ΔV dd and a new iteration is considered. Otherwise, if the
specifications are not met, the power supply is incremented by a value ΔV dd
and the control stops.
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5 Case Study

5.1 LNA: Low Noise Amplifier

Our CUC case-study is a Low Noise Amplifier (LNA) used in the 802.11g stan-
dard receivers that work in the 2.4 GHz ISM BAND. The LNA topology is
presented in Fig. 4. This inductive degenerated cascade structure is compatible
with narrow band applications and offers WiFi performances. The biasing stage
of the circuit is formed by resistors R1, R2 and transistor M3. With the use of
gate and source inductances, a real part of the input impedance can be gener-
ated without the need of actual resistances. Thus, inductors Lg and Ls provide
appropriate input matching at 50 Ω. Using this topology we can match the cir-
cuit without adding noise which implies a lower noise figure of the LNA. The
gain stage is composed by M1 and M2. M1 provides the high gain, whereas M2
isolates the input from the output, reducing the Miller capacitor and eliminating
the dependency between the gate-drain capacitance and the drain inductance.
Increasing the reverse isolation is important for: (1) lowering the effect of the
Local oscillator leakage produced by the following mixer, and (2) minimizing
the feedback from the output to the input. At the output of the circuit, the par-
allel Ld-Cd tank resonates at 2.4GHz and the resistor Rd controls the gain at
this frequency. The LNA is designed using the 0.25 um BiCMOS7RF technology
provided by ST Microelectronics. The principle performances of the LNA at 2.4
GHz are: Gain>12 dB, NF <1.6 dB and IIP3 >5.9 dBm.

Cd=
500 IF

RF
in

R1 = 650 Ω

RFout

Ld = 
3.1 nH

M1

200/0.35

M2

Rd =
 400Ω

Ls = 700 pH

200/0.35
Lg = 9.7

R2 = 3 kΩ

Vdd

10 pF

100/0.35

M3

1 pF

Fig. 4. LNA schematic
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5.2 Envelope Detector

Different sensors that extract RF power and convert it into a low-frequency
signal for BIST purposes are available in the litterature [11][12][13]. We have
developed an envelope detector, with a very simple architecture, based on the
following design constraints: (a) minimum silicon area overhead, (b) high input
impedance in the frequency range of interest to avoid undesired loading of the
CUC, (c) high dynamic range suitable for testing different on-chip CUCs, and
(d) wide band of operation to monitor CUCs that work at different frequencies
involved in the system. This circuit consists of two stages as shown in Fig.5.

Vdd

P2

7/0.4

R2 = 800Ω Vrms

R1=8 kΩ C2 = 1pF

Ipol

1/0.4

M2 M1

0.8/0.4

P1

0.8/0.4C1=100fF

RFin

P3

0.4/0.25

Fig. 5. CMOS envelope detector

The first stage is a rectifier that performs half-wave rectification on the cur-
rent delivered at the source of the transistor M2. The half-wave rectifier works
as follows. The operating point of the transistor M2 is controlled by the bias
current Ipol which flows through the diode-connected transistor M1. The differ-
ence between the fixed gate voltage of M2 and its source voltage is very close
to its threshold voltage, such that M2 is at the verge of conduction. When the
current passing thought the source of M2 is positive, transistor M2 is off and
the current passes entirely through transistor P1 to the ground. During the neg-
ative half-cycle, the source voltage of M2 decreases which activates M2. During
this half-cycle, the current flowing through M2 is copied and amplified through
the current mirror formed by transistors P2 and P3. It is important to note
that the sensitivity of the detector is mainly controlled by Ipol. In particular,
as this current is reduced, the rectifier is sensitive to smaller signal amplitudes
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and this characteristic is critical in an on-line monitoring scenario when the en-
velope detector is related to the input of the LNA. On the other hand, a main
challenge exists between the high dynamic range of the envelope detector and
its sensitivity. In the second stage, the amplified current is converted to voltage
through Rout which is equivalent to the output resistor rds of the transistor P3
in parallel with the resistor R1. Finally, in the low pass filter R2-C2 a compro-
mise exists between the time constant of the settling response and the ripple
in the output voltage. The envelope detector has the following characteristics:
an input impedance equal 1.5-11 kOhms in the band of operation 500 MHz -10
GHz, an input dynamic range of 35 dB and an area equal to 2170 μm2, which
corresponds to 0.543 % of the area of the LNA. Figure 6 plots the input-output
characteristic of the envelope detector for the two edges of the frequency band.
Furthermore, the study of the impact of the envelope detector on the LNA spec-
ifications is achieved by simulating the LNA performances with and without the
envelope detector. The analysis shows just a low degradation thanks to the high
impedance at the input of the envelope detector.
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Fig. 6. Input-output characteristic of the envelope detector

5.3 Variation of Performances with the Power Supply Voltage

Input Matching and Input Reflection Parameter (S11). The input re-
flection parameter reflects the matching at the input of the LNA. This parameter
is principally influenced by the input impedance. As the input impedance of the
LNA gets closer to 50 Ω, S11 becomes more negative. From the small signal
model shown in Figure 7, the input impedance of the LNA is calculated as
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− V in+
Iin

sCin
+

Iin

sCgs
+ sLg Iin+ sLs (Iin+ gm1 V gs) = 0 (13)

with s=jw, Cin is the input capacitor, Cgs is the gate to source voltage, Lg and Ls
are respectively the gate and the source inductance and gm1 is the transconduc-
tance of transistor M1 (notice that the transconductance of the overall cascode
topology is equivalent to the transconductance of transistor M1).

+
-

ZoutCgs
Lg

Ls

Cin

Rs
gm .Vgs

Vsource

1Vin

Fig. 7. Small signal model of the LNA

Since

V gs =
Iin

sCgs
(14)

Equation (13) can be written as

− V in+ Iin(
1

sCin
+

1

sCgs
+ sLg + sLs+

gm1 Ls

sCgs
) = 0. (15)

Since Cgs is very small compared to Cin

1

sCin
+

1

sCgs
≈ 1

sCgs
, (16)

the input impedance of the circuit is approximately given by

Zin ≈ V in

Iin
=

gm1 Ls

Cgs
+ s(Ls+ Lg) +

1

sCgs
. (17)

In order to accomplish the impedance-matched conditions at w0 (equal to 2.4
GHz in our case), the LNA is designed such that the following condition is
satisfied

w0(Ls+ Lg) =
1

w0Cgs
. (18)
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Thus, at 2.4 GHz the input impedance becomes

Zin =
gm1 Ls

Cgs
(19)

which is the real part that should be equal to 50Ω. From Equation (19) we can
deduce that Zin is proportional to the transcanductance gm1 as given by

gm1 = 2 Kn
W

L
(V gs− V t). (20)

The term Kn W/L is technology dependent. Vgs is controlled by the biasing
stage of the circuit which is proportional to the power supply voltage, therefore
gm1 is directly proportional to the power supply voltage. At 3.3V the LNA is
designed to be matched at 50Ω. Once the power supply voltage decreases, the
input impedance will decrease and it will be far away from its initial value 50Ω
which degrades the input reflection parameter S11, then S11 increases.

Gain (S21). The LNA is the first gain stage in a receiver system. It must
amplify the very low amplitude signal from the antenna adding a minimum
amount of noise. The gain of the LNA is of critical importance. We will derive
next the relation between the power supply voltage and the gain. The small
signal analysis shows that

V out = −Zout gm1 V gs = −Zout gm1
Iin

sCgs
(21)

with

Zout = Cd//Ld//Rd//rds (22)

rds is the output impedance of the cascode stage given by

rds = rds1.rds2.gm2 (23)

where rds1 is the output impedance of the transisor M1, rds2 is the output
impedance of the transistor M2 and gm2 is the transconductance of transistor
M2. From Equations (17) and (21)

V out =
−Zout gm1

1
sCgs V in

Zin
. (24)

Also, from Figure 7 we can deduce that

− Vsource +Rs.Iin+ Vin = 0 (25)

and

Vin =
Vsource Zin

Rs+ Zin
. (26)
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From Equations (24) and (26)

Vout =
−Zout gm1

1
sCgs Zin Vsource

(Rs+ Zin) Zin
(27)

and the gain of the LNA becomes

Gain =
V out

V in
=

−Zout gm1
1

sCgs

Rs+ gm1 Ls
Cgs + s(Ls+ Lg) + 1

sCgs

. (28)

At the resonant frequency and under impedance-matched conditions

w0(Ls+ Lg) =
1

sCgs
(29)

gm1 Ls

Cgs
= Rs. (30)

Finally, by substitution in Equation (28) we obtain

Gain =
V out

V in
=

−Zout gm1 W0 (Lg + Ls)

2 Rs
. (31)

Hence we can see that the gain of the LNA is proportional to the tranconductance
gm1, which in turn is directly proportional to the power supply voltage. Thus,
as the power supply voltage increases, the gain increases.

Noise Figure (NF). According to the Friis equation in a chain of n stages,
the overall noise factor of the chain is expressed as

Ftotal = F1 + (
F2− 1

G1
) + (

F3− 1

G1G2
) + ...+ (

Fn− 1

G1G2....Gn
). (32)

This formula allows us to highlight the importance of the noise factor (F1) and
the gain (G1) of the first block of a chain. It mainly determines the entire system
noise. In order to define the dependence between the noise figure and the power
supply voltage, we consider the noise model shown in Figure 8. We will use this
model to calculate the ratio of the total noise power at the output to the noise
power at the output due only to the input source. This ratio represents the noise
factor [14].

Neglecting the 1/f noise and the gate noise, the input noise will be generated
by the source resistor

V 2
nRs(f) = 4.k.T.Rs (33)

with k the Boltzman constant, and T the absolute temperature. So the output
noise power due to the input noise is given by

V 2
o = V 2

nRs(f). Gain2. (34)
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Fig. 8. Equivalent noise model ignoring gate noise

Additional output noise power comes from the thermal noise generated in the
channel that can be expressed as

V 2
nD(f) = I2nD.Zout2 (35)

with

I2nD(f) = 4.k.T.γ.gm1 (36)

where γ is a function of the transistor parameters and is approximated to 2/3
when considering the thermal noise in the channel without the substrate effect.

As a result the noise factor of the LNA in our case study is

F =
V 2
nD(f) + V 2

nRs(f). Gain2

V 2
nRs(f). Gain2

= 1 +
V 2
nD

V 2
nRs(f). Gain2

(37)

and using the previous expressions

F = 1 +
4.γ.Rs

gm1.W 2
0 (Lg + Ls)2

. (38)

Finally, the noise figure is given by

NF = 10 log(F ) = 10 log(1 +
4.γ.Rs

gm1.W 2
0 (Lg + Ls)2

). (39)

This Equations shows that the noise figure is inversely proportional to gm1.
Thus, as the power supply increases, NF decreases.

Non Linearity Effects (1dB Compression). We will derive next an expres-
sion for the 1dB compression point. Let V in(t) be the input signal of a system
and V out(t) its output.The system behaviour can be modelled by

V out(t) = α0 + α1 V in(t) + α2 V in2(t) + α3 V in3(t) + .... (40)

For simplicity, we limit our study to the third harmonic. Considering an input
signal Vin= Ain Cos (w0t) and developing Equation 40, we see that the output
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amplitude of the signal at the fundamental frequency is a non linear function of
the input amplitude

Aout = α1 Ain +
3 α3 Ain3

4
(41)

where α1 is the linear gain of the amplifier. Thus in order to calculate the 1-dB
compression, we should calculate the input amplitude A1dB for which the linear
gain decreases of 1dB. For this, the gain equation (41) must be equal to the
linear gain decrease of 1dB

20 log(Gv) +
3 α3 A2

1dB

4
= 20 log Gv − 1dB. (42)

Therefore the 1dB compression point is

A1dB =

√
0.145

Gv

α3
. (43)

In order to show the dependence between the A1dB and the power supply voltage,
we assume the small input signal V in(t) around the bias (Vgs-Vt) so the output
DC voltage is

V out = Zout ID = Zout
Kn

2
(V gs− V t)2. (44)

For a submicron technology, the channel length is of the same order of magnitude
as the depletion-layer widths (xdD, xdS) of the source and drain junctions. Thus,
taking into account the short channel effects, the drain current is assumed to be
equal to

ID =
Kn(V gs− V t)2

2[1 + θ(V gs− V t)]
. (45)

Kn is a parameter dependent of the technology and θ is a factor that represents
the velocity saturation and the mobility degradation. For an input small signal
V in(t) around the bias voltage of the gate of the MOS (Vgs-Vt), the output
Vout becomes

V out = Zout ID(t) = Zout
Kn[V in(t) + (V gs− V t)]2

2(1 + θ[V in(t) + (V gs− V t)])
. (46)

Since θ is very small comparing to 1,

1

1 + θ[V in(t) + (V gs− V t)]
≈ 1− θ[V in(t) + (V gs− V t)]

2
(47)

and Equation (46) becomes

V out = K[V in(t) + (V gs− V t)]2(1− θ[V in(t) + (V gs− V t)]

2
). (48)
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with K = Kn Zout/2. Developing this Equation

V out = K(V g − V t)2 − Kθ

2
(V gs− V t)3 + [2K(V gs− V t)− 3KΘ

2
(V gs

−V t)2]V in(t) + [K − 3Kθ(V gs− V t)

2
]V in2(t)− Kθ

2
V in3(t) (49)

and by comparison to Equation (43), we deduce

α1 = 2K(V gs− V t)− 3Kθ

2
(V gs− V t)2, (50)

α3 = −Kθ

2
. (51)

Thus the 1dB compression is equal to

AIP1 =

√
0.145

2K(V gs− V t)− 3Kθ
2 (V gs− V t)2

Kθ
2

. (52)

Considering now that θ is very small compared to 1 (then 3(V gs− V t)2 can be
ignored), (52) becomes

AIP1 =

√
0.145

4K(V gs− V t)

θ
. (53)

This Equation shows that AIP1 is proportional to the gate bias voltage (Vgs),
therefore, when the power supply voltage decreases, AIP1 decreases.

Non Linearity Effects (IIP3). We will see next the effect of the power supply
on the third order interception point. Considering Equation 40 for an input signal
Vin = A cos(w1t) + A cos(w2t), we obtain

V out = [α1 +
9α3A

2

4
]Acos(w1(t)) + ...

+
3

4
α3A

3cos(2w1− w2) +
3

4
α3A

3cos(2w2 − w1). (54)

Since α1 is very large compared to 9α3A
2

4 [14], the input level for which the
output components at w1 and w2 have the same amplitude as those at 2w1-w2
and 2w2-w1 is given by

α1AIP3 =
3α3A

3

4
. (55)

Thus the input IP3 is:

AIP3 =

√
4

3

Gv

α3
. (56)
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Using now a similar development as for Equation 43 we obtain

AIP3 =

√
16(V gs− V t)

3Θ
. (57)

As in the case of 1dB compression point, Equation (57) shows the proportionality
between the power supply voltage and the third input intercept point.

Isolation Parameter (S12). As we mentioned above, the transistor M2 in-
creases the isolation between the input and the output and as the isolation in-
creases, S12 decreases. In this section we will show the dependency between the
isolation and the power supply voltage. Using the Miller theory, the input-output
impedance can be expressed as

Z = ZMiller [1−G(f)] (58)

where Z is the impedance between the input and the output and G(f) is the gain
at the defined frequency. At the resonant frequency the term 1-G(f) increases as
the power supply increases. This increases the input-output impedance, improv-
ing the isolation, so S12 decreases.

Isolation Parameter (S22). S22 is the output port voltage reflection co-
efficient. The value of S22 decreases as the adaptation of output impedance
approaches to 50 Ω. The output LNA impedance of the LNA is calculated by
supposing a fictitious source voltage Vfict at the output that generated a fic-
titious current Ifict and then we calculate the output impedance as the ratio
between Vfict and Ifict. Notice that when we calculate the output impedance,
the input source voltage should be grounded and the current source should be
opened in the small circuit analysis thus

Zout = Ld//Cd//Rd//rds1.rds2.gm2. (59)

Since Rd is very small compared to rds1.rds2.gm2, we can deduce that, at the
resonant frequency, the output impedance of the proposed architecture is mainly
controlled by Rd which is independent from the power supply voltage.

5.4 LNA Performance Modes

The above analysis has been verified by simulation for the case-study LNA.
Figure 9 shows transient-level simulations of the performance variation when
the power supply is varied, for all performances except S22 (which does not vary
significantly). These variations are in all cases monotonic.

For a typical application, gain and noise figure are the most important LNA
performances to be controlled. S11 and S12 typically have maximum values that
cannot be exceeded (e.g. S11 < −10dB and S12 < −40dB). Similarly, IIP1
and IIP3 have minimum values that cannot be exceeded (e.g. IIP1 > −20dBm,
IIP3 > −10dBm).



Adaptive Logical Control for Efficient Energy Consumption 61

1 1.5 2 2.5 3 3.5
-15

-14

-13

-12

-11

-10

-9

Vdd
1 1.5 2 2.5 3 3.5

-49

-48

-47

-46

-45

-44

-43

Vdd

1 1.5 2 2.5 3 3.5
6

7

8

9

10

11

12

13

Vdd
1 1.5 2 2.5 3 3.5

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

Vdd

1 1.5 2 2.5 3 3.5
-18

-17

-16

-15

-14

-13

-12

Vdd
1 1.5 2 2.5 3 3.5

0

1

2

3

4

5

6

Vdd

S1
1

S2
1

IIP
1

S1
2

NF
IIP

3

Fig. 9. LNA performances versus power supply



62 R. Khereddine et al.

As an example, we define three different performances modes: a MAX mode
of maximum power supply, a MIN mode of minimum power supply and an INT
mode of intermediate power supply. In all modes, the above conditions for S11,
S12, IIP1 and IIP3 must be respected. In MAX mode, Gain > 11.5dB and
NF < 1.65dB. In INT mode, Gain > 10dB and NF < 2dB. Finally, in MIN
mode, Gain > 8dB and NF < 2.2dB.

The level of power supply required by each performance mode will be set by
the controller. For later reference, Figure 10 shows the power consumption of
the CUC as a function of the power supply voltage obtained by transistor-level
simulation.
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Fig. 10. LNA consumption versus power supply

6 Simulation Results

For building the behavioural and predictive models for the CUC of Figure 4, the
CUC input stimulus is obtained by mixing a Gaussian signal with an average
amplitude of 150 mV, sampled at 10 MHz, with a carrier signal at 2.4 GHz. As
shown in Figure 11, 200 values of u(k) and y(k) are obtained for a simulation
time of 10 us (the mixer and the ADC/DAC converters are considered ideal).

A Monte Carlo transistor-level simulation of the CUC, with N =1000, has
been performed for three different levels of power supply: 3.3 V (maximum power
supply voltage), 2.3 V and 1.3 V. For each level of power supply, the 200 values
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of the input/output sequences of each circuit sample are used by the algorithm
of Figure 2 to identify the model structure. In the three cases, the following
model structure has been retained:

y(k) = θ0 + θ1u(k) + θ2u(k)2 + θ3u(k)3. (60)

This behavioural model gives a determination coefficient R2 higher than 98% for
all 3000 circuit samples. For example, the model identified for the 5-th circuit
sample is given by

y5(k) = −0.03 + 0.78 u(k)− 3.37 u(k)2 + 6.76 u(k)3. (61)

Figure 12 compares the value predicted by the model and obtained by simulation
of the circuit for 100 different time points. The predicted and the actual values
are very close.

A prediction model is built using Branch and Bound algorithm for each per-
formance. The prediction equations use only the parameters θ0, . . . , θ3 of the
behavioural model to predict the values of all CUC performances, as shown in
Figure 13.

The simulation of the adaptive logical control strategy has been performed by
considering the CUC at transistor-level and the controller modelled in Verilog A.
The CUC is stimulated by the same stimulus described above. Initially, the CUC
is set at the MAX mode, where the maximum power supply of 3.3 V is required.
Next, we simulate the transition to a MIN mode, for which the performances
are specified as indicated in Section 5.4.

Figure 14 shows the different iterations of the algorithm. Each iteration lasts
30 us, with the convergence time for the recursive parameter identification al-
gorithm being somewhat smaller. This Figure also illustrates the convergence of
the behavioural parameter θ0, for different iterations. The choice of values for
the variables in the recursive LMS algorithm is important, in particular θ0, ρ
and λ in Equations (11) and (12). The value of ρ must be as large as possible.
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Table 1. Performance prediction during logical control

Vdd Saved Predicted/simulated NF S11 S12 Gain IIP1 IIP3
(V) power(%) values ≤ 2.32 ≤ −10 ≤ −40 ≥ 6.2 ≥ −20 ≥ −3

3.1V -14
Prediction 1.70 -12.46 -43.65 10.41 -16.29 1.92

Simulated value 1.57 -13.72 -48.37 12.20 -11.61 5.26

2.9V -26
Prediction 1.74 -12.30 -43.23 10.06 -17.09 1.06

Simulated value 1.59 -13.33 -48.17 11.95 -11.83 4.57

2.7V -38
Prediction 1.99 -12.23 -42.99 8.97 -18.58 0.66

Simulated value 1.62 -12.91 -47.90 11.65 -12.03 3.85

2.5V -49
Prediction 2.25 -11.96 -42.88 7.86 -19.70 0.39

Simulated value 1.66 -12.47 -47.54 11.31 -12.19 3.21

2.3V -54
Prediction 2.39 -11.35 -42.90 7.16 -19.73 0.22

Simulated value 1.71 -11.98 -47.08 10.89 -12.26 2.6902

The closer the value of λ to 1 the slower the convergence of the algorithm, but
the variance of θ̂ after convergence is smaller, oscillating around the optimum
value. If λ is closer to 0, the opposite behaviour is observed.

The circuit performances are estimated by the end of each iteration, once
convergence has been achieved. Figure 14 shows that the control algorithm needs
six iterations to reach a power supply voltage level of 2.3 V for which one of the
specifications of the MIN mode is no longer respected. In the next iteration, the
control stops with a power supply voltage level of 2.5 V, since the controller uses
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power supply voltage steps of 200 mV (this large value is used here to reduce
simulation time). Table 1 illustrates the evolution of the performances predicted,
and the reduction of power consumption at each level of power supply voltage
(according to Figure 10). For example, the MIN mode with the power supply
controlled at 2.5 V has a power consumption reduction of 54%.

7 Conclusion

This work has presented a new approach for reducing power consumption in
RF devices based on adapting the power supply voltage by means of a logical
control strategy. This strategy relies on embedded sensors, real-time parameter
identification and performance prediction, and makes use of simple on-chip re-
sources. Significant power savings have been demonstrated at the transistor-level
for an RF LNA with different performance modes. The control algorithm can
guarantee the required specifications for each performance mode, despite circuit
parametric deviations due to the manufacturing process or ageing mechanisms.
Current work is aimed at validating this approach in hardware.
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Abstract. This paper presents a low power 2.4-GHz fully integrated 1 MHz 
resolution IEEE 802.15.4 frequency synthesizer designed using 0.18um CMOS 
technology. An integer-N fully programmable divider employs a novel True-
single-phase-clock (TSPC) 47/48 prescaler and a 6 bit P and S counters to 
provide the 1 MHz output with nearly 45% duty cycle.  The PLL uses a series 
quadrature voltage controlled oscillator (S-QVCO) to generate quadrature 
signals. The PLL consumes 3.6 mW of power at 1.8 V supply with the fully 
programmable divider consuming only 600 uW. The S-QVCO consumes 2.8 
mW of power with a phase noise of -122dBc/Hz at 1 MHz offset. 

Keywords: D flip-flop (DFF), Frequency synthesizer, Phase-locked loop 
(PLL), Voltage controlled oscillator (VCO), Dual-modulus prescaler. 

1 Introduction 

Most of the wireless communication standards prior to IEEE 802.15.4/Zigbee were 
tailored towards high data rate and multimedia friendly applications. The need for low 
data rate and low power wireless solutions with emphasis on sensor network 
applications resulted in the development of IEEE 802.15.4 standard. The recent 
development and advanced scaling CMOS technologies have made it more attractive 
to implement a single chip CMOS wireless transceiver featuring both high level of 
integration and low power consumption [1].  

The higher power consumption in the frequency synthesizer is mainly due to the 
VCO and the first stage divider which is driven by the VCO. The 2.4 GHz synthesizer 
reported in [2] with a frequency resolution of 5 MHz consumes a power of 7.85 mW 
at 1.8 V power supply in 0.18 um CMOS technology. Here, the first stage divider is 
designed using current-mode logic (CML) [6] which consumes a large amount of 
power. The synthesizer reported in [3] consumes 2.4 mW at 1.2 V supply in 0.13 um 
CMOS technology. It uses a 16/17 dynamic logic prescaler as first stage divider 
which consumes only 176 uA at 2.5 GHz and the complete divider is designed with 5 
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MHz resolution. Here, the VCO provides only differential phase signals. The 
frequency synthesizer reported in [4] proposes a new spur suppression technique, but 
consumes a power of 18 mW.  Reference [5] provides a synthesizer for IEEE 
802.15.4/Zigbee applications consumes a power of 15 mW in 0.18 um CMOS 
technology. For the popular transceiver’s architecture shown in Fig.1 with direct up-
conversion for the TX and low IF down-conversion, the synthesizer needs to generate 
LO outputs having both I-Q outputs. In this article, an integer-N, low power 2.4 GHz 
frequency synthesizer with quadrature signal generation is proposed. In this design, 
the fully programmable 1 MHz resolution divider is implemented using dynamic logic 
circuits. 

 

Fig. 1. Transceiver architecture  

2 System Specification  

2.1 Frequency Synthesis 

The IEEE 802.15.4 standard has 16 channels, spaced at 5 MHz apart over the 
frequency range from 2405 MHz to 2480 MHz. The synthesizer needs to synthesize 
16 channel selection frequencies with 40-ppm frequency accuracy. If direct 
conversion is used in both the transmitter and receiver, then the 16 channel selection 
frequencies would be from 2405 MHz to 2480 MHz in steps of 5 MHz. If a low IF 
architecture is used for the RX, then the local oscillator frequencies could be different 
from the channel frequencies for both the transmitter and receiver. In order to have 
more flexibility to accommodate channel selections for both kind of architecture, the 
resolution of the divider and reference frequency chosen is 1 MHz which gives a 
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resolution of 1 MHz to the channel selection frequency. For example, if the IF 
frequency is chosen to be 2 MHz, the divider is programmed to have the local 
oscillator frequencies equal to 2403, 2408….2478 MHz or 2407, 2412….2482 MHz. 
For the IEEE 802.15.4 standard, the channel bandwidth is 2 MHz.  

2.2 Phase Noise 

According to [7], the required phase noise at a frequency offset determined by the 
frequency offset of Pint can be calculated by, 
 

( ) ( )( ) 10 log
sig int req

PN dBc Hz P P SNR BW= − − −  (1) 

 
The system simulations in [8] shows that SNRout should be at least 14 dB. Based on 
this value, from (1) the required phase noise at 5 MHz offset and 10 MHz offset 
would be -77dBc/Hz, and -107dBc/Hz respectively. Assuming a margin of 10 dB due 
to non-idealities of the system, the required phase noise at 5 MHz offset and 10 MHz 
offset is -87dBc/Hz and -117dBc/Hz respectively. 

2.3 Spur Rejection  

The IEEE 802.15.4 standard specifies the adjacent channel interference of +0 dB 
(relative to the carrier) at an offset of 5 MHz. The spur suppression requirement for 
the synthesizer can be calculated by [5] 
 

( ) ( )( ) 10 log
sig int req

PN dBc Hz P P SNR BW= − − −  (2) 

 
For the IEEE 802.15.4 standard, the required spur suppression is -14 dBc at 5 MHz 
offset, and -44 dBc at 10 MHz offset. 

2.4 Settling Time 

The IEEE 802.15.4 supports a data rate of 250 Kbps with each symbol consisting of 
4-bits and a symbol rate of 62.5 Ksymbols/sec. The maximum Tx-Rx turn-around 
time is 12 symbol periods, which is equivalent to 192 us. Thus the worst case settling 
time of the synthesizer is estimated to be 192 us. 

The synthesizer is designed to meet all the above specifications with a supply 
voltage of 1.8 V and low power consumption with on-chip filter in RF CMOS 01.8um 
technology. 
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3 Architecture of the Implemented Frequency Synthesizer 

The synthesizer is designed to generate quadrature differential output signals of 1 
MHz resolution over the 2.4 GHz ISM band. The architecture of the frequency 
synthesizer is chosen to be a type-2, fourth order loop using a charge pump as shown 
in Fig.2. The synthesizer consists of a phase-frequency detector (PFD), a charge pump 
(CP), a series Q-VCO, a 3rd order loop filter and a fully programmable 1 MHz 
resolution divider. 

 

Fig. 2. System Level architecture of the implemented 2.4 GHz frequency synthesizer   

Compared to lower order loop, the additional poles provide higher spurious 
filtering, thus reducing the spurs generated by the input reference without 
decreasing the loop bandwidth or increasing the settling time. Since the divider is 
based on dynamic logic circuits whose input is single-phase, only one of the outputs 
of the quad-phase VCO is applied to the divider while the remaining 3 outputs of 
the VCO are connected to the dummy divider loads. Based on the optimization of 
the loop parameters, the loop bandwidth is chosen to at 45 KHz as described in 
section 6. 

4 Fully Programmable 1 MHz Resolution Divider 

The fully programmable 1 MHz resolution divider used in this design is based on the 
pulse-swallow topology shown in Fig.3. The pulse-swallow frequency divider 
consists of a dual-modulus prescaler (DMP), a programmable (P) counter and a 
swallow (S) counter. The dual-modulus prescaler is based on both synchronous and 
asynchronous divider which scales the input frequency to a lower frequency to ease 
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the complexity of asynchronous presettable modulo-P and modulo-S counters. In this 
technique, S input pulses are swallowed in the preceding arrangement such that the 
output period becomes longer by S reference periods. 

   

Fig. 3. Pulse-swallow frequency divider   

In the initial state, the modulus control (MC) signal remains at logic ‘0’ and allows 
the DMP to operate in the divide-by-(N+1) mode and the programmable P-counter 
and swallow S counter are loaded to their initial states. Since P>S, the S-counter 
reaches the final state earlier than P-counter and the end-of-count logic of the S-
counter changes the MC to logic ‘1’ allowing the DMP to switch to divide-by-N mode 
where the P-counter counts the remaining (P-S) input periods of ‘N’. Thus the total 
division ratio is given by  
 

out in inF ((N 1)S N(P S))F (NP S)F= + + − = +  (3) 

 
In this design, the fully programmable divider is constructed using a TSPC [9] 47/48 
(N/N+1) dual-modulus prescaler, a 6-bit programmable P-counter and a 6-bit swallow 
S-counter. 

4.1 A TSPC 47/48 Dual-Modulus Prescaler 

The proposed 47/48 prescaler circuit as shown in Fig.4 is similar to the 32/33 
prescaler reported in [10] except for an additional inverter which is added between the 
output of the NAND2 gate and the control signal (MC) input of the 2/3 prescaler. The 
47/48 prescaler consists of 2/3 prescaler [10], four asynchronous divide-by-2 circuits 
and additional logic gates to control the division ratio between 47 and 48. When 
MC=’0’, the 2/3 prescaler of the 32/33 prescaler in [10] operates in divide-by-3 mode 
whereas the 2/3 prescaler in the proposed 47/48 prescaler operates in divide-by-2 
mode. Thus the inverter swaps the operation modes of the 2/3 prescaler. 
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Fig. 4. Proposed TSPC 47/48 prescaler 

Divide-by-48 operation (MOD=’1’): When the control signal MOD is ‘1’, the output 
of NOR2 in Fig.4 always remains at logic ‘0’ and forces the output of NAND2 to 
logic ‘1’ irrespective of data on Qb1. Since MC is always equal to logic ‘1’ 

( '0 '=MC ), the 2/3 prescaler remains in divide-by-3 mode. The equivalent circuit 
of inverter and the 2/3 prescaler is equal to divide-by-3 counter as shown in Fig.5. 
Thus the 47/48 prescaler operates in divide-by-48 mode when MOD=’1’. Fig.6 shows 
the transient simulations of divide-by-48 mode of operation. If we denote the 
synchronous 2/3 prescaler as M/M+1 and the four asynchronous dividers whose 
division ratio equal to 16 by ‘AD’, the division ratio of the 47/48 prescaler in this 
mode (MOD=’1’) is given by 

 

  

inF 3

 

Fig. 5. Divide-by-48 mode of operation 

48
(AD ) (M 1) MF (16 0) (2 1) 0 2 48MOD MOD= − × + + × − × + + × ==  (4) 
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Fig. 6. Transient simulations of divide-by-48 mode of operation 

Divide-by-47 operation (MOD=’0’): The proposed 47/48 prescaler operates as 
divide-by-47 when MOD=’0’. By using the combination of logic NOR and NAND 
gates, the asynchronous divide-by-16 counter is made to count an extra input clock. In 
the initial state, the 2/3 prescaler will be in divide-by-3 mode (MC=’1’) and the 
asynchronous divide-by16 starts counting the output pulses of 2/3 prescaler from 
“0000” to “1111”. When the asynchronous counter value reaches “1110”, the logic 
signal MC goes low (MC=’0’) and 2/3 prescaler operates in divide-by-2 mode, where 
the asynchronous counter counts an extra input clock pulse. During this operation, the 
2/3 prescaler operates in the divide-by-3 mode for 45 input clock cycles and in the 
divide-2 mode for 2 input clock cycles. The division ratio of the 47/48 prescaler in 
this mode is given by 

 

Fig. 7. Transient simulations of divide-by-47 mode of operation 

The transient simulation of divide-by-47 mode of operation is shown in Fig.7. The 
Post layout simulation results shows that the proposed dual modulus 47/48 prescaler 
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consumes a current of 269.3 uA and 262.8 uA during the divide-by-47 and divide-by-
48 modes respectively and the maximum operating frequency is 4.8 GHz.  

4.2  A Low Power TSPC 2/3 Prescaler [10] 

Fig.8 shows the ultra-low power TSPC 2/3 prescaler reported in [10]. In this design, 
an extra PMOS transistor M1a is connected between the power supply and DFF1 
whose input is the controlled by the logic signal MC. As discussed in the section 
3.6.1, during the divide-by-2 operation, one of the input logic signals MC. During the 
divide-by-2 operation, one of the inputs of second NOR gate is always zero since 
transistor M10 blocks the data at the input of DFF1 to propagate to the output node.  

 

   

Fig. 8. Ultra-low power TSPC 2/3 prescaler [10] 

   

Fig. 9. Divide-by-2 operation of the ultra-low power TSPC 2/3 prescaler [10] 
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In this design, when the control logic signal MC is ‘1’ during the divide-by-2 
mode, the PMOS transistor M1a is turned-off and DFF1 is disconnected from the 
power supply. Fig.9 shows the simplified schematic of the 2/3 prescaler in the 
divide-by-2 mode of operation. Even though M10 is always turned-on, the source of 
M7 is at virtual ground and short-circuit power is completely avoided. Even if the 
output ‘Qb’ switches continuously, the nodes S1 and S2 and S3 always remain at 
logic ‘0’ and thus the switching activities are blocked in DFF1 resulting in zero 
switching power. 

The ultra-low power 2/3 prescaler is fabricated using the chartered 1P6M 0.18 um 
CMOS process and the PMOS and NMOS transistor sizes are fixed to 3 um/0.18 um, 
2 um/0.18 um respectively. On-wafer measurements are carried out using an 8 inch 
RF probe station. The input signal for the measurement is provided by the 83650B 10 
MHZ-50 GHz HP signal generator and the output signals are captured by the Lecroy 
Wave master 8600A 6G oscilloscope. 

 

         

Fig. 10. Die photograph of the ultra-low power TSPC 2/3 prescaler 

Fig.10 shows the die photograph of ultra-low power TSPC 2/3 prescaler fabricated in 
Global foundries 0.18um CMOS technology. The measured maximum operating 
frequency of 2/3 prescaler is 4.9 GHz. The power consumption of the 2/3 prescaler 
during the divide-by-2 and divide-by-3 modes is 0.6 mW, 0.922 mW respectively, when 
the input frequency is 4.8 GHz. Fig.11 shows the measured output waveforms of the 2/3 
prescaler at 4.8 GHz during the divide-by-2 and divide-by-3 modes of operation. 

4.3 Programmable P-Counter 

The 6 bit programmable P-counter used in the design of fully programmable divider is 
shown in Fig. 12. It consists of proposed 6 asynchronous reloadable bit-cells [11], a 
NOR-embedded DFF [12] and an end-of-count (EOC) detector with reload circuit. 
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Here, bit P6 and P5 are always at logic '1' and bit P4 at logic '0' to have a 
programmable values of 51 and 52. By choosing a fixed value of 51 and 52, the 
swallow S-counter is programmed in steps of one-bit to provide a division ratio from 
2400 to 2484 with 1 MHz resolution. 

 

Fig. 11. Measured waveforms of the proposed prescaler at 4.8 GHz (a) divide-by-2 mode,  
(b) divide-by-3 mode 

In this design, the state Q6Q5Q4Q3Q2Q1=”000010” is detected by the EOC logic 
circuit. As soon as the state “0000010” is reached, the signals A and B go low after a 
delay introduced by the logic gates which is assumed to be less than half of the input 
clock cycle. However, the output of the embedded-NOR gate is latched to output only 
at the next rising edge of clock after the state “0000001” is reached. This output “LD” 
signal will initialize the P and S counters and the counting process continues. If the 
state “0000001” is chosen to detect, then it results in the undercounting due to the 
delays. 
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Fig. 12. A 6-bit Programmable P-counter with EOC logic circuit 
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Fig. 13. A 6-bit Swallow S-counter with EOC logic circuit 
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4.4  Swallow S-Counter 

The 6 bit swallow S-counter used in the fully programmable divider is shown in  
Fig. 13. It consists of proposed 6 asynchronous reloadable bit-cells, a NOR-embedded 
DFF [12] and an end-of-count (EOC) detector with reload circuit. Here the state 
Q6Q5Q4Q3Q2=”000000” is detected by the EOC logic circuit. The S-counter in this 
programmable divider can be programmed from 0-47 in steps of 1 for a fixed value of 
the P-counter. 

Since the counter is asynchronous and based on the ring topology, the complementary 
output of the first DFF is fed as the clock signal to the input of next flip-flop. In the initial 
state, all the reloadable FF’s are loaded by the programmable value set by pins S1-S6. In 
the S-counter all states from 0-47 are usable and adjustable in steps of 1 to obtain a 
resolution of 1MHz. Once the counter is triggered by the output of the prescaler, the  
S-counter starts down counting till the final state is reached, which is detected by the 
EOC logic circuit and the MOD signal goes high until the P-counter finishes its counting. 
Since the value of ‘P’ is always greater than value of ‘S’ in pulse-swallow divider, the  
S-counter remains idle for a period of (P-S)*N clock cycles.  

       

 

Fig. 14. Reloadable TSPC DFF for S-counter 

The signal MOD goes high only when the outputs of all the reloadable DFF in the 
S-counter go low and remain in the same state until the LD signal from the P-counter 
goes high. The state where MOD remains at logic high indicate the S-counter has 
finished counting. The S-counter cannot use the EOC logic circuit of the P-counter 
since MOD has to remain high until the P-counter reaches the state “0000010” when 
the LD signal goes high for one clock cycle. Moreover in the S-counter, all zero state 
is detected by EOC circuit unlike in the P-counter. 

Fig.14 shows the schematic of an improved reloadable TSPC DFF used in the 
design of 6-bit S-counter. This reload DFF is similar to the reloadable DFF used in 
the design of P-counter [11]. However, the reloadable DFF for the S-counter needs an 
extra logic function MOD to be incorporated. When MOD goes high, the S-counter 
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remains idle for a period of N*(P-S) clock cycles and the reloadable DFF of the S-
counter consumes some switching power. In the improved design, transistors M6 and 
M7 are added to reduce the switching activities in the reloadable DFF. When the state 
“0000” is reached, MOD goes high, M6 is turned-on and M7 is turned-off such that 
node S1 and S2 remain at logic ‘0’ for the remaining N*(P-S) clock cycles until LD 
becomes high. During this period, since LD=’0’, the right hand side portion of the 
circuit is de-activated similar to the reloadable DFF reported in [11]. Thus there is no 
switching activity at any node during the idle state of the S-counter and switching 
power is saved for a period of N*(P-S) clock cycles. 

Table 1. Operation of the Reloadable DFF of the S-counter  

MOD Load (LD) Programmable Input (PI) Output (Q) 
1 X X 1 

0 0 0 CLK/2 
0 0 1 CLK/2 

0 1 0 0 
0 1 1 1 

 
In other conditions, the operation of the improved reloadable DFF for S-counter is 

similar to the operation of the reloadable DFF used for the P-counter described in 
previous section. Table 1 shows the operation of reloadable DFF used in the S-
counter. In this design, the P-counter is programmable from 51to 52 (P1 and P2 are 
only programmable) and the S-counter is programmable from 0 to 47 (S1 to S6) in 
steps of 1 to accommodate division ratios from 2400 to 2484. The frequency division 
(FD) performed by the programmable divider is given by,  

  

Fig. 15. Post layout results of the fully programmable divider with 2400 division ratio 
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(( 1) ( )) (( 1) )FD N S N P S N P S= × + + × − = + × −  (5) 

 
The fully programmable divider at 2.4 GHz consumes a power of 0.6 mW. Fig. 15 
shows the post layout results of the fully programmable divider at 2.4 GHz with 1 
MHz output signal of the divider having nearly 45% duty cycle. The P and S 
counter’s programmable value for the division ratios between 2400-2484 is shown in 
Table 2. 

Table 2. Programmable values of the programmable counters  

Frequency 
division ratio 

Prescaler 
(N/N+1) 

Programmable-counter 
(P) 

Swallow 
counter (S) 

2400-2448 N=47 P=51 S=0-47 

2449-2484 N=47 P=52 S=14-47 

5 Quadrature Voltage-Controlled Oscillator (QVCO) 

The VCO implemented in this design is a series quadrature VCO (S-QVCO) and its 
schematic is shown in Fig.16. The S-QVCO has been proven to eliminate the trade-off 
 

    

Fig. 16. Schematic of the implemented Q-VCO 
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between phase noise and I/Q mismatch [13]. Therefore, the design can be optimized 
for phase noise performance, while keeping I/Q mismatch low. Compare to the 
parallel QVCO, the coupling transistors NM3-NM4 and NM7-NM8 are in series with 
the switching transistors NM1-NM2 and NM5-NM6. Hence the tail current for the 
coupling transistor is removed and the S-QVCO consumes less power. 

 

 

Fig. 17. a) Quadrature signals of S-QVCO b) Phase noise 

 

Fig. 18. a) die photograph of S-QVCO b) I/Q signal 
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The current –reuse technique is used to further reduce the current consumption of the 
S-QVCO by adding cross-coupled PMOS transistors on top of the cross-coupled 
NMOS transistors. Open-drain transistors are added to the output nodes of the S-
QVCO to serve as the buffer to the testing equipment. The gain of the S-QVCO from 
post layout results is 280 MHz/V and Fig. 17 shows the quadrature output signals and 
phase noise of the S-QVCO. The S-QVCO has phase noise of -122.4dBc/Hz at 1 
MHz. The 2/3 prescaler is directly driven by the S-QVCO and it requires input signal 
with smaller amplitude for low power consumption. Thus S-QVCO bias current can 
be reduced to provide smaller amplitude which in turn reduces the power 
consumption of S-QVCO. 

The measured phase noise is -122dBc/Hz at 1 MHz offset as shown in Fig.19 and 
the output signal amplitude is around 300 mV. The total power consumption of the  
S-QVCO is 2.7 mW at 1.8 V power supply. A widely used figure of merit (FOM) for 
the VCO is defined as [14] 
 

{ } 20 log( ) 20 log( )
1

o DC

offset

offset

f P
FOM L f

f mW
= − +  (6) 

 

Where { }offset
L f is the measured phase-noise at offset frequency foffset from the carrier 

frequency fo. PDC is VCO power consumption in mW. Table 3 summarizes the 
performance of the S-QVCO. 
 

 

Fig. 19. Measured phase noise of the S-QVCO 
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Table 3. Performance of S-QVCO  

Parameters This Design 
Power supply 1.8V 
Technology RF CMOS 0.18um 
Frequency 2.2 -2.7 GHz 
Tuning range 20.4% 
VCO gain (KVCO) 414 MHz/V 
Phase Noise -122 dBc/Hz @ 1 MHz offset 

Output amplitude 300 mV  
I/Q phase difference 90.2º 
Power consumption 2.88 mW 
FOM --177.4 

6 Phase Frequency Detector (PFD) and Charge Pump (CP) 

The PFD used in this design is a conventional NAND based circuit [15] as shown in 
Fig.20 which consists of two TSPC DFF registers, a AND gate. A certain amount of 
delay is introduced after the AND gate before resetting the DFF to keep the pulse 
width of UP and DN signals finite so as to eliminate the problem caused by dead 
zone. The half-transparent DFF reported in [12] is implemented as the DFF register in 
this design. The dead-zone removal pulse is of 11ns, which is sufficient to turn-on UP 
and DN switches of the charge pump during the locked condition.  
 

          

Fig. 20. Phase frequency detector (PFD) 

The schematic of the charge pump used in the design of PLL synthesizer is shown 
in Fig.21. The charge pump circuit consists of two input differential pairs M1-M2 and 
M3-M4 which act as the switches, two current sources M5 and M6 supply stable 
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current to the differential switches, a pump-up sub circuit formed by M7 and M12 
outputs the charge current Icharge and a pump-down sub-circuit formed by M8, M9, M10 
and M11which helps to discharge the current Idischarge. 

 

Fig. 21. Implemented Charge pump 

Case-I: UP=’1’ and DN=’0’. When the UP signal is high (UP=’1’) and the DN signal 
is low (DN=’0’), M4 is turned-off, M2 is turned-on which switches on the pump-up 
sub-circuit. Hence the charging current Icharge flows through M12 charging up the loop 
filter. Since M4 is turned-off, the pump-down sub-circuit is turned-off and no 
discharge current Idischarge current flows in M11.  

 

Fig. 22. Charging current from charge pump when UP is high and DN is low 
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Case-II: UP=’0’ and DN=’1’. When the UP signal is low (UP=’0’) and the DN 
signal is high (DN=’1’), M2 is turned-off, M4 is turned-on which switches on the 
pump-down sub-circuit. Hence the discharging current Idischarge flows through M11 to 
the ground discharging the loop filter. Since M2 is turned-off, the pump-up sub-circuit 
is turned-off and no charge current Icharge current flows in M12. Fig.22 and Fig.23 
shows the simulated DC simulations of UP and DN currents of the charge pump. 

 

     

Fig. 23. Discharging current from charge pump when UP is low and DN is high 

 

Fig. 24. Mismatch current from charge pump when UP and DN are high 
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Case-III: UP=’1’ and DN=’1’. When both the UP and DN signals are driven high 
(UP=’1’ and DN=’1’), both M4 and M2 are turned-on and switch on both the pump-up 
and pump-down sub-circuits allowing the currents to steer through M11 and M12. If 
both charging (Icharge) and discharging (Idischarge) currents are equal, the charge stored 
on the loop filter remains same and doesn’t affect the control voltage at the input of 
VCO. However, there exists a mismatch between charging and discharging current 
due to the mismatch of devices M11 and M12, and a net current of (Icharge -Idischarge) 
leaks in to the loop filter and alters the control voltage.    

In this design, both the differential switches M1-M2 and M3-M4 are implemented by 
NMOS transistors to avoid the switching mismatches. To have precise matching in 
the charging and discharging currents, the length of the output stage transistors are 
kept high to increase the output impedance. Here the charge pump current chosen is 
25 uA. Fig.24 shows the mismatch between the UP and down currents and the 
average mismatch current is around 1.4 uA.  

7 Loop Filter Design 

The loop filter used in this design is 3rd order as shown in Fig. 25. The loop filter 
parameters are imposed by the system level performance specifications such as 
settling time, phase noise and spur suppression. Initially a 2nd order filter is designed 
and later a RC low-pass section is added to improve the spurs and reduce the ripples 
on control voltage. The reference frequency used in this design is 1 MHz. The 2nd 
order filter is assumed to be a critically damped system ( 1ξ = ) with a loop 

bandwidth (
c

f ) of 45 KHz to satisfy the Gardner's stability criterion [16]. For an 

optimal stability, for a passive second order filter, the relation between unity gain 

cross-over frequency ( cω ) and natural frequency (
n

ω ) is given by [17] 

       

Fig. 25. 3rd order loop filter 
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2c nξω ω=  (7) 

Since the damping factor is equal to unity, the natural frequency ( nf ) is found to be 22.5 

KHz. For a charge pump PLL with 2nd order loop filter and damping factor ξ =1, the 

relation between zero frequency ( 1zf ) and cross-over frequency ( cf ) is given by [5]  

2 2 2

1

( ) ( )
4

2
Z

cp cvcoK I R C R

N

f

fπ

×
= =  (8) 

Similarly, the relation between pole frequency ( 1pf ) and cross-over frequency ( cf ) 

is given by  

2 2 2

1 2 1

1

( ) ( ) 16
4 2 (16 ) 4

2
P

P

cp c
c c

vcoK I R C R
C R

N

f
f f f

f
π

π

× ×
= = × = ⇒ =  (9) 

Based on (9) and (10), the zero frequency and pole frequency are 11.25 KHz and 180 
KHz respectively. The phase margin is given as 

1 1 1 1 0

1

1 1
tan ( ) tan ( ) tan (4) tan ( ) 61.92

4
z

pc

c

ff

f f
φ − − − −= − = − =  (10) 

With a charge pump current of 25 uA (
cp

I ), VCO gain (
vco

K ) of 414MHz/V and 

division ratio (N) of 2450, the values of
2

R ,
2

C  and 
1

C are calculated as, 

22 207
2 (2 )

cp vco

n

I K
C pF

N fπ π

×
= =

× ×
 (11) 

 

2

1 2

1
78.5

2 z

R k
f Cπ

= = Ω
× ×

 (12) 

 

2
1 12.9

16

C
C pF= =

 
(13) 
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The open loop PLL with a 2nd order loop filter is simulated in Matlab and Fig.26 
shows the root locus plot of the open loop PLL. Fig.27 shows the simulated Bode 
diagram of the open loop PLL where the phase margin is around 62. Fig.28 shows the 
open loop gain and phase margin 

 

Fig. 26. Root locus of open loop PLL with 2nd order filter 

 

Fig. 27. Bode plot with 2nd order filter 
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Fig. 28. Open loop response of PLL 

 

 

Fig. 29. Closed loop gain of PLL 
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Fig. 30. Step response of the closed loop PLL 

Fig. 29 and Fig.30 shows the closed loop gain and step response of the PLL. An 
additional RC low pass section is added to reduce the amount of reference spurs at the 
cost of reduced phase margin and increased settling time. The additional RC low pass 
section is added to the 2nd order filter such that the phase margin won’t reduce to 
lesser value than 55 degrees. With additional RC section, damping factor reduces to 

slightly less than 1. The value of 
3

R and 
3

C  are found to be 98.9 Kohms and 3.75 pF 

respectively. With frequency accuracy of 40 ppm, the calculated settling time is 
48 μ s, which is nearly four times less than the required settling time for IEEE 

802.15.4 standard (192 μ s). 

            

Fig. 31. Layout of 2.4 GHz frequency synthesizer with testing pads 
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The layout of the fully programmable 2.4 GHz synthesizer with on-chip 3rd order 
loop filter and testing pads is shown in Fig. 31. The synthesizer occupies an area of 

1.4*1.2 2mm with testing pads and the core area is 0.95*0.9 2mm . The simulations are 
performed using Cadence SPECTRE RF for a 0.18um CMOS process. The settling 
time for the synthesizer is around 58 μ s which is 4 times lesser than the value 

required by IEEE 802.15.4 standard. 
 

    

Fig. 32. Settling behavior of the implemented frequency synthesizer 

   

Fig. 33. Settling behavior of synthesizer with change of N from 2400 to 2496 
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Fig.32 shows the settling behavior of the synthesizer for fixed channel which 
shows the settling time is around 58 us. Fig.33 shows the settling behavior of the 
synthesizer when the division ratio is changed from 2400 to 2496. The implemented 
fully programmable 1 MHz resolution frequency synthesizer consumes 3.6 mW (2 
mA) from a power supply of 1.8 V, which is significantly lesser than the synthesizers 
reported in literature implemented with dynamic logic dividers. 

8 Measured Results 

For silicon verification, the proposed fully programmable 2.4 GHz frequency 
synthesizer is fabricated using the chartered 1P6M 0.18 um CMOS process. Fig.34 
shows the die photograph of the implemented 2.4 GHz frequency synthesizer. On-
wafer measurements are carried out using an 8 inch RF probe station. The input signal 
for the measurement is provided by the Agilent 33120A arbitrary signal generator and 
the output signals are captured by the Lecroy Wave master 8600A 6G oscilloscope. 
The output spectrum and phase noise of the synthesizer is measured using the Agilent 
E4407B 9 kHz-26.5 GHz spectrum analyzer. Fig.35 shows the measured output 
spectrum of the PLL. 

 

     

Fig. 34. Die photograph of 2.4 GHz PLL frequency synthesizer 
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Fig. 35. Measured PLL output spectrum 

  

Fig. 36. Measured I/Q signal at PLL output 

The VCO tuning range is from 2.369 GHz-2.692 GHz (323 MHz) and output 
amplitude is around 300 mV as shown in Fig.36. The power consumption of S-QVCO 
is 2.9 mW. The measured ripples on the control voltage is around 1 mV and power 
consumption of divider , charge pump other blocks is around 0.9 mW. Fig.37 shows 
the 1 MHz output from the fully programmable divider whose duty cycle is around 
 



 A 1.8-V 3.6-mW 2.4-GHz Fully Integrated CMOS Frequency Synthesizer 97 

 43%. The phase noise of the PLL is -111.4dBc/Hz at 1 MHz offset as shown in 
Fig.38. The performance of the implemented low power 2.4 GHz frequency 
synthesizer is analyzed in Table 4. 

 

  

Fig. 37. Measured 1 MHz output of the divider 

 

Fig. 38. Measured PLL output phase noise 
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Table 4. State of Art Synthesizer Comparison 

Reference [4] [5] [18] [19] This 
work 

Process 0.25um  0.18um 0.18 um 0.2 um 
CMOS/SOI 

0.18 um 

Channel 

spacing 
1 MHZ 5 MHZ 3 MHZ  1 MHZ 1 MHZ 

Frequency 
Range (GHz) 

2.4-2.527 

 
2.29-2.64 2.44-2.47 

 
2.4 2.2-2.5 

Loop filter On- chip On- chip On- chip Off- chip On- chip 

Phase noise 
(dBc/Hz) -112 

@1 MHz 

 
-130 
@10MHz 

-112 
@1 MHz 

 
-104 
@1MHz 

-111.4 
@1MHz 

Settling time 60 us 55 us 500 us 600 us 35us 

Power 
consumption 

20 mW 
at 2.5V 

15 mW at 
3 V  

8.2 mW 
at 1.8V 

17 mW  
at 1 V  

4.9mW 
at 1.8V 

 

9 Conclusion 

In this paper, a fully integrated 1 MHz resolution 2.4 GHz CMOS frequency 
synthesizer for IEEE 802.15.4 standard is designed using Global foundries 0.18 um 
CMOS technology is presented. A new 47/48 dual-modulus prescaler based on true-
single phase clock is proposed along with the improved reloadable DFF for the 
swallow S-counter. The fully programmable divider only consumes 600 uW which is 
very compared to the fully programmable dividers reported in literature. The 
measured tuning range of the S-QVCO is 2.369 GHz-2.692 GHz and the output 
amplitude is 300 mV, which is sufficient to drive the divider. The phase noise of the 
PLL is -111.4dBc/Hz at 1 MHz offset and the total power consumption of the 
synthesizer is 3.8 mW. 

Acknowledgments. The authors would also like to acknowledge the help of W. M. 
Lim, and T. S. Wong, Nanyang Technological University, Singapore, in the on-wafer 
measurement.  
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Abstract. This paper addresses complexity issues at algorithmic and
architectural level of digital baseband receiver ASIC design for the stan-
dards GSM/GPRS/EDGE, in order to reduce power consumption and
die area as desired for cellular applications. To this end, the hardware
implementation of a channel shortening pre-filter combined with a de-
layed decision-feedback sequence estimator (DFSE) for channel equal-
ization is described. The digital receiver back-end including a flexible
Viterbi decoder implementation is presented and hardware savings that
can be achieved by using hard-decisions are discussed. Design trade-offs
are highlighted to prove the efficiency of the implemented 2.5G multi-
mode architecture. The ASIC in 0.13 μm CMOS technology occupies
1.0 mm2 and dissipates only 1.3 mW in fastest EDGE data transmission
mode.

Keywords: Mobile communication, GSM, EDGE, baseband, pre-filter,
Levinson, equalizer, DFSE, Viterbi decoder, low-power, ASIC, VLSI.

1 Introduction

Cellular wireless communications has changed our lives in the past 20 years.
Today, with 3.5 billion subscribers [1] the far most important cellular communi-
cation system GSM is used by all sorts of people all around the world. Simple 2G
data communication is possible with the standard extension GPRS, but good
user experience during wireless web-browsing and other non-voice applications
can only be achieved since 2.5G EDGE data-services have been introduced.

EDGE increases 2G peak data rates to 240 kbps, mainly due to a higher mod-
ulation order (8PSK) and stronger channel coding. The symbol rate of 270 kbps
is identical with basic GSM, but 8PSK modulation improves the spectral effi-
ciency, which comes at the cost of receiver complexity. Especially channel equal-
ization and symbol demodulation is a challenging task in EDGE, and requires

J.L. Ayala, D. Atienza, and R. Reis (Eds.): VLSI-SoC 2010, IFIP AICT 373, pp. 100–127, 2012.
© IFIP International Federation for Information Processing 2012
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sophisticated low-complexity solutions to preserve the power-advantage and cost-
advantage of 2G receivers. Although basic GSM can be implemented on advanced
signal processors with tolerable power-levels today, EDGE requires efficient ASIC
accelerators to reduce the power consumption to the required level in modern
cellular phones.

In basic GSM with GMSK modulation typically the (optimum) Maximum-
Likelihood Sequence-Estimator (MLSE) is used for channel equalization and de-
modulation. The complexity of an MLSE algorithm for 8PSK signals, however,
would even exceed what can be implemented on ASICs. Therefore, in recent
years a lot of work on channel equalization for EDGE has been performed. It
has been shown that sub-optimum variants of the MLSE algorithm with ac-
ceptable computational complexity, like reduced-state sequence estimation [2] or
decision-feedback sequence estimation [3], are suitable for channel equalization
of 8PSK modulated EDGE signals (e.g., [4,5]). Turbo equalization has also been
discussed [6] and proposed as a solution for EDGE [7]. However, all these ex-
plorations are simulation-based system analyses where implementation aspects
and crucial design metrics like power consumption are not considered. Further,
a practical multi-mode solution supporting GMSK as well as 8PSK modulation
has not been treated so far.

This work describes the design of a low-power and low-cost digital baseband
receiver for GSM/GPRS/EDGE with focus on the most challenging block, the
channel equalization. The entire receiver chain has been mapped to dedicated
hardware in order to achieve best design metrics. Hardware realizations for key
components of the receiver ASIC realization have been optimized to provide
the flexibility required for the specified modulation types and coding schemes.
Costly hardware resources are shared to keep the silicon area low, and algorith-
mic/architectural optimizations have been applied to achieve very low power
consumption.

1.1 Outline

The paper is organized as follows. In Section 2 the GSM baseband transmitter
and channel model are introduced. In Section 3 the high-level architecture of
the receiver ASIC realized in this work is presented. Section 4 describes the
implemented channel equalizer solution in detail. In Section 5 the implemented
channel decoder solution is explained together with an analysis of the impact
of hard-/soft-decision equalizer outputs on receiver implementation complexity.
Measurement results and key figures of the receiver ASIC implementation are
presented in Section 6. The paper is concluded in Section 7.

2 System Overview

Fig. 1 shows the GSM/EDGE baseband transceiver system model used in this
work. On the transmitter side the input data is first encoded with a convolutional
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TS

Burst
Interleaving

Fig. 1. System model of the GSM/EDGE baseband transceiver model

encoder (rate 1/2 for GSM/GPRS or rate 1/3 for the coding schemes specified
for EDGE). Then, selected bits are removed in the puncturing unit to adjust
the code rate as required for the specific transmission mode. After that, the
order of bits is scrambled in the block interleaver to distribute radio blocks of
up to 1184 bits across 4 or 8 bursts1. The resulting bits (information bits) are
mapped in interleaved order on bursts with a length of 156.25 symbols (3 bits per
symbol in 8PSK mode), which includes fixed tail bits for channel equalization,
a fixed training sequence (TS) for channel estimation and a guard period2 as
shown in Fig. 2. Finally, in the symbol mapper and pulse shaping filter the
bursts are GMSK or 8PSK modulated with a symbol period of Ts = 3.69 μs as
1 Depending on the specific modulation and coding scheme the bits can be interleaved

over 4 or 8 bursts [8].
2 The guard period of 8.25 symbols ensures that subsequent bursts do not interfere

with each other due to inter-symbol interference.
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specified [9]. Typically the bursts are transmitted every 8 time slots as indicated
in Fig. 2 according to the time division multiple access scheme defined for GSM,
and the remaining 7 slots are reserved for other users. However, several slots can
be reserved for data traffic of a single user in high-speed EDGE data transmission
modes.

1 2 3 4 5 6 7 8

Information Symbols
58

Information Symbols
58

TS
26

TB1
3

TB2
3

GP
8.25

1 time slot = 156.25 symbols (0.577ms)

1 TDMA time frame

1 2 3 4 5 6 ...... 7 8

 = 8 time slots (4.615ms)

TB: Tail Bits         TS: Training Sequence        GP: Guard Period

stealing flags

Fig. 2. Time division multiple access and the normal burst in GSM

The bursts are submitted through a multipath communication channel with
additive white Gaussian noise (AWGN). The GSM test channel profiles [10] have
a delay spread of up to 5 Ts, causing considerable inter symbol interference (ISI).
Even more ISI is introduced by the system itself, because the GSM channel
bandwidth of 200 kHz is significantly lower than the symbol rate. Therefore,
an overall communication channel with a delay spread of up to 8 Ts has to be
considered when removing ISI in the receiver with the channel equalizer.

3 Digital Baseband Receiver

The complete receive chain shown in Fig. 1 has been implemented in our ASIC.
As indicated in the corresponding simplified block-diagram (Fig. 3) two 2.5 kb
RAMs allow the buffering of up to 2 GSM bursts, each comprising the in-phase
and quadrature-phase component of 156 symbols. Each time a new GSM burst
has been received the channel impulse response (CIR) is estimated with the
training sequence by using the Least Squares technique [11]. The ISI of unknown
data symbols adjacent to the training sequence causes estimation errors when
considering all 26 symbols of TS. In our implementation only the central 16
symbols of TS are used to estimate the CIR. Since linear 8PSK modulation can
be realized with simple FIR filtering in the transmitter, the CIR of the overall
communication channel including the pulse shaping filter can be estimated at
the receiver (cf., Fig. 1). In (non-linear) GMSK instead, the signal is modulated
indirectly by filtering and accumulating the phase. Hence, the transmitter pulse
shaping cannot simply be included in the estimated CIR.



104 C. Benkeser and Q. Huang

ch
an

ne
l

es
tim

at
io

n

pr
e-

fil
te

r
co

ef
fic

ie
nt

s
co

m
pu

ta
tio

n

ch
an

ne
l

eq
ua

liz
at

io
n

in
pu

t
bu

ffe
rin

g
pr

e-
fil

te
rin

g

R
A

M

ch
an

ne
l

de
co

di
ng

fle
xi

bl
e

64
-s

ta
te

V
ite

rb
i

de
co

de
r

F
IR

pr
e-

fil
te

r
R

A
M

8-
st

at
e 

D
F

S
E

fo
r 

G
S

M
K

an
d 

8P
S

K

Le
as

t-
S

qu
ar

es
es

tim
at

or

R
A

M

co
m

pl
ex

-v
al

ue
d 

si
gn

al
s

bi
t-

st
re

am
m

em
or

y 
ad

dr
es

s 
si

gn
al

R
A

M

T
S

C
IR

co
nf

ig
ur

at
io

n
of

 1
5 

di
ffe

re
nt

m
od

ul
at

io
n 

an
d

co
di

ng
 s

ch
em

es

co
nf

ig
ur

at
io

n

de
co

de
d

de
-in

te
rle

av
in

g 
an

d 
de

-p
un

ct
ur

in
g

ad
dr

es
s

ge
ne

ra
to

r
ad

dr
es

s
ge

ne
ra

to
r

ad
dr

es
s

ge
ne

ra
to

r

R
A

M

de
-in

te
rle

av
er

m
em

or
y

ch
an

ne
l d

ec
od

er
in

pu
t m

em
or

y

bi
ts

re
ce

iv
ed

sa
m

pl
es

fil
te

re
d 

C
IR

F
ig

.3
.
G

SM
/E

D
G

E
re

ce
iv

er
A

SI
C

bl
oc

k
di

ag
ra

m



Design and Optimization of a Digital Baseband Receiver ASIC 105

Channel equalization and demodulation are performed in our receiver im-
plementation with the combination of a minimum-phase FIR pre-filter and a
Decision-Feedback Sequence Estimator (DFSE) which are explained in detail
in Section 4. The pre-filter coefficients computed with the estimated CIR are
buffered to be used to filter the CIR and the stream of received samples. These
are fed into the DFSE for channel equalization and demodulation.

High-speed EDGE transmission modes require continuous burst reception, be-
cause more than one burst can be allocated to a specific user in each time frame.
Therefore, the demodulation of each burst has to be finished in one burst period
of Tb = 577 μs. When a radio block (4 or 8 bursts) has been demodulated, the de-
interleaver can begin to reorder the bits. Both, burst and block de-interleaving
are performed by generating the specific RAM addresses for writing to and read-
ing from the de-interleaver memory. The de-puncturing unit introduces zeros (no
a-priori information on the demodulated symbol) into the data stream to provide
data blocks to the channel decoder with the correct code rate. A flexible Viterbi
decoder for trellises with up to 64 states has been implemented to support 15
specified coding schemes. The channel decoder processes all branches in parallel
to keep the receiver latency low.

4 A Combined Pre-filter and DFSE Solution

In an MLSE, as can be used for optimum equalization in GSM, all possible sym-
bol combinations of length L that could have been transmitted are generated as
reference symbol sequences. These sequences are modulated and convolved with
the CIR to emulate the effect of ISI. The resulting reference signals are compared
with the received samples to generate branch metrics which are a measure for
the likelihood that the specific symbol sequence has been transmitted, given the
received signal. The branch metrics are used by the Viterbi algorithm in a trellis
diagram to find the most probable transmitted symbols. Contrary to implemen-
tations of Viterbi decoders, the branch metric generation is the most challenging
part in an MLSE. The computational complexity can be characterized with the
number of trellis branches B = ML to be processed, where M denotes the mod-
ulation order (alphabet size) with M = 1 for GMSK and M = 3 for 8PSK. The
length of the reference symbol sequences L defines the maximum tap delay (delay
spread) in the channel profile that is considered in the equalization. The storage
requirements are defined by the number of states in each trellis stage according
to S = ML−1. When considering the impact of 7 previously transmitted sym-
bols, i.e. L = 8, as required for GSM (cf., Section 2), the MLSE trellis is large
in the GMSK case, and even beyond what can be realized with any hardware
platform when processing 8PSK signals.

Contrary to the MLSE algorithm, in the DFSE not all possible symbol com-
binations of the reference sequence are used for the comparison with the re-
ceived samples. Decisions of the Viterbi algorithm on previous symbols, so-called
per-survivor estimates, are taken as fixed assumptions to reduce the number of
branch metrics to be computed. Only the permutations of the first D symbols are
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considered as separate state transitions in the trellis, which reduces the number
of branches to be processed to B = MD and the required number of trellis states
to S = MD−1. Therefore, the taps of the CIR which correspond to these first
D symbols have greatest impact on the equalizer performance. In channels with
strong delayed taps and comparably weak main taps, correct symbol demodu-
lation can be difficult or even impossible for the DFSE algorithm. Therefore,
minimum-phase pre-filtering is required to transform such channels into chan-
nels better suited for the DFSE. Such a pre-filter concentrates the energy of the
channel taps in the front, in order to maximize the impact of the first D symbols
during equalization, thus improving the DFSE performance (cf., Fig. 4).

t0 t1 t2 t3 t4 t5 t6 t7

s0 s1 s2 s3 s4 s5 s6 s7

t0 t1 t2 t3 t4 t5 t6 t7

channel profile not
suitable for DFSE

filtered
CIR concentration of tap energy

in the front of CIR

pre-filtering

CIR

’MLSE’ fixed assumptions
symbol

sequence
(L=8/D=2)

Fig. 4. The concept of pre-filtering required for the DFSE

Simulations have shown that, depending on the channel profile, varying D
from 2 to 4 brings a maximum performance gain of 1.6 dB in terms of SNR
required to achieve an uncoded DFSE bit error-rate (BER) of 10−3 with both
GMSK and 8PSK modulated signals. The simulation results for the specified
Hilly Terrain (HT) channel [10] profile for different DFSE configurations with
pre-filtering are shown in Fig. 5. As can be seen increasing D from 2 to 4 improves
the performance in this case by only 0.9 dB and 0.6 dB for GMSK and 8PSK
modulated signals respectively. Almost optimum (MLSE) performance can be
achieved with D = 4. Further increasing of D introduces additional complexity
without a noticeable performance gain.

Instead, the impact of the pre-filter can be dramatic. The uncoded BER of
demodulated 8PSK signals, impaired by the HT channel are shown in Fig. 6.
Different filter orders p for the pre-filter in front of a DFSE with D = 2 have been
simulated. As can be seen, without pre-filtering the symbol sequence cannot be
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Fig. 5. Uncoded BER of GMSK and 8PSK modulated signals after pre-filtering with
pre-filter order p = 32 and D = {2, 3, 4}. The specified Hilly Terrain (HT) channel
profile (no vehicle speed) has been used for the simulations

equalized with a DFSE properly. A pre-filter order p of only 16 causes the curves
to saturate at a BER≥ 10−3, whereas the BER does not improve significantly
with increasing the filter order beyond 32.

The most critical parts of our GSM/EDGE channel equalizer solution, i.e.,
the matrix inversion for the pre-filter coefficients computation and the DFSE
realization, are described in detail in the following.

4.1 Pre-filter Implementation

A suitable pre-filter transforms the CIR to its minimum-phase equivalent, where
the energy of the first filter taps is maximum compared to the impulse response
of all other causal and stable filters with the same magnitude response [12, 13].
Such pre-filtering can be realized with a hardware-friendly FIR filter, however,
the computation of the corresponding pre-filter coefficients is costly. Hence, a
thorough complexity analysis of techniques for the generation of these filter
coefficients is required.

In order to be able to make a fair comparison between algorithms, we have
implemented the Linear Prediction (LP) method [14] and performed floating-
point simulations for a filter order of p = 32 with our framework. Then, the
MMSE-DFE [12] and cepstrum method [15] (recently proposed for GSM/EDGE
in [16]) have been implemented, and the parameters have been optimized, such
that these algorithms provide the same BER performance at certain SNR points
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Fig. 6. Uncoded BER of 8PSK modulated signals after pre-filtering and channel equal-
ization with DFSE (D = 2) with variable pre-filter order p. The specified Hilly Ter-
rain (HT) channel profile (no vehicle speed) has been used for the simulations

as the simulations with the LP method. It has been shown, that the cepstrum
(MMSE-DFE) method requires p = 32 and p = 24 (p = 32 and p = 20) at SNR
points corresponding to an uncoded BER of 1% and 0.1% respectively.

In Fig. 7 the complexity of the different algorithms in terms of number of
complex-valued multiplications and additions is compared3. The complexity has
been evaluated at different BER operating points, because the MMSE-DFE
method shows slightly better performance in low SNR regimes when compared
to the LP and cepstrum approach. As can be seen, the computation of the pre-
filter coefficients via LP is significantly less complex than using MMSE-DFE or
the cepstrum method.

Consequently, in our digital baseband receiver ASIC we have implemented a
pre-filter with filter coefficients computation based on LP, which will be depicted
shortly in the following (a detailed description can be found in [14]). We denote
the discrete time received baseband signal as follows:

3 Real-valued multiplications/additions have been counted as 0.25/0.5 complex-valued
operations here.
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Fig. 7. Complexity comparison of different algorithms for channel shortening pre-filters

r[n] =
L∑

k=1

h[k] · s[n − k] + w[n] (1)

where h[n] denotes the complex baseband response of the overall channel with
delay spread L (cf., Section 3), s[n] the GMSK or 8PSK modulated transmit-
ted symbols, and w[n] complex additive white Gaussian noise (AWGN). H(z)
denotes the transfer function that corresponds to the channel:

H(z) =
L∑

k=1

h[k] · z−k. (2)

Ideally, a discrete-time pre-filter A(z) transforms H(z) to its minimum-phase
equivalent Hmin(z) according to

Hmin(z) = A(z) · H(z), (3)

with all-pass characteristic

|A(z)| = 1. (4)

Due to (4) the transfer function A(z) of the desired pre-filter can be written
as a cascade of two filters according to

A(z) = H∗(1/z∗)︸ ︷︷ ︸
AMF

· 1
H∗

min(1/z∗)︸ ︷︷ ︸
AWF

. (5)
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AMF is a matched filter, matched to the channel h[n], where the filter coefficients
are simply the complex-conjugated and time-reversed impulse response taps.
Unfortunately, obtaining the filter coefficients of the whitening4 filter AWF (z)
is a much more complex task that requires a costly matrix inversion.

Computation of Filter Coefficients with LP. A linear predictor is based
on the assumption that samples of a sequence can be (approximately) written
as a linear combination of past samples. The linear prediction filter P (z) used
to compute the filter coefficients of AWF (z) is defined as

ĥ[n] =
p∑

i=1

ai · h[n − i], (6)

with the linear predictor coefficients ai and the filter order p. The prediction-
error can be computed according to

e[n] = h[n] − ĥ[n]. (7)

The filter coefficients are obtained by minimizing the mean-squared prediction
error which leads to the normal equations or Yule-Walker equations [17, 18]:

Φaaa = ϕϕϕ

with the filter coefficients vector

aaa =
[
a1 a2 · · · ap

]T

and the Toeplitz matrix

Φ =

⎡
⎢⎢⎢⎣

ϕ0 ϕ−1 · · · ϕ−(p−1)

ϕ1 ϕ0 · · · ϕ−(p−2)

...
. . .

...
ϕp−1 ϕp−2 · · · ϕ0

⎤
⎥⎥⎥⎦ (8)

with

ϕϕϕ =
[
ϕ1 ϕ2 · · · ϕp

]T

The coefficients ϕk are given by the autocorrelation function (ACF) of h[n]
according to

ϕk = h[k] ∗ h∗[−k].

As can be seen in Fig. 8 the prediction-error filter F (z) that corresponds to the
linear predictor P (z) is given by

4 Details on the noise-whitening characteristic of this filter can be found in [17].
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Fig. 8. Block diagram of prediction-error filter used for the pre-filter coefficients com-
putation in the LP approach

F (z) = 1 − P (z) (9)

The generation of the AWF filter coefficients exploits the fact that such prediction-
error filters are always minimum phase [17]. It has been shown in [14], that

AWF (z) = F ∗(1/z∗) (10)

is valid for an infinite filter order p → ∞ and that

AWF (z) ≈ F ∗(1/z∗) (11)

is a good approximation for high filter orders p.

4.2 Matrix Inversion

In a pre-filter implementation with LP the far most complex part is the inver-
sion of the complex-valued p × p Toeplitz matrix (8) required to generate the
pre-filter coefficients. In our digital baseband receiver ASIC a pre-filter with
order p = 32 has been implemented to guarantee high DFSE performance,
even when the received signals have been impaired by channels with strong
delayed taps. The required inversion of a 32 × 32 matrix with an internal preci-
sion of 2 × 20 bits has been implemented in our design by excessively applying
time-multiplexing and resource sharing to curtail silicon area. To this end, the
recursive Levinson-Durbin (LD) algorithm shown in Alg. 1 is used. Its recur-
sive nature is highly suitable for sequential implementations and the computa-
tional complexity is close to optimum matrix inversion algorithms for Toeplitz
matrices [19].

To improve the efficiency of an implementation of the LD recursion, the algo-
rithm has been modified as follows:
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– Initialization of the (real) scaling factor E

E = ϕ0 (12)

– Recursive generation of the (complex) coefficients ai by looping over 1 ≤ i ≤ p

• Computation of the unscaled a′

a′ = −
[
ϕi +

i−1∑
j=i

aj · ϕi−j

]
(13)

• Scaling with E to generate the new ai

ai =
a′

E
(14)

• Updating aj by looping over 1 ≤ j ≤ i − 1

aj = aj + ai · a∗
i−j (15)

• Generation of the new scaling factor

E = (1 − |ai|2)E (16)

– The LP filter coefficients of P(z) are given by ai with 1 ≤ i ≤ p

Alg. 1. LD recursion for complex coefficients

– The initialization in equation (12) has been replaced with

Einv =
1
ϕ0

– The scaling of a′ in equation (14) has been replaced with

ai = a′ · Einv

– The generation of the new scaling factor in equation (16) has been replaced
with

Einv =
Einv

(1 − |ai|2)
Working with the inverse of the scaling factor Einv = 1/E can be exploited to
process the algorithm more efficiently in hardware (cf., the block diagram of the
LD algorithm implementation in our receiver ASIC in Fig. 9): the division of
the complex-valued a′ in (14) is replaced by a multiplication, and the multipli-
cation in (16) is replaced with a real-valued division. Thus, one costly real-valued
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Fig. 9. Block diagram of the LD recursion implementation

division is saved in each iteration of the LD recursion. Further, the division now
has to be performed for the generation of the new (inverse) scaling factor, and
therefore can be performed mostly in parallel to updating aj . It can be realized
with a low-complexity sequential divider without stalling the LD recursion loop
for many clock cycles. The sequential divider implementation in our design takes
9 clock cycles per division and requires only 1.7 k gate equivalents (kGE). It
significantly reduces the logic depth of the costly divide operation such that
timing closure of our receiver ASIC is not affected. In our design the matrix
inversion of the complex-valued 32 × 32 matrix takes 2630 clock cycles.

Costly hardware resources like multipliers, register arrays and RAMs, used in
the LD recursion implementation, are also shared with other units of the pre-
filter block. As in the implementation of the LD recursion, the sequential data
flow in the pre-filter coefficients computation allows time-multiplexing of costly
hardware resources. Thus, the total pre-filter coefficients computation together
with the actual FIR pre-filtering requires only 32 kGE and 2.5 kb memory. The
total pre-filter coefficients computation takes less than 3000 clock cycles, and
the FIR pre-filter of the received burst provides one filtered symbol per 16 clock
cycles to the DFSE.
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4.3 DFSE Design for GMSK and 8PSK

To support processing both GMSK and 8PSK modulated signals with little
overhead, our implementation of the DFSE algorithm always operates on the
same number of trellis states. In GMSK mode 8 states allow D = 4 symbols to
be considered in building the trellis, such that near MLSE performance can be
achieved. In 8PSK mode with D = 2 the high-order pre-filter allows for good
performance without having to introduce additional trellis states as previously
shown. The binary alphabet in GMSK requires only 2 branches per trellis state
to be processed, whereas 8PSK has 8 branches in the trellis going to each trellis
state, which leads to a 4x higher computational complexity.

per-survivor estimates branchstate

8 symbols reference sequence

convolution
with channel

(2 cycles)

phase (GMSK)

RE IM

|x|+|y|

800b look-up table 

time-sharing

CIR

2x96b state
metric RAMs

1.4kb winner
path RAMwinner

path

2x144b 
estimates 

RAMs

traceback
demod bits
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branch metric

state metrics

received
samples

winner
metric

GMSK and 8PSK
modulation

Fig. 10. Block diagram of the DFSE implementation
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The symbols of the training sequence do not have to be demodulated since
they are known at the receiver5. Therefore, computations can be saved by simply
skipping the received symbols that correspond to the training sequence. Our
DFSE implementation builds two separate sub-trellises per burst: one trellis for
the first 58 information symbols, using TB1 and the first symbols of TS as
tail bits, and one trellis for the second 58 information symbols, using the last
symbols of TS and TB2 as tail bits (cf., Fig. 2). Consequently, tail bits for both
sub-trellises are known in the DFSE, which enables reliable demodulation of the
information symbols with 20% less symbols to be processed.

Fig. 10 shows the block-diagram of the implemented DFSE algorithm. To
enable the equalization of all specified channel profiles, channel taps with a
maximum delay of L = 8 symbol periods are considered in our DFSE implemen-
tation (cf., Section 2). Therefore, the reference symbol sequences have a length
of 8 symbols, and the (pre-filtered) CIR fed into the DFSE block consists of 8
symbol-spaced taps.

To modulate the symbols each reference sequence (one for each trellis branch)
is fed into a look-up table (LUT) to generate the corresponding constellation
points. In GMSK mode all 2L = 256 possible constellation points which arise
from ISI due to the pulse shaping filter have to be stored. In 8PSK mode, where
the estimated CIR also comprises transmitter pulse shaping, only 2× 8 different
constellation points have to be stored6. With a precision of 6 bit and 8 bit for
the GMSK and 8PSK constellation points respectively, the LUT can be reduced
to only 0.8 kb by exploiting symmetries.

The vector product of the modulated reference symbol sequence with the pre-
filtered CIR, both complex-valued and with a length of 8, is by far the most
computation-intensive part in a DFSE implementation: 8 multiplications and 7
additions are required for each trellis branch, leading to high implementation
complexity. To keep the silicon area low we have time-multiplexed the vector
product implementation for 4 symbols with 4 channel taps, thus spending 2
clock cycles for the generation of each reference signal.

In GMSK mode, after the convolution with the channel a phase rotation of
π/2 introduced in the transmitter modulator [9] is compensated for7. Finally, the
trellis branch metrics typically are computed by building the Euclidean (�2-)
distance

d�2 =
√

(xI − yI)2 + (xQ − yQ)2 (17)

5 In our prototype ASIC implementation the training sequence code (TSC) #1 has
been used. The specifications allow the base station to choose among 8 different
TSCs with similar autocorrelation properties.

6 16 instead of 8 constellation points have to be considered, because a phase rotation
of 3π/8 between subsequent transmitted symbols is specified [9].

7 The sign of the GMSK phase rotation depends on the symbol to be transmitted.
However, it can be shown that due to differential encoding on the transmitter side,
the received symbols can be de-rotated for the comparison in the Viterbi equalizer
without having to consider previous symbols.
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between the reference signal and the received sample. To avoid costly square
operations in this time critical path in our implementation we generate the �1-
distance

d�1 = |xI − yI | + |xQ − yQ| (18)

as an approximation. In terms of SNR the performance degradation with this
sub-optimal solution is less than 0.5 dB in GMSK and within 1 dB in 8PSK
mode [20].

Each branch metric is added to the state metric of the state from which
the specific branch is originating. The smallest metric incident on each state is
selected and stored in the state metric memory, which is double-buffered with 2
RAMs to avoid that the old state metrics are overwritten. The decision on the
winner branch is stored in the winner path and the estimates RAMs (cf., Fig. 10).
To avoid access problems two estimates RAM instantiations are required for the
storage of the last 8 − D per-survivor estimates for each of the 8 trellis states.
The winner path RAM stores all decisions in the trellis to find the most likely
symbol sequence during final back-tracing.

The total DFSE implementation requires only 18 kGE and less than 2 kb
memory. The demodulation of one GMSK burst takes 6228 clock cycles, and
processing an 8PSK modulated burst requires 17360 cycles. When taking into
account the time required to generate the pre-filter coefficients plus 128 cycles for
the channel estimation, burst-wise operation of the fastest EDGE transmission
modes is possible with a system clock frequency of only 40 MHz.

4.4 Complexity of Combined Pre-filter and DFSE

The pre-filter block is almost twice as complex in terms of silicon area as the
DFSE, and occupies one third of the logic cells of the total digital receiver. As
previously shown, proper pre-filtering is essential to achieve high DFSE per-
formance, especially when reducing the number of trellis states with D < 4.
Although, the significant complexity of the pre-filter block gives rise to the ques-
tion, if a pre-filter with a lower order and a DFSE with more trellis states would
achieve a similar performance at a reduced total equalizer implementation com-
plexity.

Lowering the filter order p reduces the filter’s ability to compute the op-
timum minimum-phase equivalent of the CIR. The lower the filter order the
more energy will be (in average) in the delayed taps of the filtered CIR. Fur-
ther, the all-pass characteristic of the pre-filter (cf., equation 4) deteriorates for
small p. Such sub-optimum pre-filtering causes higher error rates after DFSE
equalization and demodulation as shown in Fig. 6. Increasing the number of
trellis states processed in the DFSE can (partially) compensate for this perfor-
mance loss. But increasing the number of channel taps considered in building
the trellis for example from D = 2 to D = 3 increases the number of branches
to be processed by a factor of 8 in 8PSK modulation. Hence, the processing delay
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would increase by more than 120 k cycles with our architecture. On the other
hand, with the highly sequential and resource-saving architecture of the proposed
low-complexity pre-filter implementation, going down from a pre-filter order of
32 to for example8 16 would save less than 2 k cycles. Furthermore, the silicon
area of the pre-filter cannot be reduced significantly when lowering the filter
order, because hardware resources have already been extensively re-used in the
proposed architecture. Concluding, the implementation of a pre-filter with a
high filter order pays off because it allows for excellent BER performance at a
significantly reduced implementation complexity of the DFSE equalizer.

5 Hard-Decision Receiver Back-End Realization

The TDMA-based architecture of GSM/EDGE foresees burst-wise processing
in the receiver: to save power only the signal streams on time slots with data
dedicated for the specific user are equalized and demodulated. However, after the
de-mapping of the bursts, de-interleaving, de-puncturing and channel decoding
is required on a radio block basis, because block-interleaving is performed over
4 or 8 bursts in the transmitter signal processing chain (cf., Section 2).

In GSM/GPRS radio blocks of up to 456 bits contain one radio link con-
trol (RLC) block of information bits and in specific transmission modes (CS2-4)
a short sequence called uplink state flag (USF)9. The coding scheme used for
the information bits can be determined on the receiver side by checking the de-
modulated stealing flag bits on either side of the training sequence (cf., Fig. 2).
In EDGE the radio blocks comprise the USF sequence, one or two (separately
encoded) RLC blocks of information bits, and an RLC/MAC header part. To
ensure strong header protection the header is encoded, interleaved and punc-
tured independently from the information bits [21]. In EDGE the stealing flags
indicate the coding used for the header, and the header itself provides control
information, e.g. the modulation and coding scheme (MCS1-9) used for the cod-
ing of the information bits and an RLC block identifier. This block identifier is
used by the incremental redundancy (IR) management on higher layers to deter-
mine if the received RLC blocks are a re-transmission of previously transmitted
RLC blocks which have not been correctly decoded. IR uses different puncturing
schemes for the re-transmission of RLC blocks, such that they can be combined
with the previously received and stored blocks to increase the chance of correct
decoding.

In the following de-mapping, block de-interleaving, de-puncturing and chan-
nel decoding as implemented in our receiver ASIC are described, highlighting
the enormous complexity reduction that can be achieved by generating hard-
decisions (instead of soft-decisions) in the DFSE equalizer implementation.
8 Simulations have shown that the performance degradation due to reducing the filter

order from 32 to 16 cannot even be compensated for completely by increasing D to
4.

9 The USF indicates to the user equipment (UE) in which time slot a radio block can
be transmitted in the case that two UEs share the same physical channel.
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5.1 De-mapping, De-interleaving and De-puncturing

The implemented DFSE equalizer demodulates the received data stream and
generates hard-decisions for each transmitted information symbol. Due to the
nature of the Viterbi algorithm [22] the DFSE provides the demodulated symbols
dk with k = 0..115 for each sub-trellis corresponding to 58 information symbols
i in inverse order, more specifically

dk = isub1
58 , isub1

57 , .., isub1
1 , isub2

58 , isub2
57 , .., isub2

1 . (19)

The symbols are de-mapped to actual bits and written into the de-interleaver
memory. Burst de-interleaving is a simple task and can be performed by applying
the specific memory write addresses. When a radio block of 4 or 8 bursts has
been buffered in the de-interleaver memory block de-interleaving can begin.

The rules for the generation of the interleaved bit order (as defined for block
interleaving on the transmitter side) seem to be complex and not suitable for
an integration in hardware. Modulo and integer divisions are used in the spec-
ifications to compute the interleaved addresses, e.g., for MCS-9 the standard
specifies the interleaving according to

Π(k) = 306(k mod 4)+3
(

44k mod 102+
⌊

k

4

⌋
mod 2

)
+
(

k+2−
⌊

k

408

⌋)
mod 3

(20)
with k = 0..1223, such that each encoded bit of a radio block that was not
punctured is interleaved to the address Π(k). Obtaining the de-interleaved ad-
dress Π−1(k) for a specific bit position k is even more complex and difficult to
realize. However, when generating the interleaved addresses in ascending order,
i.e., k = 0, 1, 2, .., complex modulo and division operations can be replaced by
simple add-compare-select stages and counters (an example for such a simplified
implementation is illustrated in Fig. 11 for a modulo and for a divide opera-
tion of (20)). Therefore, the de-interleaving can be performed most efficiently
by applying the interleaved positions (generated in ascending order) as read ad-
dresses to the de-interleaver memory and writing the corresponding data items
to the channel decoder input memory in natural order. With de-/puncturing
the situation is similar: generating the bit positions which have to be punctured
can be implemented efficiently with counters, whereas the inverse operation of
determining if a specific address has been punctured is a complex task.

In order to minimize implementation complexity in our ASIC design, we apply
the write addresses to the decoder input memory in natural (ascending) order
and perform the de-puncturing and de-interleaving in a combined step:

– Initialization of the de-interleaver counter to q = 0.
– For all k = 0, 1, 2, .. in ascending order check if the kth bit has been punctured

in the transmitter.
• If ’yes’, write a zero (no a-priori information available for channel decod-

ing) to the kth position of the channel decoder input memory.
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Fig. 11. Simplified implementation of integer division (a) and modulo operation (b)
as required for interleaving

• If ’no’, generate Π(q) to read the corresponding data item from the de-
interleaver memory: write +1 for a stored logic ’0’ and -1 for a stored
logic ’1’ to the kth position of the decoder memory, and increment the
de-interleaver counter q by one.

It may seem a waste of hardware resources that memory space is provided for
the zeros corresponding to the punctured bits. The de-puncturing could also
be performed when reading the bits from the channel decoder input memory
into the channel decoder. However, the memory space for the punctured bits is
required because the received radio block could be a re-transmission initiated by
the IR management. In this case, the received information and the information
of the previously received and stored blocks has to be combined and written into
the channel decoder input memory to be used by the channel decoder. Therefore,
the capacity of the channel decoder input memory is defined by the maximum
(encoded) RLC block size before puncturing.

5.2 Flexible Hard-Decision Viterbi Decoder

Channel coding for the different transmission modes in GSM, GPRS and EDGE
is all based on convolutional encoding. However, the coding schemes differ in
code rate r, constraint length c, decoder block size B, and trellis termination
with tail bits [8]:

– The convolutional code for basic GSM and GPRS transmission modes has a
code rate of r = 1/2 and a constraint length of c = 5. Block sizes vary from
less than 100 up to 338.

– The RLC blocks in the EDGE modes are encoded with a r = 1/3 convolu-
tional code with c = 7. Block sizes vary from less than 200 up to 612.
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– To reduce the coding overhead in the relatively short header sequences of the
EDGE modes, the headers are encoded with tail-biting codes [23, 24]. Here,
no tail bits indicating the initial and final state of the convolutional encoder
are transmitted. Instead, only the fact that the initial and final state of the
tail-biting convolutional encoder are identical can be used by the decoder to
find the most probable sequence.

In order to maximize the utilization of hardware resources, a single flexible
Viterbi decoder solution is favorable over separate channel decoder implemen-
tations for the different requirements. Such a flexible Viterbi decoder has to
support up to 64 trellis-states (c = 7) by taking into consideration up to 3
encoded input data items to compute the branch metrics (r = 1/3). Further,
standard trellis-termination has to be supported as well as uninitialized trellis
processing for the tail-biting codes. Finally, the channel decoder input memory
has to be capable of storing up to 3 · 612 = 1836 data items.

We have implemented a fully-parallel 64-state sliding-window Viterbi decoder
which supports the trellis structures required for GSM/GPRS and for EDGE.
The data blocks are processed in windows of W=32 with an acquisition length
of A=32 to reduce the memory requirements of the decoder (more details on
Viterbi decoder design can be found, e.g., in [25]). In transmission modes that
use convolutional codes with c < 7 only the required hardware resources are
activated in order to save power. Although all trellis states that correspond to a
bit to be decoded are processed in parallel, the complexity of the Viterbi decoder
is comparably small. Since hard-decisions are demodulated in our receiver ASIC,
the channel decoder inputs can be represented with only 2 bits which keeps the
numeric range of the state metrics small10. The branch metric computation can
be realized very efficiently when taking into consideration that

– the 2 bit inputs i ∈ {−1, 0, 1}
– the (ideal) encoder output corresponding to the trellis state e ∈ {−1, 1}
– the resulting difference is |i − e| ∈ {0, 1, 2}.

As can be seen in the block diagram of our Viterbi decoder implementation
in Fig. 12, calculating the distance between decoder inputs and state-specific
encoder outputs can be realized with only two logic gates. Depending on the
code rate r, two or three units to compute the distance are enabled in each
of the 128 branch metric computation units (BMUs) for the generation of the
branch metrics b. The complexity of the state metric recursions can be kept low
as well because the metric increase in each trellis stage is limited to

Δmmax = cmax · max |i − e| = 6. (21)

Therefore, in our implementation with W=32 the state metrics m can be realized
with only 8 bit without the need for normalization circuits. The initialization of

10 Hard-decisions in the original sense require only 1 bit. Another bit has to be spent
to be able to represent the zero (no a-priori information) for the punctured bits.
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Fig. 12. Block diagram of the flexible 64-state parallel Viterbi decoder implemented
in our design

the state metrics m0 is configurable in our implementation to allow for unini-
tialized decoder runs in order to find the most probable start- and end-state of
the trellis in tail-biting mode. Then, these are used in a second decoder run to
decode the (header) bit sequence (details on decoding tail-biting codes can be
found, e.g., in [26, 27]).

The trace-back provides the decoded bits in windows of W=32 according to
the decisions stored in the path memory in inverse order, such that an output
buffer for 32 bits is necessary to bring them into natural order. Our channel de-
coder implementation requires about 150 cycles to decode the header and 4000
cycles to decode the two RLC blocks in the fastest EDGE transmission mode
MCS-9. With a target clock frequency of 40 MHz the decoder latency translates



122 C. Benkeser and Q. Huang

to only about 100 μs, which allows to compensate for potential delays between
header and data block decoding11.

5.3 Discussion: Hard-Decision vs. Soft-Decision Receiver Back-End

When designing a wireless receiver many decisions have to be taken where
performance trades against complexity and cost. Often a specific performance
goal (e.g., BER under specific conditions) can be met with different combina-
tions of devices, algorithms and architectures. E.g., choosing a radio-frequency
IC with a comparably high noise-figure could be (at least partially) compensated
for in the digital baseband receiver by implementing the best-performing chan-
nel equalizer and decoder algorithms. To find the optimum implementation for a
given application under specific constraints it is crucial to know the performance
as well as the complexity increase of the different design options.

Using demodulated soft-decision values can improve the BER after channel
decoding by 2-3 dB in terms of SNR (e.g., [28]). However, the generation of soft-
decision outputs with a Viterbi equalizer is complex and significantly increases
the required memory capacity. For each incoming branch to each trellis state
the corresponding sum of the branch and state metric has to be stored. Hence,
assuming an 8-state DFSE with a 58-stage trellis using 12 bit state metrics and
8 incoming branches (8PSK) to each trellis state (as implemented in our ASIC,
cf., Section 4.3) the soft-output DFSE would require an additional 44.5 kb of
memory capacity. To generate reliable soft-decisions several paths have to be
traced back for each trellis stage [29] which is difficult to realize in hardware and
which significantly increases the required number of memory accesses during
back-tracing, leading to higher power consumption.

Storing soft-decisions instead of hard-decisions in the de-interleaver and chan-
nel decoder input memory requires a higher storage capacity, and processing
soft-inputs in the Viterbi decoder increases the complexity of the BMU and
state metric recursion units.

The implemented digital baseband receiver ASIC with hard-decision DFSE
outputs contains RAMs to store 20 kb. With typical soft-decisions of 5 bit in-
stead, 76 kb memory would be required which translates to an increase of the
core size by a factor of more than 2, and to a chip where more than 2/3 of the
silicon area are occupied only by memory.

Even more dramatic are the savings achieved by using hard-decision equal-
izer outputs when thinking of the memory required for the storage of previously
received and not correctly decoded radio blocks for IR. According to the specifi-
cations, a multi-slot class 12 user equipment 12 has to store up to 24 radio blocks

11 The header information has to be extracted and processed first (typically by higher
layers) to obtain the coding scheme, puncturing pattern and RLC block identifier.
When a re-transmission has occurred the previously received data block will be
restored from an IR memory to combine it with the received data block in the
channel decoder input memory.

12 Such a MS is capable of receiving on 4 time slots per frame.
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Fig. 13. Receiver block error-rates in various modulation and coding schemes (MCS)
of EDGE for the specified Hilly Terrain (HT) test channel with a vehicle speed of
100 km/h

with the modulation and coding scheme MCS-9, which translates to about 150 kb
using 5 bit soft-values. With hard-decisions only the puncturing pattern and the
actual bits have to be stored, which saves as much as 120 kb memory.

6 Implementation Results

Functional tests and power measurements of fabricated chips (see Fig. 14) have
been performed on a digital tester. The fixed-point simulation model of the
implemented design has been verified and used to generate the block error-
rates (BLERs) of the receiver as shown in Fig. 13 for the various modulation
and coding schemes (MCS) of EDGE with the specified Hilly Terrain (HT) test
channel with a vehicle speed of 100 km/h. It should be noted that the standard
requires MCS1-6 to achieve a BLER of 10 % and MCS7 to achieve a BLER of
30 % at a certain receive power level. For MCS8-9 there are no specifications
for these propagation conditions. Assuming the noise-figure of a state-of-the-art
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RF transceiver IC13 these BLERs can be achieved at the specified power lev-
els. Other key characteristics are summarized in Table 1. The ASIC occupies
1.0 mm2 in 0.13 μm CMOS, comprising 97 kGE and 20 kb of memory. A mea-
sured maximum clock frequency of 172 MHz allows the supply voltage to be
lowered to 0.6 V when operating at the target frequency of 40 MHz. During con-
tinuous burst reception the average power consumption is as low as 5.2 mW in
the fastest EDGE transmission mode MCS9, and only 1.3 mW when lowering
the supply voltage to 0.6 V.

Fig. 14. EDGE receiver ASIC micrograph with highlighted units

13 E.g., IRIS305 from ACP AG, a single-chip RF transceiver supporting both TD-
SCDMA/HSPA (3G) and GSM/GPRS/EDGE (2.5G) standards.
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Table 1. Key characteristics of the receiver ASIC implementation

Technology 0.13 μm CMOS

Supply Voltage VDD 1.2V-0.6 V

Core Size 1.0mm2

Gate Count 97 kGE

Total Memory 20.3 kb

Max. System Clock Frequency 172 MHz

Leakage current @ VDD=1.2 V (0.6 V) 0.49mA (0.15 mA)

Average power measured during continuous burst

reception @ target frequency f=40MHz, VDD=1.2 V (0.6V)

GSM CS1 (GMSK) 2.4mW (0.6 mW)

EDGE MCS9 (8PSK) 5.2mW (1.3 mW)

7 Conclusion

EDGE enables 2G data services all over the world with data rates suitable for
many cellular applications. The introduction of 8PSK modulation improves the
bandwidth utilization, but significantly increases equalizer complexity. Latest
65 nm signal processors provide the computational power required to perform
the digital baseband signal processing for EDGE. However, power and silicon
area of such implementations exceed what is desirable for a low-power, low-cost
2.5G solution required in modern cellular phones.

In this work a combined architecture for GSM/GPRS/EDGE has been pre-
sented. We have shown how the digital baseband can be mapped efficiently to
dedicated hardware by using suitable algorithms and architectures to share hard-
ware resources with little overhead. A certain amount of flexibility can support
the specified transmission modes with different modulation and coding schemes.
Our approach to reduce complexity in the most crucial block, the channel equal-
izer, is to maximize the effort in the pre-processing FIR filtering, in order to be
able to reduce DFSE complexity. Using hard-decisions at the equalizer output
is the key to curtail memory requirements in the back-end of a digital baseband
receiver for EDGE.

With 1.0 mm2 and only 1.3 mW average power consumption our ASIC imple-
mentation shows that cost-effective multi-mode digital baseband receiver accel-
erators for GSM/EDGE can be realized at ultra low-power.
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Abstract. Multiple-input multiple-output (MIMO) technology in com-
bination with orthogonal frequency-division multiplexing (OFDM) is the
key to meet the demands for data rate and link reliability of modern wide-
band wireless communication systems, such as IEEE 802.11n or 3GPP-
LTE. The full potential of such systems can, however, only be achieved by
high-performance data-detection algorithms, which typically exhibit pro-
hibitive computational complexity. Hard-output sphere decoding (SD)
and soft-output single tree-search (STS) SD are promising means for re-
alizing high-performance MIMO detection and have been demonstrated
to enable efficient implementations in practical systems. In this chapter,
we consider the design and optimization of register transfer-level imple-
mentations of hard-output SD and soft-output STS-SD with minimum
area-delay product, which are well-suited for wide-band MIMO systems.
We explain in detail the design, implementation, and optimization of
VLSI architectures and present corresponding implementation results for
130 nm CMOS technology. The reported implementations significantly
outperform the area-delay product of previously reported hard-output
SD and soft-output STS-SD implementations.

Keywords: VLSI implementation, MIMO-OFDM communication sys-
tems, sphere decoding (SD), single tree-search (STS) SD algorithm.

1 Introduction

The evolution of data rate and quality-of-service in modern wide-band wireless
communication systems is fueled by novel physical-layer technologies providing
high spectral efficiency and excellent link reliability. Multiple-input multiple-
output (MIMO) technology [1, 2], which employs multiple antennas at both
ends of the wireless link, in combination with spatial multiplexing, orthogo-
nal frequency-division multiplexing (OFDM), and channel coding is believed to

J.L. Ayala, D. Atienza, and R. Reis (Eds.): VLSI-SoC 2010, IFIP AICT 373, pp. 128–154, 2012.
� IFIP International Federation for Information Processing 2012
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be the key for reliable, high-speed, and bandwidth-efficient data transmission.
Therefore, MIMO-OFDM technology is incorporated in many modern wide-band
wireless communication standards, such as IEEE 802.11n [3] or 3GPP-LTE [4].

In such systems, data detection, i.e., the separation of the multiplexed data
streams, is (besides channel decoding) typically among the main implementa-
tion challenges in terms of computational complexity and power consumption.
Therefore, corresponding efficient VLSI implementations are the key to enable
high-performance, low-power, and low-cost user equipment. The performance
of MIMO technology critically depends on the employed data-detection algo-
rithm and corresponding high-performance methods usually entail very high
complexity. In particular, a straightforward implementation of hard-output
maximum-likelihood (ML) detection and soft-output a-posteriori probability
(APP) detection—both providing excellent error-rate performance—requires to
exhaustively test all possible transmit symbols, which results in prohibitive com-
plexity, even for moderate data rates and in deep submicron technologies.

The sphere-decoding (SD) algorithm [5–11] is known to be a promising means
for efficient hard-output ML and soft-output APP detection. The key idea of
SD is to transform MIMO detection into a tree-search problem, which can then
be solved efficiently through a branch-and-bound procedure. The drawback of
this approach lies in the fact that the decoding effort—measured in terms of
the number of nodes to be examined during the tree search—depends on the
instantaneous channel and noise realization. In the worst-case, the number of
visited nodes, which typically corresponds to the number of clock cycles required
for detection in VLSI [11, 12], is equivalent to that of an exhaustive search [13].
Since on-chip storage and higher-layer requirements limit the processing latency
that may be inferred to support the processing of received data, the worst-
case complexity of SD renders its application in real-world systems extremely
challenging. This challenge can be mastered by limiting the maximum decoding
effort by means of early termination of the decoding process [11, 14, 15]. This
approach, however, leads to a trade-off between the maximum decoding effort
and the performance of the MIMO detector. Therefore, a universally applicable
VLSI architecture for SD-based MIMO detection suitable for wide-band MIMO
wireless communication systems must provide a robust solution allowing for the
smooth adjustment of this trade-off while minimizing the required silicon area
for a given minimum performance requirement.

1.1 Contributions

In this chapter, we describe an SD-based detector architecture for wide-band
MIMO communication systems and detail corresponding design and implemen-
tation trade-offs of hard- and soft-output SD. To this end, we first review the
hard-output SD algorithm and the soft-output single tree-search (STS) SD al-
gorithm. Then, a VLSI architecture suitable for efficient data detection in wide-
band MIMO systems is presented and we argue that the optimization target
for the parallelly-operating SD cores corresponds to minimizing the area-delay
product, which differs fundamentally from minimizing the area or maximizing
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the throughput, as it would be the case for narrow-band systems. To arrive at SD
architectures that minimize the area-delay product, we start with the VLSI im-
plementations for hard-output SD [12] and soft-output STS-SD [11] and propose
a variety of optimizations, which improve (i.e., lower) the area-delay product of
the detectors. In particular, we propose a low-complexity approximation to the
Schnorr-Euchner (SE) enumeration scheme and employ pipeline interleaving,
which enables us to achieve the desired design goals. We finally present imple-
mentation results for 130nm CMOS technology and perform a comparison to
previously reported implementations of SD.

1.2 Outline of the Chapter

The remainder of this chapter is organized as follows. In Section 2, the MIMO
system model is introduced and the employed hard-output and soft-output STS-
SD algorithms are reviewed. In Section 3, we develop a receiver architecture
suitable for wide-band MIMO systems and analyze the optimization goals for the
SD-core implementations. The VLSI architectures for hard-output SD and soft-
output STS-SD along with corresponding optimization techniques are detailed in
Section 4 and Section 5, respectively. VLSI-implementation results are presented
in Section 6 and we conclude in Section 7.

1.3 Notation

Matrices are set in boldface capital letters, column-vectors in boldface lowercase
letters. The superscripts T and H stand for transposition and conjugate trans-
position, respectively. The real and imaginary part of a complex-valued number
x are denoted by �(x) and �(x), respectively. The �2-norm (or Euclidean norm)
of a vector x is designated by ‖x‖, the �∞-norm of x is ‖x‖∞ = maxi |xi|, and
the �∞̃-norm is defined as ‖x‖∞̃ = max{‖�(x)‖∞, ‖�(x)‖∞}. The binary com-
plement of x ∈ {0, 1} is denoted by x. Probability and expectation are referred
to as Pr[·] and E[·], respectively.

2 MIMO System Model and Sphere Decoding

In this section, we introduce the wide-band MIMO system model and summarize
the hard-output and soft-output SD algorithms investigated in the remainder of
the chapter.

2.1 Wide-Band MIMO System Model

We consider a coded wide-band MIMO system employing spatial multiplexing
with MT transmit and MR ≥ MT receive antennas (see Fig. 1) and orthogonal
frequency-division multiplexing (OFDM). The information bits b are encoded
(e.g., using a convolutional code) and interleaved (denoted by

∏
in Fig. 1). The

resulting coded bit-stream x is mapped (using Gray labeling) to a sequence
of transmit vectors s[k] ∈ OMT , where O corresponds to the scalar complex
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Fig. 1. Coded wide-band MIMO communication system

constellation of size 2Q and k = 1, . . . , T designates the OFDM-tone index; the
maximum number of OFDM carriers corresponds to T . Each transmit vector s[k]
is associated with MTQ binary values xi,b,k ∈ {0, 1}, i = 1, . . . ,MT, b = 1, . . . , Q
corresponding to the bth bit of the ith entry (i.e., spatial stream) of s[k]. The
baseband input-output relation of the wireless MIMO channel for each OFDM
tone is given by

y[k] = H[k]s[k] + n[k] (1)

where H[k] stands for the MR ×MT complex-valued channel matrix on OFDM
tone k, y[k] is the MR-dimensional received vector, and n[k] is MR-dimensional
i.i.d. zero-mean complex Gaussian distributed noise with variance N0 per entry.
We assume E[s[k]s[k]H ] = 1

MT
IMT in the following.

In the receiver, a hard-output MIMO detector computes estimates ŝ[k] for
the transmit vector, which are then used to generate binary-valued estimates x̂
for the coded bit-stream x. If a soft-output MIMO detector is used, reliability
information in the form of log-likelihood ratios (LLRs) Li,b,k for each coded
bit xi,b,k is generated instead. For both detection schemes we assume coherent
detection, i.e., the channel matrices H[k], k = 1, . . . , T , and the noise variance
N0 are perfectly known by the receiver. Finally, the MIMO receiver generates
estimates for the information bits b̂ using the channel decoder, which operates
either on the basis of the de-interleaved (denoted by

∏−1 in Fig. 1) bit stream
x̂ for hard-output MIMO detectors or on the de-interleaved sequence of LLRs
Li,b,k generated by the soft-output MIMO detector. Since the MIMO detector
can treat the OFDM tones independently of each other, the tone index k is
omitted in the remainder of the chapter.
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Fig. 2. MIMO detection reformulated as a tree-search problem for MT = 3 spatial
streams and QPSK modulation

2.2 ML Detection Using the Sphere-Decoding Algorithm

Hard-output MIMO detection using the ML-detection rule maximizes the prob-
ability of detecting the correct transmitted vector s. The ML rule for the input-
output relation (1) corresponds to [1, 2]

ŝ = arg min
s∈OMT

‖y −Hs‖2 (2)

and a straightforward evaluation of (2) requires an exhaustive search over all
transmit-vectors s ∈ OMT . Since |OMT | = 2MTQ, this approach leads—even for
a small number of transmit-antennas—to a prohibitive computational complex-
ity. To alleviate this complexity issue, a variety of low-complexity algorithms
have been proposed in the literature (see, e.g., [1,2] and the references therein).
Unfortunately, most of the existing low-complexity MIMO detection schemes
sacrifice error-rate performance for complexity, which is not desirable for high-
performance transceiver implementations. We next summarize the hard-output
SD algorithm, which is able to provide ML performance at low (average) com-
putational complexity.

Sphere-Decoding Algorithm. The SD algorithm [5–9] starts with the QR
decomposition (QRD) of the channel matrix H = QR, where the MR × MT

matrix Q satisfies QHQ = IMT , and the MT×MT matrix R is upper-triangular.
The QRD enables us to rewrite the ML-detection problem (2) as follows:

ŝ = arg min
s∈OMT

‖ŷ −Rs‖2 (3)
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with ŷ = QHy. Thanks to the upper-triangular structure of R, the minimization
in (3) can be transformed into a tree-search problem where the nodes of the tree

on level i are associated with a partial symbol vector s(i) = [ si · · · sMT ]
T

and
with a corresponding partial Euclidean distance (PED) di

(
s(i)

)
. Fig. 2 illustrates

the corresponding tree for a MIMO system with MT = MR = 3 using QPSK
modulation. It is important to realize that when starting from the root of the
tree (at level i = MT+1 with dMT+1 = 0), the PEDs can efficiently be computed
in a recursive manner as follows:

di
(
s(i)

)
= di+1

(
s(i+1)

)
+ |bi+1 −Ri,isi|2 (4)

with the definition

bi+1 = ŷi −
MT∑

k=i+1

Ri,ksk (5)

when proceeding from a parent node on level i + 1 to one of its children on
level i. Each path from the root down to a leaf corresponds to a symbol vector
s ∈ OMT . Since the dependence of the PED di on the symbol vector s is only
through s(i), we have transformed ML detection into a tree-search problem. The
ML solution (3) corresponds to the path through the tree starting by the root
and leading to the leaf associated with the smallest PED.

The basic ideas underlying the SD algorithm, as described in [9,12], are briefly
summarized as follows: The search in the tree is constrained to nodes which
lie within a radius r around ỹ (and hence, nodes from the tree are pruned
for which di

(
s(i)

)
is larger than r) and tree traversal is performed depth-first,

visiting the children of a given node in ascending order of their PEDs. The
method using this enumeration scheme is also known as the Schnorr-Euchner
(SE) SD algorithm [6]. In the following, we refer to the condition di

(
s(i)

)
< r

as the sphere constraint (SC). We additionally employ radius reduction, which
amounts to starting the algorithm with r = ∞ and updating the radius according
to r ← d1

(
s(1)

)
whenever a leaf s = s(1) has been reached. This technique avoids

the problem of choosing a suitable initial radius and still leads to efficient pruning
of the tree. At the same time, it guarantees that the algorithm terminates only
when the ML solution has been found.

In the remainder of the chapter, the computational complexity of SD is char-
acterized by the number of visited nodes (including the root node but excluding
the leaves), which was shown in [11, 12] to be closely related to the throughput
of corresponding VLSI implementations.

Channel-Matrix Preprocessing. A common approach to reduce the com-
plexity of SD without compromising performance is to adapt the detection order
of the spatial streams to the instantaneous channel realization by performing a
QR-decomposition on HP (rather than H), where P is a suitably chosen MT ×
MT permutation matrix. More efficient pruning of the tree is obtained if sorting
is performed such that “stronger streams” (in terms of effective SNR) correspond
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to levels closer to the root, i.e., if P is chosen such that the main diagonal entries
of R in HP = QR are sorted in ascending order. An effective way to accomplish
this goal was proposed in [16] and will be referred to as sorted QRD (SQRD) in
the following.

An additional preprocessing method which further lowers the computational
complexity, while slightly reducing the error-rate performance of SD is known
as regularization, e.g., [11]. The main idea of regularization is to realize that
poorly conditioned channel realizations H typically lead to high search com-
plexity due to the low effective SNR on one or more of the effective spatial
streams. An efficient way to counter ill-conditioned channel matrices is to op-
erate on a regularized version of the channel matrix by computing the (sorted)
QR-decomposition of [

H
αIMT

]
P = QR (6)

where α is a suitably chosen regularization parameter, Q is a (MR +MT)×MT

matrix satisfyingQQH = IMT , andR is of dimensionMT ×MT. By partitioning
Q according to Q = [QT

1 QT
2 ]T , where Q1 is of dimension MR ×MT and Q2 is

of dimension MT ×MT, the ML rule in (3) can be approximated as

ŝ ≈ arg min
s̃∈OMT

‖ỹ −Rs̃‖2 (7)

where ỹ = QH
1 y and s̃ = Ps. Setting the regularization parameter α =

√
NoMT

corresponds to MMSE regularization [17], which was shown in [11] to result in a
good performance/complexity trade-off for hard- and soft-output SD algorithms.

2.3 Soft-Output Single Tree-Search Sphere Decoding

In coded MIMO systems, the computation of reliability information (i.e., soft-
outputs) in the form of LLRs Li,b for each transmitted bit xi,b improves (often
significantly) the error-rate performance compared to hard-output detection,
which only computes binary-valued estimates for xi,b.

Computation of the Max-Log LLRs. Soft-output MIMO detection amounts
to computing LLR-values Li,b for each transmitted bit xi,b according to [10, 11]

Li,b = log

(
Pr[xi,b = 1 | y]
Pr[xi,b = 0 | y]

)
. (8)

Straightforward computation of (8) results in prohibitive computational com-
plexity. In order to reduce the complexity of LLR computation, we employ the
max-log approximation [10, 11]

Li,b ≈ min
s∈X (0)

i,b

‖ŷ −Rs‖2 − min
s∈X (1)

i,b

‖ŷ −Rs‖2 (9)
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where X (0)
i,b and X (1)

i,b are the sets of symbol vectors that have the bth bit in the
label of the jth scalar symbol equal to 0 and 1, respectively. We emphasize that
the LLRs in (9) are normalized with respect to the noise variance No in order to
get rid of the factor 1/N0 on the right hand side (RHS) of (9). This normalization
simplifies the exposition and does not degrade the error rate performance with
max-log-based channel decoders (see [11] for the details).

For each transmitted bit xi,b, one of the two minima in (9) is given by the
metric λML = ‖ŷ −RsML‖2 associated with the ML solution sML = ŝ of the
MIMO detection problem in (3). The other minimum in (9) can be written as

λML
i,b = min

s∈XML
i,b

‖ŷ−Rs‖2 (10)

where XML
i,b corresponds to the subset of OMT for which the (i, b)th bit is equal

to the counter-hypothesis xML
i,b , denoting the binary complement of the bth bit

in the label of the ith entry of sML. With (3) and (10) the max-log LLRs (9) can
be re-written as

Li,b ≈
{
λML − λML

i,b , xML
i,b = 0

λML
i,b − λML , xML

i,b = 1 .
(11)

From (11), it is obvious that soft-output MIMO detection breaks down to effi-

ciently identifying sML, λML, and λML
i,b for i = 1, . . . ,MT and b = 1, . . . , Q.

Single Tree-Search Sphere Decoding. Computation of the max-log LLRs

in (11) requires the metrics λML
i,b , which, for given i, b, is accomplished by travers-

ing only those parts of the tree that have leaves in XML
i,b . Since this computation

has to be carried out for every bit, it is immediately obvious that soft-output
MIMO detection results in significantly higher computational complexity com-
pared to hard-output ML detection using the SD algorithm. The soft-output
STS-SD algorithm proposed in [11] is key in keeping the complexity increase
(compared to hard-output SD) at a minimum and is summarized next.

The main idea of the soft-output STS-SD algorithm is to ensure that every
node in the tree is visited at most once, which can be accomplished by searching
for the ML solution and all counter-hypotheses concurrently. To this end, the
algorithm searches the subtree originating from a given node only if the result

can lead to an update of at least λML or one of the λML
i,b . In the ensuing discussion,

the bit-label vector of the current ML hypothesis and the corresponding metric
are denoted by xML and λML, respectively. The soft-output STS-SD algorithm
consists of two main tasks, namely list administration and tree pruning:

List Administration: The algorithm is initialized with λML = λML
i,b = ∞, ∀i, b.

Whenever a leaf with corresponding bit-label x has been reached, the algorithm
distinguishes between two cases:
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1) If a new ML hypothesis is found, i.e., if d(x) < λML, then all λML
i,b for

which xi,b = xML
i,b are set to λML followed by the updates λML ← d(x)

and xML ← x; this ensures that for each bit in the ML hypothesis that is
changed in the process of the update, the metric of the former ML hypothe-
sis becomes the metric of the new counter-hypothesis, followed by an update
of the ML hypothesis.

2) In the case d(x) ≥ λML, only the counter-hypotheses need to be checked.

Here, the decoder updates λML
i,b ← d(x) for all i and b satisfying xi,b = xML

i,b

and d(x) < λML
i,b .

Tree Pruning: The second key aspect of STS-SD is the following tree-pruning
criterion: Consider a given node s(j) (on level j) and the corresponding label
x(j) consisting of the bits xi,b (i = j, . . . ,MT, b = 1, . . . , Q). Assume that the
subtree originating from the node under consideration and corresponding to the
bits xi,b (i = 1, . . . , j − 1, b = 1, . . . , Q) has not been expanded yet. The pruning
criterion for s(j) along with its subtree is compiled from two conditions. First,
the bits in the partial bit-label x(j) associated to s(j) are compared with the
corresponding bits in the label of the current ML hypothesis xML. All metrics

λML
i,b with xi,b = xML

i,b found in this comparison may be affected when searching

the subtree of s(j). Second, the metrics λML
i,b (i = 1, . . . , j − 1, b = 1, . . . , Q) cor-

responding to the counter-hypotheses in the subtree of s(j) may be affected as
well. In summary, the metrics which may be affected during the search in the
subtree emanating from the node s(j) are given by the set

A(
x(j)

)
=

{
λML
i,b

∣∣ (i ≥ j, b = 1, . . . , Q
) ∧ (xi,b = xML

i,b )
}

∪
{
λML
i,b

∣∣ i < j, b = 1, . . . , Q
}
.

The node x(j) along with its subtree is pruned if its PED satisfies

d
(
x(j)

)
> max

a∈A(x(j))
a . (12)

The STS-SD pruning criterion ensures that a given node and the entire subtree
originating from that node are explored only if this could lead to an update

of either λML or of at least one of the λML
i,b , which enables significant complex-

ity savings compared to other tree-search based soft-output MIMO detection
algorithms, e.g., [10, 18].

LLR Clipping. In practical systems, it is often desirable to tune the perfor-
mance and complexity of the detection algorithm at run-time. LLR clipping [19]
offers a convenient way to adjust this trade-off with the STS-SD algorithm. The
key idea is to bound the dynamic range of the max-log LLRs so that∣∣Li,b

∣∣ ≤ Lmax ∀i, b (13)
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and to incorporate the clipping constraint (13) into the STS-SD algorithm. In
particular, LLR clipping can be built into the algorithm by simply applying the
update [11]

λML
i,b ← min

{
λML
i,b , λML + Lmax

}
(14)

to all counter-hypotheses, after carrying out the steps in Case 1) of the list
administration procedure described above. The remaining steps of the STS-SD
algorithm are not affected. For Lmax = ∞, STS-SD obviously delivers the exact
max-log LLRs, whereas for Lmax = 0, we obtain hard-output SD performance as
the decoder’s output is xML, λML, and Li,b = 0 for all i and b. As shown in [11],
the LLR-clipping parameter Lmax can indeed be used to gracefully adjust the
performance and complexity of the soft-output STS-SD algorithm.

3 Wide-Band MIMO Receiver Architecture

We next show that for wide-band MIMO wireless communication systems, such
as IEEE 802.11n or 3GPP-LTE, a single SD core turns out to be insufficient
to simultaneously support the high bandwidth and the (error-rate) performance
requirements, even when implementing the receiver in deep submicron CMOS
technologies. We therefore present an architecture consisting of multiple SD-
cores, which is able to meet the throughput and performance requirements of
modern wide-band MIMO systems.

3.1 Run-Time Constraints

The computational complexity (required to find the ML solution or the LLR
values) of the algorithms discussed above depends on the transmitted signals s,
the instantaneous realizations of the (random) channel matrix H, and the noise
vector n. Consequently, the throughput of SD-based algorithms is variable and,
in particular, random, which constitutes a significant problem in many practical
application scenarios. Furthermore, the worst-case complexity of SD-based algo-
rithms is equivalent to that of an exhaustive search [13]. Consequently, to meet
the practically important requirement of a fixed throughput, the algorithm’s
run-time must be constrained. This, in turn, leads to a constraint on the maxi-
mum detection effort or, equivalently, to a constraint on the maximum number of
nodes that the SD is allowed to visit, which will clearly prevent the detector from
achieving ML performance or to be able to deliver the exact max-log LLRs in
(9). It is therefore of paramount importance to find a way of imposing run-time
constraints while keeping the resulting performance degradation at a minimum.
Moreover, it is highly desirable in practice to have a smooth performance degra-
dation as the run-time constraint becomes more stringent. Early-termination
methods allowing for a smooth performance degradation suitable for narrow-
band systems have been proposed in [11, 14]. The approach and architecture
described next enables an efficient way to incorporate run-time constraints for
wide-band MIMO wireless communication systems.
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Fig. 3. High-level system architecture of a SD-based MIMO-OFDM receiver

3.2 Receiver Architecture for Wide-Band MIMO Systems

The high-level architecture of a wide-band MIMO receiver based on SD is illus-
trated in Fig. 3. The data flow starts with the OFDM demodulation. During a
training phase, received training symbols are delivered to a MIMO preprocess-
ing unit, which estimates the channel matrices H[k] for all OFDM tones and
performs necessary pre-computations on H[k] (i.e., the sorted and regularized
QRD). During the data phase, the demodulation unit and the MIMO prepro-
cessing unit forward the received vectors y[k] and the results of the preprocessing
unit to the MIMO detector at a constant arrival rate, which is essentially given
by the communication bandwidth of the system. In the MIMO-detection block,
the information required to decode a symbol is first queued in a FIFO buffer.
A scheduler reads the entries of the FIFO buffer and forwards them to the next
available SD core together with a runtime constraint (i.e., an upper limit on
the number of nodes that are allowed to be examined by the SD). When the
FIFO fills up, the runtime constraints are reduced to ensure that no data is
lost. Note that this reduction of the maximum runtime degrades the quality
of the detection.1 The outputs from the N instantiated SD cores are collected
and re-ordered since the variable runtime may cause decoded symbols to arrive
out-of-order. The reordered symbol estimates (either hard- or soft-outputs) are
finally forwarded to the interleaver and the channel decoder.

3.3 Implications on SD-Core Optimization

With the above described architecture, the average decoding effort, i.e., the
number of visited nodes that can be allocated for decoding of each symbol is
determined by

1 The particularities of the employed scheduling mechanism and the associated per-
formance trade-offs can be found in [11].
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Φ ∝ N

TcB
[nodes]

where B denotes the bandwidth of the system (i.e., the arrival-rate of the sym-
bols to be decoded), Tc is the clock period of each SD core (assuming that
one node in the tree is checked in each clock cycle), and N denotes the num-
ber of SD instances. At the system-level, the performance/complexity trade-off
can now be adjusted by the choice of N , i.e., instantiating more SD cores im-
proves the error-rate performance but clearly comes at the cost of increased
silicon area. In particular, the resulting area of the presented architecture cor-
responds to Atot = NASD, where ASD denotes the silicon area of a single SD
core.2 For a large number of SD cores, the overall silicon area for a guaranteed
number of visited nodes Φ̄ that can be used for decoding received symbols, is
given by

Atot ∝ Φ̄BρSD with ρSD = TcASD. (15)

Consequently, it follows from (15) that whenever multiple SD cores are necessary
to meet the performance and throughput requirements of a wide-band MIMO
system, the focus for the optimization of the SD core shifts from minimizing the
area or maximizing the throughput (as it is typically the case for narrow-band
systems) to minimizing the corresponding area-delay (AT-)product ρSD. In the
next two sections, we describe architectures for hard-output SD and soft-output
STS-SD, which are optimized for minimum AT-product.

4 VLSI Architecture of Hard-Output SD

The hard-output SD architecture described next is based on the architecture
template presented in [12]. We first summarize this architecture and then de-
scribe additional techniques that substantially improve (i.e., reduce) the associ-
ated AT-product.

4.1 High-Level Architecture

Fig. 4 shows the high-level block diagram of the proposed SD architecture. The
design is comprised of a metric computation unit (MCU), a metric enumeration
unit (MEU), an SC check unit, a level-select multiplexer, and a cache.

Metric Computation Unit: The MCU is responsible for the forward-iteration of
the depth-first tree-traversal. In the implementation [12], this forward iteration
includes the sequential evaluation of (5) and the computation of the PED in (4).
In the present circuit (cf. Fig. 5) a slicer-unit performs a decision on the nearest
constellation point and the MCU computes bi (instead of bi+1) in parallel to the

2 We neglect the area overhead in the FIFOs and re-order buffers.
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Fig. 4. High-level architecture of the hard-output SD unit. The shaded registers and
the ring buffer (in the cache) are only required in when pipeline interleaving is used.

PED of level i + 1. The result bi is then used in the next iteration (provided
that the SC is met); this approach was shown to reduce the critical path of the
SD-core without increasing the circuit area [20, 21].

Metric Enumeration Unit: The MEU operates in parallel to the MCU. While the
MCU processes a node on layer i, the MEU selects the next-best constellation
point on layer i+1 according to the used enumeration scheme and computes its
PED. Hence, once the SD algorithm needs to move upward in the tree (i.e., is
performing backtracking), the MCU can directly start the next forward iteration
as all required intermediate results have already been computed beforehand by
the MEU. The register transfer-level (RTL) architecture of the MEU (cf. Fig. 5)
is similar to the one of the MCU. However, the slicer-unit that determines the
closest CP is replaced by an enumeration unit, which is used to determine the
CP that is considered next on layer i+ 1.

Remaining Units: The cache is used to store intermediate results for each level
computed by the MEU and the MCU. The SC check is carried out immediately
after the computation of the new PEDs. MEU, MCU, level cache, and the result
of the SC check decide on which layer the SD algorithm proceeds next. If a valid
leaf is found, i.e., whose metric fulfills the SC, the radius r is updated. In this
case, an additional clock cycle is necessary, as the PEDs in the level cache need
to be checked against the new radius.
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Fig. 5. RTL block diagram of the MCU and MEU. The shaded registers are only
required when pipeline interleaving is applied.

4.2 Schnorr-Euchner Enumeration

The enumeration strategy (which is implemented by the enumeration unit in the
MEU) defines the order in which the children of a node are examined. Radius
reduction (cf. Section 2.2) is most efficient in combination with the SE enumer-
ation [6,9], which visits the children of a node in ascending order of their PEDs.
An important advantage of this enumeration strategy is that leaves that are
more likely to lead to the ML solution (or corresponding counter-hypotheses for
the STS-SD) are found early, which expedites the pruning of the tree. More-
over, enumeration of the children of a node can terminate as soon as a child
violates the SC or, in the case of the STS-SD fulfills the corresponding pruning
criterion.

For each visited node, SE enumeration comprises two types of operations: The
first operation is to initialize the enumeration of the children by identifying the
child associated with the smallest PED. This task can easily be accomplished by
comparing bi+1 in (5) to a number of decision boundaries, i.e., by performing a
slicing operation in the MCU shown in Fig. 4. The second type of operation is to
enumerate the remaining children in ascending order of their PEDs, which is a
non-trivial task for complex-valued constellations.3 Unfortunately, the enumera-
tion process has a significant impact on the complexity and on the critical path

3 Note that for real-valued CPs, SE enumeration of the remaining child-nodes is im-
mediately given by a zig-zag enumeration around the closest CP [9].
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Fig. 6. The 16-QAM alphabet divided into one-dimensional subsets

of SD implementations. Hence, reducing the complexity and critical path of the
enumeration unit is essential to minimize the AT-product ρSD of corresponding
efficient SD implementations.

Exhaustive Enumeration. This method is a straightforward (but rather inef-
ficient) solution to perform SE enumeration [12]. The idea is to first compute the
PEDs of all children of a given node. During enumeration, a min-search (limited
to the subset of children that have not yet been visited) identifies the next child.
The main drawbacks of this solution are i) the area requirement to compute the
PEDs of all children of a node, ii) the memory needed to store all PEDs in the
cache, and iii) the fact that a min-search is costly in terms of area and timing,
especially for higher order constellations. Hence, this approach is not suited for
the efficient implementation of SD in hardware.

Subset Enumeration. More elaborate solutions for SE enumeration were pre-
sented in [10,12,22]. The main idea of these approaches is to divide the complex-
valued (i.e., two-dimensional) constellation into one-dimensional subsets, which
only require to compute and store one PED per subset. The SE enumeration
then chooses the child with the smallest PED among the preferred children in
these subsets, which leads to a complexity reduction in the min-search stage and
reduces the memory requirements in the cache.

Fig. 6 illustrates two subset enumeration schemes. For phase-shift keying
(PSK) subsets proposed in [10] and [12], the constellation is decomposed into sev-
eral concentric circles (see Fig. 6(a)). The second method shown in Fig. 6(b) was
proposed in [22] and employs pulse-amplitude modulation (PAM) subsets (i.e.,
stripes). Both methods suffer from the fact that the number of required subsets
becomes large when targeting higher modulation orders (e.g., 64-QAM requires
eight PAM subsets), which contributes considerably to the resulting circuit area
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and timing of the entire architecture (as sorting across all subsets is required).
In order to further reduce the complexity of SE enumeration, one needs to resort
to approximate SE enumeration schemes such as the ones described next.

4.3 Approximate Schnorr-Euchner Enumeration Schemes

The goal of considering approximations to SE enumeration is to perform the
candidate enumeration without the need for computing, caching, and compar-
ing PEDs of multiple children of the same node. Such methods yield significant
reduction in terms of circuit area and critical path delay at the cost of a (of-
ten negligible) reduction in terms of error-rate performance and are, therefore,
well-suited to reduce the AT-product of corresponding SD implementations. The
basic idea of most of these approaches [23, 24] is to store predefined enumera-
tion sequences in one or multiple look-up tables (LUTs). A fixed sequence is
chosen based upon several geometric rules that analyze the position of the re-
ceived point bi+1 in the complex plane relative to the closest CP. The accuracy
of these techniques (i.e., how closely they follow the Schnorr-Euchner enumera-
tion sequence) can be adjusted by the number and complexity of the associated
selection criteria together with the number of predefined LUTs.

Search-Sequence Determination. This approach applies a few rules to the
distance between the received point bi+1 and the closest CP denoted as ai [23].
The number of rules applied to determine the position of bi+1 relative to the
closest CP defines for how many nodes the resulting search sequence corresponds
to the SE enumeration. For instance, the following first rule �(ai) ≥ �(ai) can
determine the order of the first three nodes to be equal to the first three nodes
of SE enumeration. Adding a second rule 1−�(ai) ≥ 2�(ai) allows to determine
the SE enumeration order for the first four nodes. Each additional rule brings
the search sequence closer to SE enumeration. However, in practice, a few rules
or even only the first rule combined with enumeration of the remaining siblings
according to a predefined order stored in look-up tables (LUTs) [24] often suffices
to keep the performance loss negligible compared to SE enumeration.

Ordered �∞̃-Norm Enumeration. The approach implemented here is in-
spired by the �∞̃-norm SD algorithm [12, 25]. Here, however, the �∞̃-norm is
only used for enumeration purposes, whereas the SD algorithm in [12, 25] also
uses it for distance computations. The enumeration scheme initially proposed
in [21] can be implemented efficiently without requiring LUTs and therefore,
scales well to higher-order constellations (i.e., constellations including and be-
yond 64-QAM). The starting point for the enumeration is trivially determined
by the closest CP (in terms of Euclidean distance). However, the subsequent CPs
are enumerated according to their distance from bi+1 in terms of the �∞̃-norm:

d∞̃ = |bi+1 −Ri,isi|∞̃ = max{|�(bi+1 −Ri,isi)| , |�(bi+1 −Ri,isi)|} .
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Fig. 7. Principle of ordered �∞̃-norm enumeration for 64-QAM modulation

To this end, the area around the closest CP is first subdivided into eight sectors
as illustrated in the lower right corner of Fig. 7. The sector containing bi+1 is
identified with simple geometric rules to define the second CP in the enumeration
and the direction for the ordered �∞̃-norm enumeration. CPs with identical
�∞̃-norm form one-dimensional subsets. All nodes within the same subset are
processed before the algorithm selects the next subset. In the example provided
in Fig. 7, the processing order of the one-dimensional subsets is illustrated by the
leading number attached to each CP. Within each subset, zig-zag enumeration is
applied around the CP closest to bi+1, which is illustrated by the corresponding
trailing number in Fig. 7. The members of each subset are returned in SE order
and subsets are enumerated in order of increasing �∞̃-norm.

Implementation: The above-described enumeration scheme can be split into two
basic tasks: i) Tracking of the position, size, and orientation of the linear subsets
and ii) zig-zag enumeration within the subsets and checking for the boundaries
of the finite-size modulation alphabet. Both tasks can be implemented using
simple combinational logic, comparators, and only three counters. Hence, the
circuit complexity of ordered �∞̃-norm enumeration is very low.
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(a) Frame error-rate (FER) performance comparison.

(b) Computational complexity comparison.

Fig. 8. FER performance and computational complexity (in average number of visited
nodes) for ordered �∞̃-norm and SE enumeration (MT = MR = 4 using 64-QAM)
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Impact on Performance and Complexity: Besides a reduction in terms of hard-
ware complexity, the ordered �∞̃-norm enumeration has an impact on the com-
putational complexity (i.e., number of visited nodes) and on the (error-rate)
performance of hard- and soft-output SD. The reason for this impact lies in the
fact that the approximation does not guarantee that the children of a node are
always enumerated strictly in ascending order of their PEDs (i.e., only the first
three CPs always correspond to the first three CPs obtained by SE enumeration).
In order to characterize the impact on performance and complexity, numerical
simulations are carried out in order to verify that the loss in error-rate and
increase in computational complexity is negligible. Corresponding simulation re-
sults4 for hard- and soft-output SD are shown in Fig. 8. It can be observed that
the loss in terms of the coded frame-error rate (FER) performance is negligible
(see Fig. 8(a)) for both detection methods and the number of visited nodes with
�∞̃-norm enumeration is slightly smaller (i.e., approximately 5%) compared to
that achieved by exact SE enumeration (see Fig. 8(b)). Hence, ordered �∞̃-norm
enumeration is well-suited for high-performance implementations of hard-output
SD and soft-output STS-SD.

4.4 Pipeline Interleaving

Due to the first-order feedback path present in SD-architectures, pipelining can-
not be applied in a straightforward way. Nevertheless, symbol-wise pipeline in-
terleaving can be used to shorten the critical path and hence, to improve the
AT-product of the SD-core implementation. The main idea of this approach ap-
plied to SD is to detect multiple (and independent) symbol-vectors in parallel
within the same SD-unit [21, 27, 28].

Fig. 4 and Fig. 5 illustrate the location of the pipeline registers (in light
grey boxes) in the VLSI architecture for three pipeline stages. The locations
of the pipeline registers were chosen manually in order to balance the path
delays between each pipeline stage. Furthermore, automated retiming was used
during synthesis for further optimization. Besides adding the pipeline registers
in the data-path, the level cache in Fig. 4 required the implementation of a
ring-buffer, in which each set of entries is associated with one of the symbols
in the pipeline and corresponds to one instance of the original level cache. Note
that the number of pipeline stages affects the throughput and silicon area of
the detector. A corresponding investigation of the resulting area/throughput
trade-off is provided in Section 6.

4 We consider coded (rate 2/3 convolutional code, constraint length 7, generator poly-
nomials [133o 171o], and random interleaving across space and frequency) MIMO-
OFDM transmission with MR = MT = 4, 64-QAM (Gray mapping), 64 OFDM
tones. One frame consists of 1536 coded bits. A TGn type C [26] channel model
is used. We assume perfect channel state information at the receiver and employ
minimum mean-square error sorted QR decomposition (MMSE-SQRD) [17] for SD-
preprocessing. The SNR is per receive antenna.
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5 VLSI Architecture of Soft-Output STS-SD

The high-level block diagram of the soft-output STS-SD implementation is shown
in Fig. 9. Compared to the architecture for hard-output SD described in Sec-
tion 4, modifications are necessary in the MCU and two additional units are
required, one for list administration and one for the implementation of the STS-
SD pruning criterion [11]. We next describe the specifics of these changes.

5.1 Architectural Changes in the MCU

From a high-level perspective, there is one fundamental difference between tree-
traversal for hard-output SD and for the soft-output STS-SD algorithm: When
the node currently examined by the MCU is on the level just above the leaves
(i.e., on level i = 2), the hard-output SD algorithm considers only one child,
namely the one associated with the smallest PED. The STS-SD algorithm, how-
ever, has to compute the PEDs of all children that do not qualify for pruning
according to the criterion (12) since these children may lead to updates of the

metrics λML
i,b . To perform this leaf enumeration procedure, STS-SD must revisit

the current node at level i = 2, which requires additional clock cycles and a
leaf enumeration unit shown in Fig. 9. This unit does, however, not require an
additional arithmetic unit for the PED computation as it can reuse the PED
computation unit in the MCU (see Fig. 9).

The computational complexity involved in this leaf-enumeration approach can
be reduced significantly, by taking advantage of the Gray mapping of the infor-
mation bits for the constellation symbols [21]. The leaf nodes of interest to the
computation of max-log LLR values, are obtained by flipping every bit of the
leaf that is closest to b2. Furthermore, by considering the distance differences
between the constellation symbols, it can be shown that no costly squaring oper-
ations are necessary. The data path able to carry out these computations merely
encompasses a shifter, an adder and a multiplication.

5.2 List Administration and Tree Pruning

In addition to the modifications in the MCU described above, the soft-output
STS-ST algorithm requires two additional units [11]:

List-Administration Unit (LAU). The LAU is responsible for maintaining

and updating the list containing xML, λML, and the λML
i,b . The corresponding unit

is active during the leaf-enumeration process described above. Since the update
rules implemented by the LAU require only a small number of logic operations,
the silicon area of this unit is small and is dominated by the storage space

(λ cache) required for the metrics λML and λML
i,b . This cache needs to provide

storage for all the metrics of all symbols being processed in parallel by pipeline
interleaving.
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Fig. 9. Block diagram of the proposed VLSI architecture for the soft-output STS-SD.
Additional required units (compared to hard-output SD) are highlighted.
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Pruning Criterion Unit (PCU). The PCU is responsible for computing
the RHS of (12). From an implementation perspective, the reference metric on
level j depending on the partial label x(j) constitutes a major problem. More
specifically, this dependence causes the criterion for pruning the child of a parent
node on level j + 1 to depend on the partial label x(j) of that child. This, in
turn, implies that enumeration of the children on level j in ascending order
of their PEDs according to the SE criterion cannot be applied, which results
in the need for exhaustive-search enumeration (see Section 4.2). As mentioned
above, exhaustive enumeration is ill-suited for the efficient implementation in
VLSI (cf. [12]). A modification of the pruning criterion in (12) proposed in [11]
solves this problem. To this end, define

B
(
x(j+1)

)
=

{
λML
i,b

∣∣ (i > j, b = 1, . . . , Q
) ∧ (xi,b = xML

i,b )
}

∪
{
λML
i,b

∣∣ i ≤ j, b = 1, . . . , Q
}

and prune the node x(j) (corresponding to the partial symbol vector s(j)) along

with its subtree if d
(
x(j)

)
satisfies

d
(
x(j)

)
> max

b∈B(x(j+1))
b . (16)

Note that compared to (12), the RHS of the modified pruning criterion (16)
depends on the partial label x(j+1) rather than on x(j). Consequently, the enu-
meration of the children of a node on level j + 1 can be carried out using SE
enumeration or an approximation thereof (see Section 4.2 and Section 4.3).

The approach described above entails a slight increase in terms of complexity
compared to the original pruning criterion for the STS-SD algorithm in (12).
Nevertheless, the corresponding complexity increase is significantly smaller than
what would be incurred if (12) would be applied directly. A corresponding de-
tailed discussion can be found in [11].

6 Implementation Results and Comparison

In the following, we present implementation results for hard-output SD and
soft-output STS-SD in a 130nm CMOS technology. Furthermore, a comparison
to existing hard- and soft-output SD implementations demonstrates the perfor-
mance advantage of the AT-product-optimized VLSI architectures detailed in
this chapter.

6.1 Implementation Results for Hard-Output SD

The AT-diagram in Fig. 10 shows the synthesis results of hard-output SD with
ordered �∞̃-norm enumeration and pipeline interleaving with different number of
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pipeline stages.5 The proposed architectures have been implemented with sup-
port for multiple modulation schemes (BPSK, QPSK, 16-QAM, and 64-QAM)
and for up to four spatial streams (configurable at runtime).

Fig. 10 shows that the architecture with three pipeline stages achieves the
best AT-product. Nevertheless, the architectures with more than three pipeline
stages come close to the one achieving the optimal AT product, whereas the
architectures with fewer pipeline stages are clearly outperformed in terms of the
AT-product. As a comparison, implementation results of previously reported
hard-output SD implementations are also included in Fig. 10 (the results are
also summarized in Tbl. 1). It can be seen that the proposed hard-output SD
implementation without pipelining already outperforms all existing designs with-
out pipelining by a least 23% in terms of area and by at least 28% in terms of
clock frequency6. Furthermore, the AT-product (in [kGE/MHz]) of the proposed
architecture with pipeline interleaving is more than 2� better than that of the
pipelined implementation in [27].

6.2 Implementation Results for Soft-Output STS-SD

Ordered �∞̃-norm enumeration and pipeline interleaving can also be applied
to the soft-output STS-SD architecture described in Section 4. Corresponding
implementation results for soft-output STS-SD are shown in Tbl. 2 and are
compared to existing soft-output SD implementations [11,24]. The AT-optimized
implementation is superior in terms of area and clock frequency compared to the
soft-output detector described in [24]. Note that the original implementation of
soft-output STS-SD in [11] only supports 16-QAM modulation, which is the
main reason for the smaller area in the unpipelined case. For hard-output SD,
pipeline interleaving with three pipeline stages appears to be optimal in terms of
the AT-product. As the additional units required for soft-output STS-SD do not
influence the critical path, STS-SD was also implemented with three pipeline
stages. Tbl. 2 shows that pipeline interleaving also improves the AT-product for
soft-output SD implementations and yields a gain of more than 30% compared
to the unpipelined design.

6.3 The Case for Multiple SD-Cores

In Section 2, we argued that a single SD core is insufficient to meet the band-
width and error-rate performance requirements of modern wireless communi-
cation standards such as IEEE 802.11n, where a throughput of 600Mb/s is
required. From Tbl. 1, we observe that a single instance of hard-output SD
meets the throughput requirement when early-termination and block-processing
according to [11, 14] are applied. For soft-output STS-SD, however, the number
of visited nodes is significantly increased: From seven for hard-output SD to a

5 The results were obtained by synthesizing the RTL description in VHDL with dif-
ferent timing constraints.

6 The clock frequencies of all designs are normalized to 130 nm CMOS technology.
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Fig. 10. AT-diagram of hard-output SD with different number of pipeline stages. The
optimal synthesis results (in terms of the area/delay trade-off) are highlighted by circles
and implementation results of previous architectures are indicated by stars. All designs
are scaled to 130 nm CMOS technology.

least 100 for soft-output STS-SD [11]. To illustrate the necessity for multiple
soft-output STS-SD cores, we assume LLR clipping is used to adjust the average
complexity to Davg = 100 for 64-QAM modulation which typically results only
in a negligible error rate performance degradation. In this case, the throughput
of one STS-SD core is 92Mb/s and therefore, in order to meet the throughput
requirement of IEEE 802.11n, seven AT-optimized soft-output STS-SD cores are
required.

7 Summary and Conclusion

In order to meet the throughput and latency requirements of modern wide-band
wireless communication systems, such as IEEE 802.11n or 3GPP-LTE, using
the sphere decoding (SD) algorithm, multiple parallel detection cores are neces-
sary. Therefore, the main optimization goal for each SD core is to minimize the
area-delay product, which represents the hardware-efficiency. Ordered �∞̃-norm
enumeration and pipeline interleaving are two key techniques that are both suit-
able to achieve this goal. The approximate enumeration strategy significantly
reduces circuit area and the critical path-delay and corresponding simulations
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Table 1. Implementation results and comparison of hard-output SD

[12] [11] [27] This work

CMOS tech. 250 nm 250 nm 130 nm 130 nm
Antennas 4×4 4×4 4×4 1×1 to 4×4
Modulation 16-QAM 16-QAM 16-QAM BPSK to 64-QAM
Norm �∞̃ �2 �∞̃ �2
Enumeration SE SE SE ordered �∞̃-norm
Pipeline
stages

no no 3× no 3× 5×

Areaa [kGE] 50 34.4 70 27.1 38.4 55.3
Freq. [MHz] 137b 140b 333 196 455 625

[kGE/MHz] 0.37 0.25 0.21 0.14 0.08 0.09

Throughput for Davg = 7c [Mb/s]
470 480 1141 672 1560 2143

Table 2. Implementation results and comparison of soft-output algorithms

[24] [11] This work

CMOS Technology 130 nm 250 nm 130 nm
Modulation 64-QAM 16-QAM BPSK to 64-QAM
Algorithm MBF-FD STS-SD STS-SD
Enumeration tabular SE ordered �∞̃-norm
Pipeline stages no no no 3×
Areaa [kGE] 350 56.8 70.4 97.1
Max. frequency [MHz] 198 137b 183 383
AT-product [kGE/MHz] 1.77 0.41 0.38 0.25

aOne GE corresponds to the area of a two-input drive-one NAND gate.

bScaled from 250 nm to a 130 nm CMOS technology by multiplying with 250/130.

cDavg denotes the average number of nodes used for block processing [11,14].

show, that the performance loss is negligible. With pipeline interleaving, the
critical path of each SD core can significantly be reduced, which additionally
improves the AT-product. A design-space exploration with different number of
pipeline stages reveals that an architecture with three pipeline stages (for hard-
output and soft-output SD) is the most efficient in terms of the AT-product and
should, therefore, be preferred for implementation.
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Abstract. The Discrete Cosine Transform (DCT)-based image com-
pression is widely used in today’s communication systems. Significant
research devoted to this domain has demonstrated that the optical com-
pression methods can offer a higher speed but suffer from bad image
quality and a growing complexity. To meet the challenges of higher im-
age quality and high speed processing, in this chapter, we present a joint
system for DCT-based image compression by combining a VLSI archi-
tecture of the DCT algorithm and an efficient quantization technique.
Our approach is, firstly, based on a new granularity method in order to
take advantage of the adjacent pixel correlation of the input blocks and
to improve the visual quality of the reconstructed image. Second, a new
architecture based on the Canonical Signed Digit and a novel Common
Subexpression Elimination technique is proposed to replace the constant
multipliers. Finally, a reconfigurable quantization method is presented
to effectively save the computational complexity. Experimental results
obtained with a prototype based on FPGA implementation and com-
parisons with existing works corroborate the validity of the proposed
optimizations in terms of power reduction, speed increase, silicon area
saving and PSNR improvement.

Keywords: Embedded Image and video compression, Digital hardware
implementation, VLSI, Granularity analysis, Multiplierless DCT, Canon-
ical Signed Digit.

1 Introduction

Today, the needs for new processing, transmissions and communications tools
have increased significantly to support the extraordinary development of mod-
ern telecommunications systems. For fast multimedia communication systems it
becomes urgent to compress the target images. At source, as the image is in opti-
cal form, many researchers and groups have proposed and validated new optical
compression methods [1]. The use of optics is also motivated by the very fast
computing time with which the optic allows to process an image. In addition,
it is possible to combine the optical compression step with the encryption step
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needed to keep the intellectual and/or private property for a target image [2].
One possibility to achieve these optical methods consists in the processing in the
frequency domain [1]. To obtain this frequency domain a transformation of the
image plane is needed; one of these used transformations is the Discrete Cosine
Transform DCT.

We have implemented optically and validated some image compression meth-
ods based on the DCT algorithm [3]. But this solution suffers from bad recon-
structed image quality and higher material complexity due to the use of Spatial
Light Modulator (SLM), optical components. After this optical implementation
of an adapted JPEG model, we are interested in the implementation of a simul-
taneous compression and encryption system [3] and [4].

With all these optical set-ups implementing several architectures, we have
concluded that an all optical implementation is not easily possible to replace all
the potential of digital processing. In addition, for complex applications, an all
optical processing is not enough to have a reliable system. Therefore, an optical
processing should be only a part of the system.

On the other hand, reconfigurable hardware, such us FPGAs, are considered
as an attractive solution for signal and image processing implementation due to
their high-speed I/Os, embedded memories and to their capability to efficiently
implement highly parallelized architecture. In 2011, FPGAs under industrializa-
tion (Xilinx Series 7) use the 28 nm technology, 2 million logic cells with clock
speeds of up to 600 MHz. The new trends on the manufacturing process consists
in using Intellectual Properties (IP). And, the goal behind this is to reduce dra-
matically the Time To Market. However, the dedicated architecture of IP hard
cores constitutes a limitation for the implementation of image coding algorithms
such as JPEG, MPEG and H26x. In fact, these standards only normalize the
algorithm and the decoding format. The method of encoding is left free to com-
petition, as long as the image produced is decoded by a standard decoder [5].
Consequently, flexibility and adaptive computing capabilities are needed to en-
hance the encoding efficiency and to meet the real-time requirement. It becomes
contradictory to design flexible and computational intensive systems with fixed
architecture of IP hard cores without an increase in consumed power and silicon
area. According to this point of view, we are interested in this chapter on the
gate level description of an optimized digital realization of an image compression
scheme.

Indeed, one of the most popular image compression scheme is the JPEG coding
system largely used in World-Wide-Web and in digital cameras. More recent
video encoders such as H.263 [6] and MPEG-4 Part 2 [7] use the same JPEG
structure for compression with additional algorithms such as Motion Estimator
(ME). This means that the proposed architectures in this chapter may be easily
adapted for video encoding.

A simplified block diagram of the JPEG encoder is presented in Fig.1. The
first operation consists in dividing the input image into several 8x8 pixel blocks.
Then, the 2D-DCT algorithm is applied to decorrelate each block of input
pixels. The calculated DCT coefficients are quantized to represent them in a
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Fig. 1. Simplified block diagram of the JPEG encoder

reduced range of values using a quantization matrix. Finally, the JPEG stan-
dard arranges the quantized components in a zigzag order and then employs the
Run-Length Encoding (RLE) algorithm that groups similar frequencies together
and then uses Huffman coding or arithmetic coding as entropy encoders. Since
the DCT algorithm and quantization process are computation-intensive, several
improvements are proposed in literature for computing them efficiently. Signifi-
cant research work has been devoted to the problems of DCT and quantization
complexity. These works (analyzed in section II) can be classified into three
parts. The first part is the earliest and concerns the reduction of the number of
required arithmetic operators of the DCT algorithm [8–14]. The second research
thematic is related to the complexity reduction of the constant multipliers used
in the DCT. Typically, ROM-based design [15], Distributed Arithmetic (DA)
architecture [16–21], the New Distributed Arithmetic (NEDA) [22], the LUT-
based design [23] and CORDIC-based design [24, 25] are the most interesting
improvements for the multiplierless DCT. Finally, the third part is about the
joint optimization of the DCT and the quantization for scalable and reconfig-
urable image and video encoder [27–30].

In this chapter, we propose three contributions.

1. First, we present an efficient granularity of input pixels to take advantage of
the adjacent pixel correlation and to reduce the word length of the multiplier
input and consequently the roundoff error. However, we have to underline
that the proposed granularity needs a small changes in standard decoders to
reorder the generated code stream.

2. Then, we propose a novel architecture of the DCT based on the Canonical
Signed Digit (CSD) encoding based on our recent work of [31]. In fact, the use
of subtractor with adders and shift operators allows an efficient implemen-
tation [32, 33]. Hartley in [34] identify common elements in CSD constant
coefficients of FIR filter and share required resources. The latter is named
Common Subexpression Elimination (CSE). The use of this technique, with
the same manner as in FIR filter, is studied in this paper but the results
are not satisfying. To overcome this problem we propose to identify multiple
subexpression occurrences in intermediate signals (but not in constant coef-
ficients as in [34]) in order to compute DCT outputs. Since the calculation
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of multiple identical subexpression needs to be implemented only once, the
resources necessary for these operations can be shared. The total number of
required adders and subtractors can be reduced.

3. Finally, we introduce a simple reconfigurable scheme of image compression
based on the joint optimization between the DCT computation and the
quantization process. We demonstrate by computing some specific DCT co-
efficients that the visual quality of reconstructed images is very close to the
quality obtained with encoder standard which use matrix multiplications. A
tradeoffs between image visual quality, power, silicon area and computing
time is made.

This paper is organized as follows: an overview of fundamental design issues is
given in section 2. Analysis of granularity of input pixel is presented in Section
3. DCT optimization based on CSD and subexpression sharing is described in
section 4. Then, a joint optimization of quantization and DCT algorithm is
proposed in section 5 along with experimental results before the conclusion.

2 DCT Optimization Techniques

2.1 Choice of the Algorithm

In this section the DCT algorithm is reviewed. Given an input sequence x (n),
n ∈ [0, N − 1], the N -point DCT is defined as:

X (n) =

√
2

N
C (n)

N−1∑
k=0

x (k) cos
(2k + 1)nπ

2N
(1)

where C (0) = 1/
√
2 and C (n) = 1 if n �= 0.

As stated in the introduction, DCT optimization has focused first on reduc-
ing the number of required arithmetic operators. In literature, many fast DCT
algorithms are reported. All of them use the symmetry of the cosine function
to reduce the number of multipliers. In [35] a summary of these algorithms was
presented. Table 1 sums up these results.

In [14], the authors have showed that the theoretical lower limit of 8-point
DCT algorithm is 11 multiplications. Since the number of multiplications of
Loeffler’s algorithm [13] reaches the theoretical limit, our work is based on this
algorithm.

Table 1. Complexity of different DCT algorithms

Reference Chen [8] Lee [9] Vitterli [10] Suehiro [11] Hou [12] Loeffler [13]

Multipliers 16 12 12 12 12 11

Adders 26 29 29 29 29 29
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Fig. 2. Loeffler architecture of 8-point DCT algorithm

Loeffler in [13] has proposed to compute DCT by using four stages as shown
in Fig. 2. The first stage is performed by 4 adders and 4 subtractors while the
second one is composed of 2 adders, 2 subtractors and 2 MultAddSub (Multiplier,
Adder and subtractor) blocks. Each MultAddSub block uses 4 multiplications
and can be reduced to 3 multiplications by constant arrangements. The fourth
stage uses 2 Mult blocks to compute the multiplication by

√
2.

2.2 Multiplierless DCT Architecture

The multipliers are used in DCT to solve the equation of inner product detailed
in (2):

Y =

N−1∑
k=0

x (k) .c(k) (2)

where c (k) are fixed coefficients and equal to cos (2k+1)π
2N and x (k) are the input

image pixels.
One possible implementation of the inner product consists in using embedded

multipliers of the FPGA. However, embedded multipliers are not designed for
constant multipliers. Consequently, they are not power efficient and consume a
large silicon area. Moreover, the obtained design is not portable to all FPGA
families and ASICs since we use specified IP hard cores. Many multiplierless
architectures have, therefore, been introduced for efficient computation of the
inner product in DSP applications. The ROM-based design [15], the Distributed
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Arithmetic (DA) [16, 18], the LUT-based computing [23], the New Distributed
Arithmetic (NEDA) [22] and the CORDIC [24] are the most popular architec-
tures.

ROM-Based Multiplier. The ROM-based multiplier computing is close to
human-like computing. This solution is presented in [15] to design a special-
purpose VLSI processors of 8x8 2-D DCT/IDCT chip that can be used for high
rate image and video coding. In the case of DCT, the coefficient matrix is con-
stant; hence the authors of [15] precomputed all the multiplier outputs and store
them in a ROM rather than compute these values on line. As the dynamic range
of input pixels is 28 for gray scale images, the number of stored values in the
ROM is equal to N.28. Each value is encoded using 16 bits. For example, for an
8-point inner product, the ROM size is about 8 ∗ 28 ∗ 16 bits which is equivalent
to 32.768 kbits. To obtain 8-point DCT, 8 8-point inner products are required
and consequently, the ROM size becomes exorbitant especially for image com-
pression.

Distributed Arithmetic (DA). Authors of [18] use the recursive DCT al-
gorithm and their design requires less area than conventional algorithms. The
design of [18] consider the same inner product in (2) and rewrite the variable
x (k) as follows:

x (k) =

B−1∑
b=0

xb (k) .2
b xb (k) = {0, 1} (3)

where xb (k) is the bth bit of x (k) and B is the resolution of the input vector.
Finally, the inner product can be rewritten as follows:

Y =

N−1∑
k=0

c (k)

B−1∑
b=0

xb (k) .2
b (4)

The equation (4) can be rearranged as follows:

Y =
B−1∑
b=0

[
N−1∑
k=0

c (k) .xb (k)

]
.2b (5)

Equation (5) defines distributed arithmetic computation. In fact, the bracketed
term in (5) may have only 2N possible values since xb (k) may take on values of 0
and 1 only. Since c (k) are fixed coefficient values, we can compute the bracketed
term in (5) by storing 2N possible combinations in a ROM. Input data can be
used to address the ROM. Now, for the computation of the inner product, we
can use an accumulator with a shift operator as mentioned in the Fig. 3. The
result of the inner product is available after N clock cycles. By precomputing
all the possible values and storing these values in a ROM, the DA method speeds
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Fig. 3. Distributed Arithmetic principle

up the multiply process. Unfortunately, the size of ROM grows exponentially
when the number of inputs and internal precision increase. This is inherent to
the DA mechanism where a great amount of redundancy is introduced into the
ROM to accommodate all possible combinations of bit patterns exhibited by the
input signal.

New Distributed Arithmetic (NEDA). The New Distributed Arithmetic
(NEDA) is based on the optimization of DA architecture. The bits of the con-
stant DCT coefficients are distributed to perform the DCT operation with just
addition operations. The NEDA architecture is without ROMs and multipliers.
This results in a low power, high throughput architecture for the DCT. Never-
theless, the implementation of NEDA has two main disadvantages, [22]:

– the parallel data input leads to higher scanning rate which will severely limit
the operating frequency of the architecture;

– the assumption of serial data input leads to lower hardware utilization.

LUT-Based Multiplier. A recent work on LUT-based multiplier computing
[23] employs three optimization techniques for inner-product calculation used in
many DSP applications such as FIR filters, convolutions and sinusoidal trans-
forms. The first technique is the Odd-Multiple Storage (OMS) scheme which con-
sists on storing only the odd multiple of the constant, the even multiples could
be derived from the stored words. The second technique is the Anti-symmetric
Product Coding (APC) scheme which involves only half the number of product
words are to be saved. The last technique is the Input Coding (IC) scheme where
the input word x is decomposed into certain number of segments or sub-words
x = (x1, x2, ..., xT ) and fed to separate LUTs.

Obtained performances with the LUT-based multiplier are at least similar to
DA approach for the same throughput.

CORDIC. COordinate Rotation DIgital Computer (CORDIC) is a very inter-
esting technique for phase to sine amplitude conversion. This algorithm proposed
in [24] utilizes dynamic transformation rather than static ROM addressing. The
CORDIC method can be employed in two different modes: the rotation mode
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and the vectoring mode. In the rotation mode, the algorithm basic idea consists
in decomposing rotation operation into successive basic rotations. Each basic ro-
tation can be realized by shifting and adding arithmetic operations to compute
the sine and cosine functions. A detailed architecture of the CORDIC algorithm
applied to digital synthesizer can be found in [26].

C.-C. Sun et al. in [25] presented an efficient Loeffler DCT architecture based
on the CORDIC algorithm. However, the use of dynamic computation of cosine
function in iterative way is time consuming (long latency), power consuming and
requires a complicated compensation method.

To implement the constant multiplication a new solution is proposed in section
IV. Comparison results with NEDA and CORDIC are provided.

2.3 Joint Optimization

One way of optimizing DCT computation consists in computing DCT coeffi-
cients jointly with other algorithms used in the compression scheme. Many work
about the DCT joint optimization adapt the implementation of the DCT to the
compression standards and reduce the material requirement and the power con-
sumption. Some of them use the statistic behavior of DCT input signals to yield
with the DCT coefficients and the others simplify the DCT architecture by in-
troducing the quantization operation, the motion estimation and compensation
algorithms or also the entropy encoding algorithm.

Xanthopoulos and Chandraksan in [27] exploited the signal correlation to
design a DCT core. They used an MSB rejection module to reduce the number
of arithmetic operations. Their chip allows the user to program statically the
maximum desired precision due to quantization.

Huang and Lee in [29] proposed an efficient video transcoder architecture. To
design the motion estimation and compensation, they used the DCT statistical
properties.

Yang and Wang investigated in [5] the joint optimization of the Huffman
tables, quantization and DCT. They tried to find the performance limit of the
JPEG encoder by presenting an iterative algorithm to find the optimal DCT
coefficients for a given Huffman tables and quantization step sizes.

A prediction algorithm is developed in [30] by Hsu and Cheng to reduce
the computation complexity of the DCT and the quantization process of the
H264 standard. They built a mathematical model based on the offset of the
DCT algorithm to develop a prediction algorithm to save the computational
complexity of the video encoder components.

3 Granularity Analysis

3.1 Principle

The most common way to implement the 2D-DCT algorithm is the row/column
decomposition. The row/column approach consists of two 1D-DCTs algorithm
and one transposed memory to realize a 2D-DCT chip. All the realizations of
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Fig. 4. Granularities distribution

1D-DCT use 8 pixels which constitute a good compromise between the consumed
material resources and the operating frequency. In this section we are interested
to the 1D-DCT optimization which may be used in our dedicated image com-
pression scheme based on 1D-DCT or 2D-DCT algorithms. This means that the
proposed design of 1D-DCT can be easily extended for 2D algorithm.

For a given 8x8 pixel block, the 8 input pixels for the DCT are always taken
in the same row and on 8 consecutive columns. We give the name of 1R8C
for this configuration. Therefore, we propose to study a non-standard-compliant
granularity using 2 consecutive rows and 4 consecutive columns to form the 8
input pixels. We give the name of 2R4C for this proposed granularity. These
granularities are presented in Fig. 4.

The advantage of the second granularity compared to the first one relies on
the fact that the input pixels have a strong dependency since the image used are
often natural and highly structured images. Thus, the pixels of 2R4C granularity
are, in general, more correlated than those of 1R8C granularity. This remark is
very interesting in the case of signals at the output of subtractors in the first
stage of the 1D-DCT algorithm in Fig. 2. In fact, in the case of 2R4C, signals
E12, E14 and E16 use more correlated inputs and consequently the dynamic
ranges of these signal are reduced. Hence, two solutions are possible. The first one
consists in encoding these signals with fewer bits and consequently the multiplier
requirements of the stage 2 of the 1D-DCT are reduced. The second solution
consists in keeping constant the length of these signals in order to minimize
the roundoff error of arithmetic operators in the following stages (the signal
truncating is done in the last stage). This second solution is adopted in this
paper in order to obtain a high image quality. For the multiplier requirements,
a solution will be given in the section 4.

3.2 Verification

To verify the advantage of the proposed granularity compared to the 1R8C, we
define for a given row of 8 pixels (in the case of 1R8C), dxk (j) as the difference
between the intensities of two pixels spaced by k − 1 pixels as:

dxk (j) = |x (j)− x (j + k)| (6)
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Table 2. Intensity distributions of th first stage subtraction outputs

Signal Expression 1R8C 2R4C

E12 x(1)− x(8) dx7 dx3 + dy

E14 x(2)− x(7) dx5 dx1 + dy

E16 x(3)− x(6) dx3 dx1 + dy

E18 x(4)− x(5) dx1 dx3 + dy

where k ∈ [1, 7] and j is the pixel index, j ∈ [1, 8− k]. For example, if k = 7,
j = 1 and dx7 (1) calculates the absolute difference between the intensities of the
first and the eighth pixel. For the 2R4C granularity, we define the same dxk (j)
where k ∈ [1, 3] and j ∈ [1, 4− k]. Furthermore, we define dy (i) as the absolute
difference between two adjacent vertical pixels as:

dy (i) = |x (i)− x (i+ 4)| (7)

with i ∈ [1, 4].
Without loss of generality, we assume that absolute difference between two

adjacent vertical pixels do not depend on the position of the pixels in the block.
Consequently, we suppose that dy (i), for i ∈ [1, 4], have the same distribution
in terms of standard deviation and dynamic range. Hereafter, we use dy for the
absolute difference between two adjacent vertical pixels. In the same manner, we
use dxk for the absolute difference between the intensities of two pixels spaced
by k − 1 pixels. Table 2 uses dy and dxk to determine the intensity distribution
of the DCT first stage subtraction outputs using 1R8C and 2R4C granularities.
For E12, E14 and E16 signals, the dynamic range of the absolute difference of
pixel intensity is reduced in the case of 2R4C.

3.3 Validation

To show the advantage of the 2R4C granularity, a statistical study is performed.
The Table 3 shows the standard deviations of intermediate signals E12, E14,
E16, E18 using six 256x256 standard gray scaled images. We can notice for the
first five images that the granularity 2R4C is more interesting than 1R8C since
the standard deviation is smaller for the E12, E14, E16 signals. Moreover, the
dynamic range of these signals is smaller in the case of 2R4C. This has a great
impact on the visual quality of the reconstructed image. In fact, all arithmetic
operators have a fixed-point arithmetic because it is not possible to keep an
infinite resolution of operators. Consequently, a roundoff noise due to arithmetic
rounding operation is created. It is obvious that, for a fixed point operation,
the magnitude of the roundoff noise is proportional to the input dynamic range.
Consequently, the 2R4C granularity is more interesting than 1R8C one in terms
of reconstructed image quality.
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Table 3. Standard deviations of intermediate signals

Image E12 E14 E16 E18

2R4C 1R8C 2R4C 1R8C 2R4C 1R8C 2R4C 1R8C

Lena 33.46 46.67 21.73 40.81 19.02 32.30 31.89 19.88

Barbara 28.02 53.22 16.80 50.26 15.36 40.27 26.55 21.84

Mandrill 40.81 44.75 37.31 43.37 38.46 40.50 40.89 32.26

Peppers 46.88 65.38 28.91 51.68 27.74 39.26 46.11 19.24

Finger-point 85.83 95.23 67.7804 107.18 75.22 112.43 86.55 59.86

Horizontal texture 8.48 0.18 8.48 0.17 8.47 0.15 8.47 0.11

To emphasize this effect, two compression and decompression models are pro-
posed using the 1R8C and the 2R4C granularities to form 8 input pixels for
the 1D-DCT. For these two configurations, a 1D-DCT fixed point (FxP) Loef-
fler algorithm is used. To reconstruct the images, 1D-Inverse DCT (1D-IDCT)
floating point (FlP) function of Matlab tool is employed. In these models the
quantization step is bypassed in order to evaluate the difference between the
granularities for any given bit rate. A synoptic diagram of these models is shown
in Fig. 5 and used to compare the two configurations.

The Peak Signal to Noise Ratio (PSNR) is used as criteria to compare the
visual quality of the reconstructed images compared with original images. The
evaluation of the PSNR is illustrated in Fig. 6. According to these results, for
a given DCT output length, an effective gain of PSNR is achieved with the
proposed granularity. For a DCT output length of 10 bits, the 2R4C granularity
presents about 7 dB and 4 dB more than the 1R8C granularity respectively for
Lena and Mandrill 256x256 gray scale images.

According to these results, for a given DCT output length, an effective gain
of PSNR is achieved with the proposed granularity. For a DCT output length
of 10 bits, the 2R4C granularity presents about 7 dB and 4 dB more than the
1R8C granularity respectively for Lena and Mandrill 256x256 gray scale images.

3.4 Critical Analysis

As stated before, the proposed 2R4C granularity presents more correlation be-
tween input pixels and consequently the intermediate signals E12, E14 and E16
have a smaller standard deviation and dynamic range. Conversely, signal E18
presents a different behavior. Despite this, we still have gain in PSNR because
signal E18 contributes equally with E12, E14 and E16 to compute the DCT
outputs.

On the other side, there is a second critical point needing more details. In fact,
we can see in Table 3 that the image called horizontal texture presents a smaller
standard deviation in the case of 1R8C. Hence, for these kind of images the 1R8C
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Fig. 6. Simulation results of the compression models

is better. But, we have to notice that for this image the standard deviation of
2R4C granularity is small compared to other standard images. Consequently,
the size of arithmetic operators in stage 2 of 1D-DCT in Fig. 2 stills small.

4 A New Power-Efficient DCT

In this section a new multiplierless and romless low-power DCT based in the
CSD encoding is presented.

4.1 Principle

The CSD representation was first introduced by Avizienis in [32] as a signed
representation. This data representation was created originally to eliminate the
carry propagation chains in arithmetic operations. The CSD representation is a
unique signed data representation containing the fewest number of nonzero bits.
Consequently, for constant multipliers, the number of additions and subtractions
will be minimum.

In fact, for a constant coefficient c, the CSD representation is expressed as
follows:

c =
N−1∑
i=0

ci.2
i ci = {−1, 0, 1} (8)

CSD numbers have essentially two properties:
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Table 4. Cosine coefficients representation of 8-point DCT

Real value Decimal Natural binary Partial products CSD Partial products

cos 3π
16

106 01101010 4 +0-0+0+0 4

sin 3π
16

71 01000111 4 0+00+00- 3

cos π
16

126 01111110 6 +00000-0 2

sin π
16

25 00011001 3 00+0-00+ 3

cos 6π
16

49 00110001 3 0+0-000+ 3

sin 6π
16

118 01110110 5 +000-0-0 3√
2 181 10110101 5 +0-0-0+0+ 5

Total Partial products 30 23

– No 2 consecutive bits in a CSD number are nonzero;
– The CSD representation of a number contains the minimum possible number

of nonzero bits, thus the name canonic.

Examples of conversion between natural binary representation and CSD repre-
sentation are given in Tables 4 and 5 where the converted values are the constants
used in 8-point and 16-point DCT Loeffler algorithm respectively. Symbols 1,-1
are respectively represented by +,-. For high order DCT such as 16-point DCT,
the CSD representation of cosine coefficients is mentioned in Table 5. In the line
4 of Table 4, 128 ∗ cos (π/16) ≈ 126 contains 6 partial products since its binary
representation is 01111110. In CSD convention, 126 is represented by +00000-
0 which is +27 − 21. An extended study of CSD encoding applied to 16-point
DCT algorithm is made. The number of partial products is 71 for binary rep-
resentation and 52 for CSD representation (26% saving). Finally, a generalized
statistical study about the average of nonzero elements in N-bit CSD numbers
is presented in [32] and prove that this number tends asymptotically to N/3 +
1/9. Hence, on average, CSD numbers contain about 33% fewer nonzero bits
than two complement numbers. Therefore, for constant multipliers, the numbers
of partial products are reduced and consequently the speed and power could be
enhanced.

4.2 New CSE Technique for DCT Algorithm

To enhance the use of adders, subtractors and shift operators we propose to
employ the Common Subexpression Elimination (CSE) technique. CSE was in-
troduced in [34] and applied to digital filters. For FIR filters, this technique uses
bit pattern occurrence in filter coefficients. Identification of occurrences permits
to create subexpression and after that economize hardware resources. Bit pat-
tern occurrence can be detected between two or more different filter coefficients
or in the same filter coefficient. Since several constant coefficients multiply only
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Table 5. Cosine coefficients representation of 16-point DCT

Real value Decimal Natural binary Partial products CSD Partial products

cos−15π
32

13 00001101 3 000+0-0+ 3

sin−15π
32

-127 01111111 7 +000000- 2

cos 3π
32

122 01111010 5 +000-0+0 3

sin 3π
32

37 00100101 3 00+00+0+ 3

cos−11π
32

60 00111100 4 0+000-00 2

sin−11π
32

-113 01110001 4 +00-000+ 3

cos 7π
32

99 01100011 4 +0-00+0- 4

sin 7π
32

81 01010001 3 0+0+000+ 3

cos 10π
32

71 01000111 4 0+00+00- 3

sin 10π
32

106 01101010 4 +0-0+0+0 4

cos 14π
32

25 00011001 3 00+0-00+ 3

sin 14π
32

126 01111110 6 +00000-0 2

cos 12π
32

49 00110001 3 0+0-000+ 3

sin 12π
32

118 01110110 5 +000-0-0 3

cos−12π
32

49 00110001 3 0+0-000+ 3

sin−12π
32

-118 01110110 5 +000-0-0 3√
2 181 10110101 5 +0-0-0+0+ 5

Total Partial products 71 52

one output data (signal to be filtered), CSE of filter coefficients implies less
computation and less power consumption.

Contrary to FIR filters, constant coefficients of DCT in Table 4 multiply 8
different input data since the DCT consists in transforming 8 points in the in-
put to 8 points in the output. From this observation, we can not exploit the
redundancy between different constants. Moreover, for bit patterns in the same
constant, Table 4 shows that only the constant

√
2 presents one common subex-

pression which is +0- repeated once with an opposite sign. Consequently, we
cannot use the CSE technique in the same manner as in the FIR filters.

In order to take advantage of CSE technique, we adapt the CSE for DCT
optimization. Proceeding towards this goal, we do not consider occurrences in
CSD coefficients but we consider the interaction of these codes. On the other
hand, according to our compression method (detailed in the subsection 5.1) we
will use only some DCT outputs (1 to 8 among 8). Hence, it is necessary to
compute specific outputs separately. To emphasize the CSE effect, we take the
example of X (2) and X (4) calculation. In fact, the computation of X (8) and
X (6) may be determined from X (2) and X (4) respectively by using the same
computation techniques detailed in this subsection. The computations of X (3)
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and X (7) require multiplication but we can apply only the CSD encoding rather
that the binary encoding. And, the computation of X (1) and X (5) coefficients
do not need multiplications.

X (2) Calculation. According to Fig. 2, we can express X (2) as follows:

X(2) = (E35 + E37) (9)

And, E35 is expressed by

E35 = (E25 + E28)

= (E18 ∗ cos (3π/16) + E12 ∗ sin (3π/16))

+ (E14 ∗ cos (π/16)− E16 ∗ sin (π/16))

(10)

Using CSD encoding of Table 4, (10) is equivalent to:

E35 = E18
(
27 − 25 + 23 + 21

)
+ E12

(
26 + 23 − 20

)
− E16

(
25 − 23 + 20

)
+ E14

(
27 − 21

) (11)

After rearrangement (11) is equivalent to:

E35 = 27(E18 + E14) + 26E12− 25(E16 + E18)

+ 23(E12 + E16 + E18) + 21(E18− E14)− 20(E12 + E16)
(12)

In the same way, we can determine E37:

E37 = (E26 + E27)

= (E18 ∗ cos (3π/16)− E12 ∗ sin (3π/16))

+ (E16 ∗ cos (π/16) + E14 ∗ sin (π/16))

(13)

After CSD encoding (13) gives

E37 = 27(E12 + E16)− 26E18 + 25(E14− E12)

+ 23(E12− E14− E18) + 21(E12− E16) + 20(E14 + E18)
(14)

Equations (12) and (14) give:

X(2) = 27(

CS1︷ ︸︸ ︷
(E16 + E18)+E12 + E14) + 26(E12− E18)

− 25(

CS2︷ ︸︸ ︷
(E12−E14) +

CS1︷ ︸︸ ︷
(E16 +E18)) + 23(

CS2︷ ︸︸ ︷
(E12− E14)+E12 + E16)

+ 21(

CS3︷ ︸︸ ︷
(E18−E16) +

CS2︷ ︸︸ ︷
(E12−E14)) + 20(

CS2︷ ︸︸ ︷
(E14− E12)+

CS3︷ ︸︸ ︷
(E18− E16))

(15)
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Fig. 7. X(2) calculation (a): Conventional method, (b): Shared subexpression using
CSD encoding [31]

where CS1, CS2 and CS3 denote 3 common subexpressions. In fact, the identi-
fication of common subexpressions can give an important hardware and power
consumption reductions. For example, CS2 appears 4 times in X(2). This subex-
pression is implemented only once and resources needed to compute CS2 are
shared. An illustration of resources sharing is given in Fig. 7.

Symbols << n denote right shift operators by n positions. It is important to
notice that non-overbraced terms in (15) are a potential common subexpressions
with other DCT coefficients such us X(4), X(6) and X(8).

According to this analysis, X(2) is computed by using 11 adders and 4 embed-
ded multipliers or 23 adders and subtractors if the CSD encoding is applied to
the constant cosine values. The proposed contribution enables to compute X(2)
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Table 6. Macro Statistics of X(2) calculation

Multiplier CSD CSD&CSE

Adders/Subtractors 11 23 16

Registers 125 188 119

MULT18X18SIOs 4 0 0

Maximum Frequency (MHz) 143.451 121.734 165.888

by using only 16 adders and subtractors. This improvement allows to save silicon
area and reduces the power consumption without any decrease in the operating
frequency.

To emphasize the common element sharing, a VHDL model of X(2) calcula-
tion is developed using three techniques: embedded multipliers, CSD encoding
and CSE of CSD encoding. Results in terms of number arithmetic operators and
maximum operating frequency are illustrated in Table 6. It is shown in column
3 that the CSD encoding uses more adders, subtractors and registers to replace
the 4 embedded multipliers MULT18x18SIOs (Xilinx’s embedded multipliers for
Spartan3 family). This substitution between embedded multipliers and arith-
metic operators is paid by a loss in the maximum operating frequency. On the
other side, column 4 shows that the sharing of arithmetic operators permits to
increase the maximum operating frequency and reduce the number of required
adders, subtractors and registers.

X (4) Calculation. According to the Fig. 2, one can determine X (4) by

X (4) =
√
2 (E26− E27) (16)

Equation (16) is equivalent to

X (4) =
√
2 (E12 ∗ cos (3π/16)− E18 ∗ sin (3π/16))

−
√
2 (E16 ∗ cos (π/16)− E14 ∗ sin (π/16)) (17)

Using CSD encoding of the constant coefficient, (17) is equivalent to:

X (4) = E12
(
27 + 25 − 23 − 20

)− E18
(
27 − 25 + 22 + 20

)
− E16

(
28 − 26 − 24 + 21

)
+ E14

(
25 + 22 − 20

)
(18)

After rearrangement (18) is equivalent to:

X (4) = 27(−
CS1︷ ︸︸ ︷

(E16 + E18)+

CS4︷ ︸︸ ︷
(E12− E16)) + 25(−

CS1︷ ︸︸ ︷
(E16 + E18)

+

CS5︷ ︸︸ ︷
(E12 + E14)+E14)− 23(

CS4︷ ︸︸ ︷
(E12− E16)) + 22(E16 + E14

−
CS3︷ ︸︸ ︷

(E18− E16))− 20(

CS1︷ ︸︸ ︷
(E16 + E18)+

CS5︷ ︸︸ ︷
(E12 + E14)+E16) (19)
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Fig. 8. Model of the image compression technique

Hence, forX (4) calculation, the common subexpression CS1 and CS3 defined for
X (2) calculation are used. Two new subexpressions CS4 and CS5 are introduced
to economize more arithmetic operators. It is important to mention that the
equations listed before are expressed to create several occurrences of common
subexpression such as CS1, CS3 and also CS4 which is used forX (2) calculation.

5 Validation for Image Compression

The compression technique used in this work is inspired from [3] and the asso-
ciated model is illustrated in Fig. 8. This compression was realized using optical
components to take benefits of speed. Indeed, this kind of architecture can be a
good compromise between computing time and quality of reconstructed images
at the output system. The principle of all optically architecture implementing
the DCT is based on the use of similarity between the Fourier transform (FT)
and the DCT and then the use of a converging lens to achieve an optical FT.
To achieve this architecture, we begin by duplicating the target image (image to
compress) four times in the input plane using a special way [3]. Then, we perform
the FT of the obtained plane using a converging lens. After that, we multiply the
obtained spectrum with a series of well-defined filters to have the DCT result in
the spectral domain. Finally we apply a low pass filter to select only a part of
the spectrum (were c denotes the DCT needed size to reconstruct the image, N
is the size of the target image). It can be observed in Fig. 9 the different results

obtained with different compression ratio defined by: Cr = 100
(
1− c×c

N×N

)
. We

can easily see the poor quality of the reconstructed image. This is mainly due
to the use of different optical components.

5.1 Image Compression Principle and Simulation

A fixed point Matlab Simulink model has been established to validate the pro-
posed method. This step is very important to validate the algorithm structure
before the material implementation. This model is very useful for debugging
intermediate signals of the hardware description language (HDL).

According to the model of Fig. 8, each image is parallelized into 8-point blocks.
This operation can be done by a serial to parallel block composed by 8 flip-flops.
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Fig. 9. Optical reconstruction using various compression ratios [3]

After that, the DCT coefficient calculation is performed jointly with a specific
quantization process. The basic idea of the quantization consists in considering
the DCT low frequencies more than the DCT high frequencies.

The first DCT coefficient can be implemented using an addition tree of 8 input
pixels. This coefficient is always considered in all quantization modes without
truncation. This means that the word-length of the DC coefficient is equal to
11 bits. A second quantization mode may be defined by considering the first
X (1) and the second DCT coefficientsX (2). The associated word-length toX (1)
and X (2) are respectively 11 and 7 bits. Therefore, we can compute two DCT
outputs among 8 and we obtain an acceptable compressed image quality. For
the decompression process, the 8-point IDCT takes X(1) and X(2) followed by
6 zeros to obtain a sequence of 8 inputs.

Six quantization mode are defined with the same manner by considering higher
frequencies using 7 bits for word-length. It can be found that the minimum
compression rate is obtained when we take all DCT outputs (from X (1) to
X (8)) and the maximum is reached when we take only the first DCT output as
low frequency output.
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To validate the compression model a 256x256 Lena gray scale image is used,
Fig. 10a. Each input block is composed by 8 pixels encoded using 8 bits for each
pixel. On the other hand, as stated before, the first DCT coefficient, X (1), is
encoded without loss using 11 bits. X (2) to X (8) outputs are encoded using
7 bits. The compression ratio (defined before by Cr depends on the considered
number of DCT outputs and may be expressed by the following equation:

Cri =

(
1− (11 + 7 ∗ i)

8 ∗ 8
)
∗ 100 (20)

where i is an integer ∈ [0, 7]. According to the last equation, i equal to zero
means that we take only the first DCT output and for i equal to 7, all DCT
outputs are considered. Finally, PSNR is evaluated and results are summarized in
Fig. 10. It can be found that the PSNR decreases with a low values of compression
ratio Cri. This observation is verified in Fig. 10b to Fig. 10i. According to

these images, a compression ratio of 6.25% is equal to (1 − (11+7∗7)
64 ) ∗ 100 and

means that we take all DCT coefficients (8 points). The PSNR associated to
this compression ratio is about 38.2 dB, Fig. 10a. Conversly, a compression ratio
of 82.81% is equal to (1 − 11

64 ) ∗ 100 and means that we take only one DCT
outputs X (1). The associated PSNR to this compression ratio is about 18 dB,
Fig. 10i.

5.2 Design Considerations

We use the standard language VHDL for coding which gives the choice of
implementing target devices (FPGA family, CPLD, ASIC) at the end of the
implementation flow. It means that the image compression model reported here
is synthesized and may be implemented on arbitrary technologies.

Moreover, some design considerations are taken into account. In fact, as in
[26], we use registered adder and subtractor to perform the high speed imple-
mentation. The critical path is minimized by insertion of pipeline registers and
is equal to the propagation delay of an adder or a subtractor. It should be out-
lined that the use of registered outputs comes at no extra cost of an FPGA if
an unused D flip-flop is available at the output of each logic cell. For example,
to realize an addition of two vectors, the bitstream of the addition adapts the
structure of the FPGA to connect slices to each other. These slices are composed
of two 4-input LUT and two D flip-flop (four 6-input LUT and 4 D flip-flop for
recent Xilinx target). Consequently, for used slices all D flip-flop are free. The
registered operator can use these flip-flop to reduce the critical path.

With these considerations, we can confirm that the proposed model is able to
be implemented in all digital targets but there are optimized for FPGA devices
since they take into account the FPGA structure.
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(a) Original (b) (17.18%, 38.2 dB) (c) (28.12%, 35.02 dB)

(d) (39.06%, 33.15 dB) (e) (50%, 31.42 dB) (f) (60.93%, 28.42 dB)

(g) (71.87%, 24.22 dB) (h) (82.81%, 22.65 dB) (i) (93.75%, 18.31 dB)

Fig. 10. Simulation of image compression using the VHDL model
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5.3 Synthesis Results

In this section, VHDL programs of different DCT architectures are synthesized
using ISE software of Xilinx and the Spartan3E XC3S500 target. In order to il-
lustrate the differences in hardware consumption, the FPGA synthesis results are
presented in Table 7. The second column presents required logic and arithmetic
elements for the implementation of DCT based on Xilinx embedded multipliers.
Column 3 substitutes embedded multipliers MULT18x18 by 4-input LUTs: the
total number of required LUTs reaches 1424. Columns 4 and 5 detail the re-
quired resources for DCT implementation using respectively CSD encoding and
CSD with the proposed CSE technique. Thanks to element sharing, required
resources decrease from column 4 to column 5.

Furthermore, the use of the proposed technique involves less computation and
consequently high maximum operating frequency. This throughput allows easily
the processing of more than 30 frames per second. Finally, note that an old
FPGA (Spartan 3E) is used in this work. The offered throughput exceeds 300
MS/s with Virtex 6 target.

Another study related to the joint optimization between DCT computation
and quantization process is mentioned in Fig. 11. It can be observed that the
number of required LUTs and Slices grows exponentially with the number of
selected DCT coefficients. 47 LUTs and 68 Slices are required for the first quan-
tization mode while 450 LUT and 844 Slices are needed to perform the last
quantization mode. There is only one case where the required resources present
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Table 7. FPGA resources estimation of different DCT design

Embedded Mult LUT Mult CSD Proposed CSD CSE

Slices 356 - 581 510

Flip-Flop 512 512 454 516

4 input LUTs 404 1424 1012 900

MULT18x18 11 0 0 0

Maximum Frequency (MHz) 119.748 - 118.032 137.678

20 30 40 50 60 70 80 90 100 110
1

2

3

4

5

6

7

8

9

Clock frequency (MHz)

D
y
n
a
m

ic
 p

o
w

e
r 

fo
r 

D
C

T
 d

e
s
ig

n
 (

m
W

)

Xilinx’s embedded multiplier

CSD−based multiplier design 

Proposed CSD and CSE techniques

Fig. 12. Dynamic power consumption estimation per sample with 1.6 V design

a slight increase. This case corresponds with the selection of 4 or 5 DCT coef-
ficients. In fact, according to Loeffler algorithm, X (5) requires only one more
subtractor compared to the X (4) calculation.

Hence, the image quality can be handled with the required silicon area. Indeed,
for available FPGA or ASIC resources a quantization mode can be chosen which
involves a certain quality of the reconstructed images. The image quality criteria
which is the PSNR and the utilization of FPGA resources are shown in Fig. 10
and Fig. 11 respectively.
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5.4 Power Analysis

To have an idea of the estimated power consumption, comparison of the dynamic
power between three DCT architectures is made. We used the XPower tool of
Xilinx to estimate the dynamic power consumption. It can be found in Fig.
12 and for clock frequency of 110 MHz, the share subexpressions reduces the
dynamic power by 22% compared to the CSD-based DCT architecture and by 9%
compared to the Xilinx’s embedded multipliers-based DCT design . Furthermore,
these values are compared favorably with other works as for example 11.5 mW
at 2V design and 40 MHz in [36] or 3.94 mw at 1.6 V design and 40 MHz in [27].

6 Conclusion

We have combined three optimization techniques for specific image compression
based on the 1D-DCT algorithm. The first one is about the granularity analysis
where the 2R4C granularity has been introduced to perform higher image qual-
ity. The second optimization concerns the constant coefficient multiplier. The
theoretical formulas of DCT coefficients have been derived by applying the CSD
encoding and the sharing of common subexpressions. It has been shown that the
CSD-based design implies an area and energy economies. Finally, these tech-
niques have been used jointly with a simple and efficient quantization process.
Hence, the image quality of compressed image may be handled with the silicon
area and power consumptions.
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Abstract. In this chapter, the fast fixed-point optimization of Digital
Signal Processing (DSP) algorithms is addressed. A fast quantization
noise estimator is presented. The estimator enables a significant reduc-
tion in the computation time required to perform complex fixed-point
optimizations, while providing a high accuracy. Also, a methodology to
perform fixed-point optimization is developed.

Affine Arithmetic (AA) is used to provide a fast Signal-to-Quantization
Noise-Ratio (SQNR) estimation that can be used during the fixed-point
optimization stage. The fast estimator covers differentiable non-linear
algorithms with and without feedbacks. The estimation is based on the
parameterization of the statistical properties of the noise at the output of
fixed-point algorithms. This parameterization allows relating the fixed-
point formats of the signals to the output noise distribution by means
of fast matrix operations. Thus, a fast estimation is achieved and the
computation time of the fixed-point optimization process is significantly
reduced.

The proposed estimator and the fixed-point optimization methodol-
ogy are tested using a subset of non-linear algorithms, such as vector
operations, IIR filter for mean power computation, adaptive filters – for
both linear and non-linear system identification – and a channel equal-
izer. The computation time of fixed-point optimization is boosted by
three orders of magnitude while keeping the average estimation error
down to 6% in most cases.

Keywords: Fixed-Point Optimization, Digital Signal Processing, Quan-
tization, Word-Length, Affine Arithmetic, Error Estimation, Signal-to-
Quantization-Noise Ratio.

1 Introduction

The use of fixed-point (FxP) arithmetic has proved to provide low-cost hardware
implementations [1–3]. The selection of the FxP formats of the variables of an
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algorithm is a time-consuming task that involves an optimization process whose
goal is to find the set of word-lengths (WLs) that reduces cost most. The FxP
optimization (FPO) process is a slow process, since the complexity of the opti-
mization problem has been shown to be very complex (NP-hard [4]) and, also,
because of the necessity of continuously assessing the accuracy of the algorithm
which involves time-consuming simulations.

The estimation of the algorithm accuracy is normally performed adopting a
simulation-based approach [1], which leads to long design times. However, in
the last few years there have been attempts to provide fast estimation methods
based on analytical techniques. These approaches can be applied to Linear Time-
Invariant (LTI) systems [5, 2, 6] and to differentiable non-linear systems [7–10].
As for the noise metric used, they are based on the peak value [10] and on the
computation of SQNR [2, 7, 5, 9, 8]. Since SQNR is a very popular error metric
within DSP systems and because LTI systems have been extensively studied,
our work aims at fast SQNR estimation techniques for differentiable non-linear
systems.

The chapter contains the following contributions:

– A novel Affine-Arithmetic based SQNR estimator.
– An efficient methodology to perform fast and accurate SQNR estimates.
– Performance results using a set of non-linear benchmarks with and without

feedbacks: adaptive filters, matrix operations, a mean power IIR filter, and
a MIMO equalizer.

The chapter is organized as follows: In Section 2, some related works are dis-
cussed. Section 3 deals with fixed-point optimization. Section 4 introduces AA.
Section 5 explains the fast estimation method. The software implementation of
a FPO tool is addressed in Section 6. The performance results are presented in
Section 7. And finally, Section 8 draws the conclusions.

2 Related Work

Only those approaches aiming at the automatic SQNR estimation of non-
differentiable algorithms are tackled here. This also excludes approaches ex-
clusively based on simulations, as the automation of these approaches does not
translate into a significant reduction of computation times since these methods
are inherently very slow. In the approaches being considered, non-linearities are
addressed in terms of the perturbation theory, where the effect of the quanti-
zation of each signal on the output signals is supposed to be very small. This
allows the application of first-order Taylor expansions to each non-linear opera-
tion in order to characterize the quantization effect. Thus, the set of algorithms
is constrained to those containing differentiable operations. Existent methods
enable to obtain an expression that relates the WLs of signals to the power –
also mean and variance – of the quantization noise at the output. This will be
further explained through eqn. 22 in subsection 5.2.
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The work in [7] proposes a hybrid method that combines simulations and ana-
lytical techniques to estimate the variance of the noise. The estimator is suitable
for non-recursive and recursive algorithms. The parameterization phase is rela-
tively fast, since it requires |S| simulations for an algorithm with |S| variables
(or signals). The noise model is based on [11] and second order effects are ne-
glected by applying first order Taylor expansions. The paper seems to suggest
that the contributions of the signal quantization noises at the output can be
added, assuming that the noises are independent. The accuracy of the method
is not supported with any empirical data, so the quality of the method cannot
be inferred.

The method in [9] makes use of a more time-consuming method, since |S|2/2
simulations as well as a curve fitting technique with |S|2/2 coefficients are re-
quired. On the one hand, the noise produced by each signal is described in terms
of the traditional quantization noise model from [12], which is less accurate than
[11], and, again, second order statistics are neglected. On the other hand, the
expression of the estimated noise power accounts for noise interdependencies,
which is a better approach than [7]. The method is tested with an LMS adaptive
filter and the accuracy is evaluated graphically. There is no information about
computation times.

Finally, in [8] the parameterization is performed by means of |S| simulations
and the estimator is suitable only for non-recursive systems. The accuracy of this
approach seems to be the highest of all presented methods since it uses the model
from [11] and it accounts for noise interdependencies. Although the information
provided about accuracy is more complete, it is still not sufficient, since the
estimator is only tested in a few SQNR scenarios. This approach was successfully
extended to recursive systems in [13], with reasonably short parameterization
times due to the use of linear-prediction techniques.

The approach explained in this chapter (Section 5) tries to overcome most of
the drawbacks of the works presented above by considering:

– Both non-recursive and recursive algorithms
– An accurate noise model [11]
– Noise interdependencies

3 Fixed-Point Optimization

The starting point of FPO is a graph G(V, S) describing a FxP algorithm. Set V
contains the operations of the algorithm, and set S its signals. The FxP format
of a number is defined by means of the pair (p, n), where p represents the number
of bits required to represent the integer part, and n is the total number of bits
(see left side of Figure 1). In fact, the complete FxP format of a signal requires
more information: the format before quantization – (ppre, npre) – and the format
after quantization – (p, n) (see [2]). The error introduced by each quantization
operation (i.e. truncation) is directly related to the number of least significant
bits removed (see subsection 5.1 for a description of an error model that makes
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Fig. 1. Fixed-point optimization diagram

use of pairs (ppre, npre) and (p, n)). Figure 2 depicts the quantization of the
output of a multiplication. Here, 16-bit signals a and b are multiplied, and the
result c is quantized to 8 bits (i.e. 16-8=8 bits).

Initially, the FxP formats of signals are unknown and it is the task of FPO
to find a suitable set of these that minimizes cost. The FxP format determines
the quantization error generated by a quantized signal. This error is propagated
to the output of the algorithm. Also, the FxP format determines the number
of bits of a signal, and therefore the size of the hardware resources required to
process it. The size of a resource ultimately determines its area, delay and power
costs. For instance, going back to Figure 2, the FxP format of signals a and b is

X

QQ

a: (2,8) b: (2,8)

cpre: (4,16)

c: (4,8)

16 bits 8 bits 

Fig. 2. Quantization of a multiplier
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determining the cost of the multiplier, while the truncation of output c is affect-
ing the mathematical precision of the operation, which is ultimately affecting
the overall mathematical precision of the algorithm. During FPO, the optimiza-
tion is guided by the cost and the output error obtained from the different FxP
formats tried through successive iterations.

Figure 1 depicts the FPO approach adopted in this work. FPO is com-
posed of the stages of ranges analysis or scaling, which determines the set of
p (P = {p0, . . . , p|S|−1}), and word-length selection, which determines the set
of n (N = {n0, . . . , n|S|−1}). This separation allows simplifying FPO while still
providing significant cost reductions.

A wrap-around scaling strategy is adopted since it requires less hardware
resources than other approaches (i.e. saturation techniques). After scaling, the
values of p are the minimum possible values that avoid the overflow of signals
or, at least, those that reduce the likelihood of overflow to a negligible value. A
simulation-based approach is used to carry out scaling [1]. During the simulation,
the dynamic range of each signal is obtained and the value of p is computed by
means of pi = �log2(maxi)�+ 1.

Once scaling is performed, the values of p can be fixed during word-length
selection. The right side of Fig. 1 shows a diagram of the basic steps during
word-length selection. Basically, word-length selection iterates trying different
word-lengths for the variables of the algorithm (i.e. n) until cost is minimized.
Any time the WL of a signal or a group of signals is changed, the WLs must be
propagated throughout the graph, task referred to as graph conditioning [2]. The
optimization control block selects the size of the new WLs using the values of the
previous error and cost estimations and decides when the optimization procedure
has finished. The first task in the diagram is the extraction of the quantization
noise model. The role of this operation is to generate a model of the quantization
noise at the output, related to the FxP format of each signal (i.e. (pi, ni) and
(pipre , nipre)). This is the key to avoid the use of time-consuming simulations.
The implications of using a quick error estimator within the optimization loop
are twofold: i) the optimization process can be faster, or, ii) it is possible to
perform a wider design space exploration. During the optimization process, the
control block makes decisions about the signals that change their WLs according
to the error and cost estimations.

4 Affine Arithmetic

Affine Arithmetic (AA) [14] is aimed at the fast and accurate computation of the
ranges of the signals of an algorithm. Its main feature is that it automatically
cancels the linear dependencies of the included uncertainties along the compu-
tation path, thus avoiding the oversizing produced by Interval Arithmetic (IA)
approaches [15]. Regarding fixed-point optimization, it has been applied to both
scaling computation [16, 17, 10], and word-length selection [5, 16, 10, 18]. Also,
a modification, called Quantized Affine Arithmetic (QAA), has been applied to
the computation of limit cycles [19] and dynamic range analysis of quantized
LTI algorithms [17].
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4.1 Description

The mathematical expression of an affine form is

x̂ = x0 +

Nx∑
i=1

xiεi (1)

where x0 is the central value of x̂, and εi and xi are its i-th noise term identifier
and amplitude, respectively. In fact, xiεi represents the interval [−xi,+xi], so an
affine form describes a numerical domain in terms of a central value and a sum
of intervals with different identifiers. Affine operations are those which operate
affine forms and produce an affine form as a result. Given the affine forms x̂, ŷ
and ĉ = c0, the affine operations are

x̂± ĉ = x0 ± c0 +

Nx∑
i=1

xiεi (2)

x̂± ŷ = x0 ± y0 +

max(Nx,Ny)∑
i=1

(xi ± yi)εi (3)

ĉ · x̂ = c0x0 +

Nx∑
i=1

c0xiεi (4)

These operations suffice to model any LTI algorithm. Differentiable operations
can be approximated using a first-order Taylor expansion:

f(x̂, ŷ) ≈ f(x0, y0) +

max(Nx,Ny)∑
i=1

(
δf(x0, y0)

δx̂
· xi +

δf(x0, y0)

δŷ
· yi

)
εi (5)

4.2 Example of Application

This section describes an example of application of AA. Let us consider the stan-
dard Red, Green and Blue (RGB) to Luma, Red and Blue Chroma (YCrCb)
converter shown in Figure 3 [2, 17], whose sequence of operations is given in
the first column of Table 1. The second column shows the computation of the
affine form associated to each algorithm’s signal. The last column shows the
interval associated to the dynamic range of each signal. Without loss of gener-
ality, in this example it is considered that the three input values are contained
in the range [64, 128], and that the computations are performed using infinite
precision.
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-1.0 0.6427

0.5384

Fig. 3. ITU RGB to YCrCb converter

Table 1. Propagation and computation of the affine forms for the ITU RGB-YCrCb
converter

Operations AA-based computations Signal ranges

t1 = 0.22R t̂1 = 0.22 · (96 + 32ε1) = 21.31 + 7.10ε1 [14.208, 28.416]

t2 = 0.71G t̂2 = 0.71 · (96 + 32ε2) = 67.84 + 22.61ε2 [45.228, 90.458]

t2 = 0.071B t̂3 = 0.071 · (96 + 32ε3) = 6.842.28ε3 [4.563, 9.126]

t4 = t2 + t3 t̂4 = (67.84 + 22.61ε2) + (6.84 + 2.28ε3)
= 74.69 + 22.61ε2 + 2.28ε3

[49.792, 99.584]

t4 = t2 + t3 t̂4 = (67.84 + 22.61ε2) + (6.84 + 2.28ε3)
= 74.69 + 22.61ε2 + 2.28ε3

[49.792, 99.584]

Y = t1 + t4 Ŷ = (21.31 + 7.1ε1) + (74.69 + 22.61ε2 + 2.28ε3)
= 96 + 7.1ε1 + 22.61ε2 + 2.28ε3

[64, 128]

t5 = −Y Ŷ = −(96 + 7.1ε2 + 22.61ε2 + 2.28ε3)
= −96− 7.1ε1 − 22.61ε2 − 2.28ε3

[−128,−64]

t6 = t5 +R t̂6 = (−96−7.1ε1 −22.61ε2 −2.28ε3)+ (96+32ε1)
= 24.9ε1 − 22.61ε2 − 2.28ε3

[−49.792, 49.792]

Cr = 0.64t6 Ĉr = 0.64 · (24.9ε1 − 22.61ε2 − 2.28ε3)
= 16ε1 − 14.53ε2 − 1.47ε3

[−32.001, 32.001]

t7 = t5 +B t̂7 = (−96−7.1ε1 −22.61ε2 −2.28ε3)+ (96+32ε3)
= −7.1ε1 − 22.61ε2 + 29.72ε3

[−59.437, 59.437]

Cb = 0.54t7 Ĉb = 0.54 · (−7.1ε1 − 22.61ε2 + 29.72ε3)
= −3.82ε1 − 12.18ε2 + 16ε3

[−32.0008, 32.0008]
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Assuming that the RGB values are independent from each other, the affine
forms that represent the signal ranges are modeled using one distinct noise term
per uncertainty source, i.e.,

R̂ = 96 + 32ε1 (6)

Ĝ = 96 + 32ε2 (7)

B̂ = 96 + 32ε3. (8)

By applying the operation definitions described in subsection 4.1, the affine form
that represents the values of t1 is

t̂1 = 0.2220 · R̂ = 0.2220(96 + 32ε1) = 21.3120+ 7.1040ε1 (9)

and the interval that specifies its range is

range(t̂1) = t1,0 ±
max(Nx,Ny)∑

i=1

range(t1i · εi) (10)

= range(21.3127± 7.1040) (11)

= [14.2080, 28.4160] (12)

The same procedure can be applied to the rest of the signals to obtain results
found in Table 1.

This example illustrates the application of AA to compute the dynamic range
of signals. However, AA is used is this work as a means to propagate the quanti-
zation error of each signal to the output. For this purposes, affine forms are used
to represent quantization errors that are added to signals. The propagation of
these errors follows the same rules that have been applied in the previous exam-
ple. However, as shown in the next section, affine forms will be interpreted from
an statistical point of view, since their error terms will be assigned probability
density functions (PDFs). This will lead to the estimation of SQNR by means
of AA.

5 SQNR Estimation

In this section, an AA-based method able to estimate the SQNR of non-linear
algorithms with and without feedback loops is presented. The method is able to
extract an estimation of the power of the quantization noise of a system from
an AA-based simulation. This would not be of much use for a fast FPO if AA
simulations must be repeated during the WL selection phase (see Figure 1). The
ultimate goal of the method is to use a single AA simulation to extract a model
of the quantization noise that enables fast SQNR estimation, so it supports fast
FPO.
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5.1 Affine Arithmetic Applied to Error Propagation Analysis

Noise estimation is based on the assumption that the quantization of a signal i
from npre bits to n bits can be modeled by the addition of a uniformly distributed
white noise with the following statistical parameters [11]:

σ2
i =

22pi

12

(
2−2ni − 2−2npre

i

)
(13)

μi = −2pi−1
(
2−ni − 2−npre

i

)
. (14)

This noise model is a refinement of the traditional modeling of the quantization
error as an additive white noise [12] and, therefore, it is more accurate. The
values of p are obtained during the scaling phase and the values of n and npre

are computed during word-length selection by means of WL propagation (see
the optimization flow in Figure 1).

The deviation from the original behavior of an algorithm with feedback loops
caused by quantized signals can be modeled by adding an affine form n̂i[k] to
each signal i at each simulation time instant k (i.e. loop iteration index) [5].
These affine forms can properly model the quantization noise of each signal if
the error term ε is assigned a uniform distribution:

n̂i[k] = μi +
√

12σ2
i εi,k = ε′i,k (15)

Thus, an AA simulation automatically identifies the origin of any particular error
term (i) and the moment when it was generated (k). Error term ε′ encapsulates
the mean value and the variance of the error term ε, that now can be seen as a
random variable with variance σ2

i and mean μi. Thus, the AA-based simulation
can be made independent on the particular statistical parameters of each quanti-
zation. This is highly desirable in order to obtain a parameterizable noise model.
In fact, this is a reinterpretation of AA, since error terms are not only intervals,
but they also have an associated probability distribution. Once the simulation
is finished, it is possible to compute the impact of the any quantization noise
produced by signal si on the output of the algorithm by extracting the value
of the error amplitude (given by xi,k in eqn. (1)). This enables the parameter-
ization of the noise. Once the parameterization is performed, the quantization
error produced by any combination of (p, n) can be easily assessed by replac-
ing all ε′i,k by the original expression that accounts for the mean and variance

(μi +
√
12σ2εi,k), thus enabling a fast estimation of the quantization error. We

present in detail the complete process in the next paragraphs.
Given an algorithm with |S| signals, the expression of output Ŷ is

Ŷ [k] = Y0[k] +

|S|−1∑
i=0

k∑
j=0

Yi,j [k]ε
′
i,j, (16)

where Y0[k] is the value of the output of the algorithm using floating-point arith-
metic and the summation is the contribution of the quantization noise sources.
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Note that the error term amplitude Yi,j [k] is a function that depends on the
inputs of the algorithm for non-linear systems.

The error ÊrrY at the output is

ÊrrY [k] = Y0[k]− Ŷ [k] = −
|S|−1∑
i=0

k∑
j=0

Yi,j [k]ε
′
i,j, (17)

and it is formed by a collection of affine forms at each time step n. This expression
of the error can be used to estimate the error peak-value, using the traditional
interpretation of AA [20, 10], and, also, to obtain the PDF of the error [5, 20].
However, in the next subsection we focus on obtaining the value of the power of
the error considering the actual PDF of each error term (i.e. a uniform density
function).

5.2 Analytical SQNR Estimation

The power of the quantization noise is computed as the Mean Square Error
(MSE), that is, the mean value of the expectancy of the power of the summations
of εi,j during K time steps.

P
(
ÊrrY

)
=

1

K

K−1∑
m=0

E

[(
ÊrrY [m]

)2
]

=
1

K

K−1∑
m=0

(
V ar(ÊrrY [m])+

E
[
ÊrrY [m]

]2)
(18)

The two main terms in eqn. (18) are developed in (19) and (20). The former
makes use of the fact that it can be assumed that error terms ε′i,k are uncorrelated
to each other [12].

V ar(ÊrrY [m]) = V ar(−
|S|−1∑
i=0

m∑
j=0

Yi,j [m]ε′i,j)

=

|S|−1∑
i=0

m∑
j=0

V ar(−Yi,j [m]ε′i,j)

=

|S|−1∑
i=0

σ2
i

m∑
j=0

Y 2
i,j [m] (19)
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E[ÊrrY [m]] = E[−
|S|−1∑
i=0

m∑
j=0

Yi,j [m]ε′i,j ]

= −
|S|−1∑
i=0

μi

m∑
j=0

Yi,j [m] (20)

Combining (18), (19) and (20):

P
(
ÊrrY [k]

)
=

1

K

K−1∑
m=0

⎛
⎝|S|−1∑

i=0

σ2
i

m∑
j=0

Y 2
i,j [m] +

⎛
⎝|S|−1∑

i=0

μi

m∑
j=0

Yi,j [m]

⎞
⎠2

⎞
⎟⎠ (21)

Equation (21) can be expressed in vectorial form (eqns. (22-24)). The statisti-

cal parameters of the quantized signals are in vectors s =
〈
σ2
0 . . . σ

2
|S|−1

〉
and

μ =
〈
μ0 . . . μ|S|−1

〉
. Once vector v and matrix M are computed –during the

noise parameterization phase– the estimation of the quantization noise does not
require any further AA simulations, but the computation of (22), which is a
much faster process. Also, note that we are not actually computing the SQNR,
but the power of the output signal. The SQNR can be easily computed from
the power of the output signal using infinite precision (i.e. floating-point double
precision) and applying the formula SQNR = 20 · log(PY0/PE)).

PE =
1

K

(
s · vT + μ ·MμT

)
(22)

v ≡
〈

K−1∑
k=0

k∑
j=0

Y 2
0,j [k], . . . ,

K−1∑
k=0

k∑
j=0

Y 2
|S|−1,j [k]

〉
(23)

M ≡

⎡
⎢⎣ m0,0 · · · m|S|−1,0

. . .

m0,|S|−1 · · · m|S|−1,|S|−1

⎤
⎥⎦ (24)

mi1,i2 =

K−1∑
k=0

⎛
⎝ k∑

j1=0

Yi1,j1 [k]

k∑
j2=0

Yi2,j2 [k]

⎞
⎠ (25)
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Algorithm 1. Gradient-descent optimization

Input: GSFG(V, S) with no fixed-point information, error constraint Emax

Output: word-length optimized GSFG(V, S)

1: Perform scaling and initialize P = {p0, . . . , p|S|−1}
2: Find minimum n that complies with noise constraint Emax

when ∀ni ∈ N = {n0, . . . , n|S|−1}, ni = n
3: Compute output error E
4: Cmin = ∞
5: repeat
6: scandidate = undefined
7: for all si ∈ S do
8: ni = ni − 1
9: Compute output error E
10: if E < Emax then
11: Compute cost C
12: if C < Cmin then
13: Cmin = C

scandidate = si
14: end if
15: end if
16: restore ni

17: end for
18: if scandidate¬ = undefined then
19: ncandidate = ncandidate − 1
20: end if
21: until scandidate¬ = undefined

5.3 Accuracy for LTI Systems

The purpose of the proposed fast estimation method is to estimate the quantiza-
tion noise produced by non-linear algorithms. However, it is important to verify
that eqn. (22) matches the well-known expression that is used to compute the
output noise power of a quantized LTI system in steady state. This verification
can be found in [21], where it is analytically proven that if eqn. (22) is used for
LTI systems by removing the first J samples (to remove the transient) then

PLTI

(
ÊrrY

)
=

1

K − J

K−1∑
m=J

E

[(
ÊrrY [m]

)2
]

≈
|S|−1∑
i=0

σ2
i ·

1

2π

∫ π

−π

∣∣Gi(e
jΩ)

∣∣2 dΩ
+

⎛
⎝|S|−1∑

i=0

μi ·Gi(1)

⎞
⎠2

. (26)

The basis of this demonstration is that it is possible to relate the error terms
amplitudes (Yi,j [k]) to the transfer function from signal i to the output (Gi). This
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proves that the accuracy of the presented estimation is very high for LTI systems.
Nonetheless, the method presented here is not intended for LTI systems, since
there are already more efficient ways to compute their output noise [2, 5, 21].
The accuracy for non-linear algorithms is presented in the next section.

6 Fixed-Point Optimization Tool

FPO can now be accelerated by means of the estimator presented in the previous
section. Here, we outline how the FPO process must be performed and we present
the implementation of the process as an automatic design tool.

6.1 Estimation-Based Optimization

Before carrying out the task of WL selection, it is necessary to parameterize the
quantization noise at the output of the system. The parameterization process is
carried out by means of the following steps:

1. Perform a K−step AA simulation adding an affine form n̂i to each signal i.
2. Compute eqns. (23-25) using the previously collected Yi,j [k].

Once vector s and matrix M are available, expression (22) can be used during
the optimization process to assess the system quality.

Many optimization techniques can be applied to the problem of finding the
appropriate word-lengths. Here, we present a gradient-descent optimization [22]
that provides a trade-off between low complexity and optimality. Its behavior is
described using pseudo-code in Algorithm 1. Given an algorithm with |S| signals,
it performs |S| independent tests, where the WL of each signal is reduced one bit
and the resulting error (E) and cost (C) are recorded. The test producing the
largest cost reduction among those tests that comply with the error constraint
(E < EMAX) is selected and the WL change performed in that test is made
permanent. The algorithm goes on until it is not possible to reduce the WLs
without violating the error constraint.

Regarding the cost function, some authors use area [22, 2, 23, 21], others the
error itself [24] and others a linear combination of both [25]. The reader can
extend the information on FPO techniques consulting [26, 24, 27, 28].

6.2 Software Implementation

The proposed fast estimator, as well as the FPO methodology, were implemented
using C++. Operator overloading was used in order to enable the execution of
the same algorithm description using different data types. For instance, during
scaling, a floating-point simulation that collects the dynamic range information
for each signal must be performed. Also, during the error modeling phase, an
AA simulation is used to extract parameters v and M . During WL selection,
it is necessary to know the set Npre that is obtained through WL propagation.
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Square.h
class Square::QAlgorithm{

...

set_signals(){
x.set_input(_UNQUANTIZED, _ROUND);

y.set_output(_QUANTIZED, _TRUNC);

}

set_inputs(){
for (int i=0; i<x.data.size(); i++)

x.data[i] = rand()/(RAND_MAX+1);

}

exe(){   c=a*a; }
...

Quant_signal x;

Quant_signal y;

...

}

Square.h
class Square::QAlgorithm{

...

set_signals(){
x.set_input(_UNQUANTIZED, _ROUND);

y.set_output(_QUANTIZED, _TRUNC);

}

set_inputs(){
for (int i=0; i<x.data.size(); i++)

x.data[i] = rand()/(RAND_MAX+1);

}

exe(){   c=a*a; }
...

Quant_signal x;

Quant_signal y;

...

}

FPO.cpp
#include “FPO.h”

#include “Square.h”

main(){

FPO fpo;

Square sqr(fpo);

fpo.set_simulation(10000);

sqr.init(); // call set_signals,set_inputs,etc.

fpo.scaling();

fpo.error_model();

fpo.set_sqnr(80.0); // SQNR=80 dB

fpo.optim(_GRAD_DESCENT, _AA);

double pow_AA = fpo.get_pow(_AA)

double sqnr_AA = fpo.get_sqnr(_AA)

double pow_FX = fpo.get_pow(_FXP) // FxP simulation

double sqnr_FX = fpo.get_sqnr(_FXP) // FxP simulation

double pow_err = 100.*(pow_FX-pow_AA)/pow_FX;

double sqnr_err = sqnr_FX-sqnr_AA;

cout<<“Estimation error: “<<pow_err<<“%; ”;

cout<<sqnr_err<<“ dB” << endl; 

}

FPO.cpp
#include “FPO.h”

#include “Square.h”

main(){

FPO fpo;

Square sqr(fpo);

fpo.set_simulation(10000);

sqr.init(); // call set_signals,set_inputs,etc.

fpo.scaling();

fpo.error_model();

fpo.set_sqnr(80.0); // SQNR=80 dB

fpo.optim(_GRAD_DESCENT, _AA);

double pow_AA = fpo.get_pow(_AA)

double sqnr_AA = fpo.get_sqnr(_AA)

double pow_FX = fpo.get_pow(_FXP) // FxP simulation

double sqnr_FX = fpo.get_sqnr(_FXP) // FxP simulation

double pow_err = 100.*(pow_FX-pow_AA)/pow_FX;

double sqnr_err = sqnr_FX-sqnr_AA;

cout<<“Estimation error: “<<pow_err<<“%; ”;

cout<<sqnr_err<<“ dB” << endl; 

}

Fig. 4. Example of use of the software framework

During this phase, the FxP format of each variable was used to perform WL
propagation. And, finally, the last FxP simulation used to assess the estimator
quality requires the use of a FxP data type.

A framework to coordinate the different FPO phases, and to allow the designer
to configure the optimization process to quantize the algorithm, was also devel-
oped. Figure 4 displays a simple example. File Square.h contains the description
of the algorithm. The designer must specify the way that the signals (e.g. inputs,
outputs and signals) are treated during FPO (see function set signals). They
can be quantized or not, and also different rounding schemes can be applied
(i.e. rounding or truncation). The designer must also specify the original WL of
inputs. Also, the input values must be fed through set inputs. The operation
sequence is described in exe. The next step for the designer is to declare an ob-
ject for the algorithm and also to declare an object FPO that encapsulates all the
FPO features (see main.cpp). The FPO process is straight forward, since there
are methods for the main FPO tasks: scaling, error model, optim (see Figure
1). Note that the parameters of method fpo.optim() are the type of optimiza-
tion technique (i.e. GRAD DESCENT is for a gradient-descent optimization such
as Algorithm 1) and the type of error computation (i.e. AA for AA-based esti-
mation, and FXP for a FxP simulation-based estimation). Needless to say that
the use of simulations requires much longer processing times than AA-based
optimizations. In the last few lines of the code, the quantization noise power
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and the SQNR are computed using the AA estimations (i.e. get pow( AA) and
get sqnr( AA)) and FxP simulations (i.e. get pow( FXP) and get sqnr( FXP)),
and the estimation error is assessed (see subsection 7.2).

The implemented software framework has been used to quantize different
benchmarks, presented in subsection 7.1, proving the validity of the techniques
proposed in this chapter.

7 Results

In this section, the benchmarks used to test our fast estimator, as well as the
performance results are presented.

7.1 Benchmarks

The benchmarks are the following:

– 3× 3 vector scalar multiplication (V EC3×3)
– 8× 8 vector scalar multiplication (V EC8×8)
– Mean power estimator based on a 1st-order IIR filter (POW )
– Channel equalizer for MIMO receiver (EQ) [29]
– 1st-order LMS filter (LMS1) [30]
– 5th-order LMS filter (LMS5) [30]
– 3rd-order Volterra filter (V OL3) [31]

The main features of the benchmarks are summarized in Table 2, which contains
the type of algorithm (LTI or non-linear, with or without loops), the number
of inputs/outputs, the number and type of operations involved (z−1 represent-
ing delays and ∗K constant multiplications), and the total number of signals
(|S|). The set of benchmarks covers non-linear algorithms, both recursive (with
feedback loops) and non-recursive. It must be noted that the set of operations
is quite complete since it includes additions, multiplications, and also divisions,
usually neglected in similar research studies. In addition to that, it is interesting
to highlight that the algorithms cover channel equalization for 4G MIMO com-
munications, vector multiplications and adaptive filtering with both linear and
non-linear systems.

All benchmarks are fed with 16-bit inputs and 12-bit constants and the noise
constraint is specifed as an SQNR ranging from 40 to 120 dB. The inputs used to
perform the noise parameterization as well as steps of the fixed-point simulation
are summarized in the last column of the table.

Vector Scalar Multiplication. Due to the importance of vector and matrix op-
erations in the development of scientific applications, an N × N vector scalar
multiplication is included as a benchmark. Given two N -element vectors a and
b, the scalar product is defined as:

(
a0 . . . aN−1

) ·
⎛
⎜⎝ b0

...
bN−1

⎞
⎟⎠ =

N−1∑
i=0

ai · bi . (27)
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Table 2. Properties of benchmarks

Benchmark LTI Cyclic Inputs Outputs z−1 +/- * ∗K ÷ |S| Input signals

V EC3×3 NO NO 6 1 0 2 3 0 0 12 Uniform noise
V EC8×8 NO NO 16 1 0 7 8 0 0 32 Uniform noise
POW NO YES 1 1 1 1 1 2 0 7 Synthetic tone
EQ NO YES∗ 3 2 64 2 7 3 3 85 MIMO channel Tx [29]

LMS1 NO YES 2 1 3 4 4 2 0 16 Synthetic tone
LMS5 NO YES 2 1 11 12 12 6 0 44 Synthetic tone
V OL3 NO YES 2 1 2 4 6 4 0 19 Gaussian noise

∗ MAC operations applied to chuncks of 32 data

The arithmetic operations involved are:N multiplications andN−1 additions.
The inputs used to extract the noise model are uniformly distributed noises.

IIR Mean Power Computation. The mean power computation is based in the
use of an IIR filter. The equation describing its behavior is:

y[k] = x[k]2 · α+ y[k − 1] · β (28)

where x[k] is the input to the filter and y[k] is the output. The constants α and
β = 1−α fix the time length of the mean calculation. The operations used in the
algorithm are one multiplication, two constant multiplications and one addition.
It must be stressed that the filter contains a delay that conforms a loop.

The input used for this benchmark is a phase modulated tone signal with an
uniform noise added.

LMS Adaptive Filtering. Adaptive filtering is widely used in many DSP applica-
tions. In particular, the Least Mean Squares (LMS) adaptive filter is a common
solution due to its low computational load in comparison to other adaptive ap-
proaches. A reference signal d is estimated by means of output y:

y[k] =
N∑
i=0

x[k − i] · wi, (29)

where x is the input to the filter and wi are its coefficients. The coefficients are
updated in every time step by means of constant μ:

wnext
i = wi + μ · x[k − i](d[k]− y[k]). (30)

An Nth-order LMS filter requires 2N + 2 multiplications, N + 1 constant mul-
tiplications, 2N +1 additions, 1 subtraction and 2N +1 delays. It also contains
loops.

Two input signals must be specified here: the reference d is a synthetic tone
signal with phase and amplituted noises, and the input x is signal d with N
added echoes.
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Equalizer for Alamouti MIMO Communications System. The selected equalizer
aims at 4G communications and it is embedded in a Multi-Carrier Code-Division
Multiple-Access (MC-CDMA) radio system [29], which is able to handle up to 32
users and provides transmission bit-rates up to 125Mbps. The transmitter sends
complex data Yi using different subcarriers (i is the subcarrier index) and the
receiver combines the data received by the different antennas to produce complex
Zi, which is the input of the equalizer. This signal is related to Yi by means of the
real signal Hi, which is contains information about the communication channel,
and Ni is a noise term signal.

Zi = Hi · Yi +Ni (31)

The output of the equalizer is an estimate of Yi:

Yi = Gi · Zi. (32)

The coefficients Gi can be extracted using Hi and constant λ, which is related
to the Signal to Noise Ratio conditions.

Gi =
1

Hi + λ
· SF∑(i mod SF )+SF−1

j=i mod SF

Hj

Hj+λ

(33)

Notice that the second factor is constant for every group of SF consecutive
subcarriers. For this particular application SF = 32.

The equalizer can be implemented using seven multiplications, three constant
multiplications, three divisions and two additions. It is interesting to highlight
that the presence of multiplications and divisions make this algorithm highly
non-linear.

The input signals H and Z are generated using a realistic MIMO channel
model [29].

Volterra Adaptive Filtering. Volterra adaptive filters are used when the non-
linearities present in the system that is being approximated cannot be neglected.
The behavior of the filter is similar to that of LMS, but now, the computation
of output y involves a non-linear equation. In particular, a Hermite polynomial
series is used for the estimation:

y[k] =

K∑
i=0

Hi(x̄) · wi, (34)

where Hi is the Hermite polynomial of order i, x̄ = x
Px

is the normalized input to
the filter, Px is the power of signal x and wi are its coefficients. The coefficients
are updated each time step by means of constant μ:

wnext
i = wi + μ ·Hi(x̄)(d[k]− y[k]). (35)
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Here, we address the estimation of the function arctan(x) by means of a 3rd-
order Hermite expansion. The expression of y[k] for such a Volterra adaptive
filter is:

y[k] =

(
x[k]

Px

)
· w1 +

((
x[k]

Px

)
− 3

(
x[k]

Px

)3
)

· w3 (36)

Table 2 displays the number of operations required for the 3rd-order Volterra fil-
ter. The inputs used are as follows: signal x is a gaussian noise and d is arctan(x).

7.2 Experimental Setup

All the benchmarks were used to test both the accuracy and computation per-
formance of the proposed FPO method. The following procedure was carried
out:

– For all benchmarks do
1. Compute scaling by means of a floating-point simulation.
2. Extract noise parameters (eqns. 23-25) performing an AA-based simula-

tion.
3. Record computation time TParam−AA.
4. For SQNR = [3, . . . , 120] do

(a) Perform a WL selection based on the fast estimator (eqn. 22) using
a gradient-descent approach.

(b) Record computation time TOptim−AA
SQNR , estimation PAA

SQNR and the
number of optimization iterations ISQNR.

(c) Perform a single FxP bit-true simulation of the quantized algorithm
and use it as reference to compute the performance and accuracy of
the estimator.

(d) Record computation time of a single fixed-point simulation (TFxP
SQNR).

(e) Record an estimate of a simulation-based FPO (TOptim−FxP
SQNR =

TFxP
SQNR × ISQNR) and the simulation-based SQNR (PFxP

SQNR).

5. Compute the average values T̄Optim−AA and T̄Optim−FxP .

7.3 Accuracy Results

The accuracy obtained by means of a gradient-descent FPO [2] under different
SQNR constraints for the different benchmarks is presented in Table 3. A total
of 80 different SQNR constraints were used, ranging from 40 dB to 120 dB.
The first column indicates the benchmark used. The remaining columns show
the accuracy of the estimations measured in terms of the maximum absolute
values of the relative errors in dB, and the average of the absolute values of the
percentage errors, for four SQNR ranges: [120,100] dB, [100,80] dB, [80, 60] dB
and [60,40] dB (see the expressions of the metrics at the bottom of the table).
The last row contains the maximum and average value using the information
from all benchmarks
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Table 3. Performance of the estimation method: precision

Estimation error
Benchmark [120,100]1 dB [100,80] dB [80,60] dB [60,40] dB

(dB)2 (%)3 (dB) (%)3 (dB)2 (%)3 (dB)2 (%)3

V EC3×3 0.07 0.54 0.07 0.11 0.06 0.50 0.09 0.72
V EC8×8 0.05 0.57 0.04 0.40 0.04 0.57 0.13 1.19
POW ∗ 0.27 0.98 0.24 0.71 0.29 0.17 0.18 1.52
EQ∗ 0.39 5.00 0.17 1.55 0.76 5.96 1.12 12.12
LMS∗

1 0.09 0.41 0.14 0.90 0.16 1.74 0.82 6.96
LMS∗

5 0.09 0.46 0.08 0.07 0.13 1.08 1.09 5.51
V OL∗

3 1.14 3.33 0.49 1.84 0.81 6.70 1.43 16.67

All 0.39 1.27 0.24 0.05 0.76 1.48 1.12 4.21
∗ Recursive
1 Error constraint
2 |10log(Pref

Pest
)| (max)

3 |100(Pref−Pest

Pref
)| (average)

Results show that the estimator is very accurate. The mean percentage error
(see last row) is smaller than 4.3 %, and the maximum relative error is smaller
than 1.12 dB. Note that the accuracy decreases as long as the error constraints
get looser. This is due to the amplification of the Taylor error terms (specially in
the presence of loops) and also to the fact that the uniformly distributed model
for the quantization noise does not remain valid for small SQNRs. Anyway, the
quality of the estimates is still very high, thus confirming the excellent accuracy
of the estimator. The accuracy of recursive algorithms is slightly reduced, since
the estimation errors are somehow amplified by the feedback loops. The estima-
tion errors for benchmark EQ appear to be greater that the rest, probably due
to the presence of both divisions and feedback loops.

Figure 5 displays the mean estimation error vs. the target SQNR for the
benchmarks V EC3×3 and POW . Note that the target SQNR range has been
extended to [3, 120] dB. These two algorithms present similar non-linearities. The
former performs the summation of the multiplication of three pairs of numbers,
while the latter performs the accumulation of the square of a signal. The main
difference between them is the presence of a feedback in POW . First, it can be
seen in the figure that as long as the SQNR decreases the error in the estimation
increases. This is expected since the quantization model relies on the fact that the
quantization error is much smaller than the dynamic range of the signal. V EC3×3

presents an error smaller than 20% for the whole SQNR range. However, POW
achieves similar errors for SQNR values smaller than 65 dB, but for SQNR values
smaller than 30 dB, the error reaches values close to 100%. As aforementioned,
the error introduced by the 1st-order Taylor approximation becomes magnified
in the pressence of feedbacks.
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Fig. 5. Estimation error (%) vs. target SQNR for V EC3×3 and POW

Figure 6 shows a similar graph for benchmarks LMS5, V OL3 and EQ. LMS
presents a strong feedback with a smooth non-linearity (i.e. multiplication).
V OL3 has a similar feedback (somehow smaller, since the order is smaller), but
the non-linearities are stronger (i.e. x3). Finally, EQ presents the more abrupt
non-linearity (i.e. several divisions) but the feedback is not as prominent, since
the accumulations are reset every 32 clock cycles. The three of them perform
correctly for SQNR = [65, 120]. When SQNR = [40, 65], approximately, the
error is greater than 20%. For SQNR values smaller than 30 the performance is
really poor, presenting V OL3 and EQ the worst errors (i.e. larger than 100%).

It is interesting to see that the amount of non-linearity in the algorithm clearly
impacts on the quality of the error estimation. V OL3 performs very bad for small
SQNR values in comparison to LMS5. However, EQ performs well for most of the
SQNR range, since the feedback effect is limited, but for very small SQNRs the
non-linearity of division shows off, causing estimation errors up to 105. Since
the quantization model is expected to fail for small SQNRs, this situation is not
seen as an anomaly of the estimator, but as an intrinsic characteristic that it
not possible to overcome. As shown in Table 3 the method works properly in the
range [40, 120].

7.4 Computation Time Results

Table 4 holds the computation times required for both noise parameterization
and word-length selection. The first column shows the names of the benchmarks.
The second one shows the length of the input vectors required for a fixed-point
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Fig. 6. Estimation error (%) vs. target SQNR: LMS5, V OL3 and EQ

simulation and for the parameterization process. The parameterization time is
in the third column. The fourth column characterizes the complexity of the pro-
cess through the number of estimates obtained during the optimization. Each
iteration implies a noise estimation (using a simulation or our fast estimator).
The next two columns present the computation time required to perform the
gradient-descent optimization using our estimation-based proposal and using a
classical simulation-based approach. The computation time for the simulation-
based approach is an estimation obtained from multiplying the average number
of optimization iterations by the computation time of a single fixed-point sim-
ulation. The speed-up obtained by our estimation-based approach is in the last
column. The last row contains the average speedup considering all experiments.

The parameterization time goes from 59.66μsecs. to 28mins. (1646 secs.) and
it depends on the size of the input dataset, the complexity of the algorithm (i.e.
number and types of operations) and the presence of feedback loops. The cases
including multiplications show how an increase in complexity implies an increase
in parameterization time. This situation is more acute in the presence of loops
(see LMS1 and LMS5). However, the effect of algorithm complexity in FPO
time is negligible. These times might seem quite long, but it must be kept in
mind that the parameterization process is performed only once, and after that
the algorithm can be evaluated for different fixed-point formats as many times
as desired using the fast estimator.

The mean number of estimates in the fifth column is shown to give an idea
of the complexity of the optimization process. A simulation-based optimization
approach would require that very same number of simulations, thus taking a very
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Table 4. Performance of the estimation method: computation time

Bench. FxP TParam−AA No. of estimates T̄Optim−AA T̄Optim−FxP Speed-up
Samples (secs)+ (mean) (secs)+ (secs)+

V EC3×3 2 · 104 59.66 150.14 0.03 66.86 ×2122
V EC8×8 2 · 104 330.67 1739.96 1.72 2331 ×1377
POW ∗ 2 · 104 546.14 97.15 0.02 21.93 ×1048
EQ∗ 16 · 103 61.64 231.98 0.12 105.78 ×904
LMS∗

1 5 · 103 908.02 712.28 0.42 163.73 ×394
LMS∗

5 5 · 103 1646.38 2547.48 7.26 1611.46 ×221
V OL∗

3 5 · 103 212.72 673.38 0.29 151.13 ×526

All - - - - - ×942
∗ With feedback
+ On a 1.66GHz Intel Core Duo, 1 GB of RAM

long time. For instance, the optimization of LMS5 would approximately require
2500 FxP simulations of 5000 input data. Considering the number of estimations
required, the optimization times are extremely fast, ranging from 0.02 secs to
7.26 secs. The speedups obtained in comparison to a simulation-based approach
are staggering: boosts from ×221 to ×2122 are obtained. The average boost is
×942 which proves the advantage of our approach, not only in terms of accuracy
but also in terms of computation time. Therefore, our approach enables fast and
accurate FxP of non-linear DSP algorithms.

8 Conclusions

A fast and accurate SQNR estimation method based on the use of Affine Arith-
metic has been presented. The estimator is used within a fixed-point optimization
framework and fast quantization is achieved. Affine-arithmetic is used during
the noise parameterization phase. The estimator can be used to perform com-
plex FPO in reduced times, leading to significant hardware cost reductions. The
method can be applied to differentiable non-linear DSP algorithms with and
without feedbacks.

Summarizing, the main contributions of the chapter are:

– The proposal of a fast quantization noise estimation, based on affine
arithmetic, for non-linear algorithms with and without feedbacks.

– The introduction of a methodology and an automatic design tool to perform
fast FPO.

– The average estimation error for non-linear systems is smaller than 17% for
all examples, and smaller than 7% for most cases.

– The computation time of FPO is boosted up to ×2122 (average of ×942).
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Future research will pursue higher accuracy in the estimation of non-linear op-
erations, probably by extending the presented approach to include additional
terms of the Taylor series expansion. The goal is not only to improve further the
accuracy of the method as presented, but to enable its application to algorithms
with strong non-linearities.
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Abstract. Synchronous Elasticization converts an ordinary clocked cir-
cuit into Latency-Insensitive (LI) design. The Synchronous Elastic Flow
(SELF) is an LI protocol that can be implemented with eager or lazy
evaluation in the data steering network. Compared to lazy implementa-
tions, eager SELF designs have no combinational cycles and can have a
performance advantage, but consume more area and power. The design
space of lazy SELF protocols is evaluated and verified. Several new de-
signs are mapped to hybrid eager/lazy implementations that retain the
performance advantage of the eager design but have power advantages
of lazy implementations.

Keywords: Latency-insensitive design, lazy SELF implementation, hy-
brid SELF implementation, elasticization, verification, MiniMIPS
processor.

1 Introduction

Latency insensitivity (LI) allows designs to tolerate arbitrary latency variations
in their computation units as well as communication channels [1]. This is partic-
ularly important for interfaces where the actual latency can not be accurately
estimated or is required to be flexible. An Example of the former are systems
with very long wire interconnects. Interconnect latency is affected by many fac-
tors that may not be accurately estimated before the final layout [2]. On the
other hand, some applications require flexible interfaces that tolerate variable
latencies. Examples can include interfaces to variable latency ALU’s, memories
or network on chip. It has been reported that applying flexible latency design
to the critical block of one of Intel’s SoCs (H.264 CABAC) can achieve 35%
performance advantage [8].

Synchronous elasticization is a technique of converting an ordinary clocked cir-
cuit into an LI design [5, 3, 10, 7]. Unlike asynchronous circuits, synchronous elas-
tic circuits can be designed with conventional CAD flows using STA [3, 14]. The
Synchronous Elastic Flow (SELF) is a communication protocol in synchronous

J.L. Ayala, D. Atienza, and R. Reis (Eds.): VLSI-SoC 2010, IFIP AICT 373, pp. 206–232, 2012.
c© IFIP International Federation for Information Processing 2012
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elastic designs [5]. Eager implementation of the SELF protocol enjoys no combi-
national cycles and also may have performance advantages in some designs when
compared to lazy implementations. However, eager protocols are more expen-
sive in terms of area and power consumption. The LI control network area and
power consumption may become prohibitive in some cases [3]. Measurements
of a MiniMIPS processor fabricated in a 0.5 μm node show that elasticization
with an eager SELF implementation results in area, dynamic and leakage power
penalties of 29%, 13% and 58.3%, respectively [11]. Hence, minimizing these
overheads is a primary concern. For an attempt to achieve that goal, an algo-
rithm that minimizes the total number of control steering units (i.e., joins and
forks) in the LI control network has been developed [12].

Lazy SELF implementations may be an attractive solution. Unfortunately
the standard implementation suffers from combinational cycles that make it
an unreliable design [5, 11]. This work defines a larger design space that can
be employed to implement lazy channel protocols and to verify correctness of
these protocols both independently and when combined with the standard eager
protocol.

1.1 Contribution

A formal investigation of a complete set of lazy SELF protocol specifications
is reported. This includes introducing new lazy join and fork structures, which
are verified along with the existing designs. A novel hybrid implementation flow
is then introduced that combines the advantages of both eager and lazy imple-
mentations. The hybrid SELF essentially avoids some of the redundancy of the
eager implementation without any performance loss. Moreover, it is combina-
tional cycle free. The hybrid SELF network is demonstrated with the design of
a MiniMIPS processor. The hybrid implementation achieves the same runtime
as an all eager implementation with a reduction of 31.8% and up to 32.5% and
32.1% in the control network area and dynamic and leakage power consumption,
respectively.

Fig. 1. An EB implementation Fig. 2. SELF channel protocol
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2 SELF Overview

A LI network consists of two components: Elastic Buffers (EBs) and a control
network that distributes the handshake signals to the EBs. The components of
the control network (e.g., joins and forks) do not buffer the data. They, nonethe-
less, along with the EB controllers, schedule the data token transfers. The lazy
and eager properties of a SELF system are implemented in the control network.

An elastic system replaces the flip-flops used as pipeline latches in a clocked
system with EBs. EBs serve the purpose of pipelining a design as well as syn-
chronization points that implement an LI protocol, also allowing the clocked
pipeline to be stalled.

Figure 1 shows a block diagram implementation of an EB. An EB consists of
a data-plane (double latches) and a controller. It can be in the Empty (bubble),
Half or Full states depending on the number of data tokens its two latches
are holding. Sample implementation of the EB controller can be found in [5].
EB controllers communicate through control channels. Each channel contains
two control signals. ‘Valid’ (V ) travels in the same direction as the data and
indicates the validity of the data coming from the transmitter. ‘Stall’(S) travels
in the opposite direction and indicates that the receiver can not store the current
data.

The SELF channel protocol is shown in Fig. 2 [5]. The three states of the
channel protocol in Fig. 2 are (a.) Transfer (T ): V&!S. The transmitter provides
valid data and the receiver can accept it. (b.) Idle (I): !V . The transmitter does
not provide valid data. This paper identifies two Idle conditions: I0 (!V&!S)
where the receiver can accept data and I1 (!V&S) where the receiver can not
accept data. (c.) Retry (R): V&S. The transmitter provides valid data, but
the receiver can not accept it. In the Transfer state, the valid data must be
maintained on the channel until it is stored by the receiver.

When the connection between EBs is not point-to-point, a control network
is required to steer the Valid and Stall signals between the different EBs. The
control network is composed of control channels connected through control steer-
ing units, namely, join and fork components. A join element combines two or
more incoming control channels into one output control channel. A fork element
copies one incoming control channel into two or more output control channels.
Fork and join components are represented by � and ⊗, respectively. The SELF
protocol used over the control channels can be implemented using an eager or
lazy protocol. Hereafter we use the term control network to aggregately refer to
the joins, forks, and EB controllers in a system.

We introduce the notion of a control buffer in order to gain understanding
of the design and verification of control network components, such as joins and
forks. A linear control buffer simply breaks the control signals in a channel into
left and right channels. Such a buffer will have two inputs: the Valid on the left
channel and Stall on the right channel, and two outputs: the Stall on the left
channel and Valid on the right.
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Fig. 3. Vr1 of LF01

3 SELF Channel Protocol Verification

All network components are verified to be conformant to the SELF channel
protocol. The correctness requirements for the channel protocol are adapted
from the general elastic component conditions consisting of persistence, freedom
from deadlock, and liveness [14]. A fourth constraint is added here that disallows
glitching on the control wires.

1. Persistence. No R → I transition may occur.

2. Deadlock freedom. For each component in the verification, at least two states
can be reached from any other reachable state [16].

3. Liveness. The liveness condition is one of data preservation. Lazy control
buffers must have the same number of tokens transferred on all their channels.
This functional requirement is a special case of the liveness condition in [14].
This is implemented by creating token counters on all the lazy control buffer
channels and verifying that they are always equivalent.

4. Glitch Free. No S↑ signal transition may occur in state I. The specification
of the idle protocol state I in Fig. 2 does not constrain the behavior of the
Stall signal. This allows glitching on the control wires to occur. If the Stall
signal is not allowed to rise in the idle state then glitching will not occur.
This requirement is not explicit in the SELF specifications. However, it can
be observed that this transition is not possible in published Elastic Buffer
(EB) or Elastic Half Buffer (EHB) designs [5, 9]. If control wire glitching is
possible, then the composition of some forks and joins may not be compliant
with the channel protocol. For example, the Karnaugh map of LF01, one of
the two lazy forks proven to be SELF compliant, is shown in Fig. 3. Transition
A occurs when Sr2 rises in the idle state. While this glitching transition is
valid according to the channel specification, it results in Vr1 falling, which
produces an illegal R → I transition on channel r1. Since this transition can
never happen unless channel r2 can make an S↑ transition glitch, we add this
condition to our verification suite.

4 Lazy SELF Control Network Design

A truth table can be created to specify the permissible behaviors for the con-
trol buffer left Stall and right Valid signals that conform to the SELF channel
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protocol of Sect. 2. Such a truth table shows the flexibility in design choices
that can be made. The same procedure is performed for the lazy fork and join
components.

5 Fork Components

5.1 Eager Fork

The eager fork (EFork) will immediately forward valid data tokens presented
at the root to all branches that are not stalled. If any of the branches of the
fork are stalled, the root of the EFork will stall until all its branches receive
the data. This gives the earliest possible data transfer to the branches that are
ready to receive data. Hence, the EFork can result in performance advantage
over lazy forks in some systems. Due to the necessary pipelining that occurs in
the control signals, the EFork incorporates one flip-flop per branch. The control
flip-flop must be updated every clock cycle to sample changes. Moreover, eager
forks have higher logic complexity comparing to lazy. This makes the EFork
expensive in terms of both area and power consumption. Figure 4a shows an n
output extension of the EFork [11, 5].

(a) A 1-to-n EFork. (b) A 1-to-n lazy fork.

Fig. 4. Sample forks

5.2 Lazy Fork

The lazy fork does not propagate valid data from its root to its branches un-
til all branches are ready to store the data. A sample lazy fork is shown in
Fig. 4b.
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Lazy Fork Synthesis. The truth table for a lazy fork is shown to be purely
combinational. Thus it is easily represented with the Karnaugh map (KM) shown
in Fig. 5. The KM has two don’t care terms m0 and m1 giving four possible
designs. Each implementation is denoted as LFm0m1 (e.g., LF00, LF01,.. etc).
Table 1 maps all the published lazy forks we were able to find to those of this
paper.

The hand translation of the fork as a control buffer may still result in illegal
channel behavior on one or more of the channels due to the interactions between
branches of the fork and join. Thus we employ a rigorous verification method-
ology to prove correctness of the designs. Indeed, verification shows that two of
the four possible designs do not fully obey the SELF channel protocol.

Fig. 5. Lazy fork specifications (Vr1) Fig. 6. Lazy fork verification setup

Fig. 7. A 2-output LF01 implementation

Fork Verification. The setup of Fig. 6 is used to verify correctness of the
fork designs. The root channel (A) as well as the branches (A1 and A2) are
connected to three elastic buffers (EBs) as well as data token counters (TCs).
This work employs the EB implementation published in [5]. The counters track
the number of clock cycles that the channel is in the transfer state T . The
structure is modeled and passed to a symbolic model checker, NuSMV [4].
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Table 1. Mapping between published and this paper lazy forks and joins

Fork [10] LF00 Join [10] LJ0000

Fork [5] LF00 Join [5] LJ0000

LFork [11] LF00 LJoin [11] LJ0000

LKFork [11] LF01 LKJoin [11] LJ1111

All constituent blocks are connected synchronously. Synchronous connection
guarantees that all modules advance in lock-step. Logic delays are then executed
in internal cycles of the verification engine. All combinational logic are modeled
to have zero delay. The clock generator is modeled to have a unit delay for each
phase. For example, following is the LF00 model:

MODULE LF00(Vl,Sr1,Sr2)

DEFINE Sl := Sr1 | Sr2 ; DEFINE Vr1 := Vl & (!Sr1) & (!Sr2) ; ...

The four properties from Sect. 3 are applied to each design. The properties
used for these checks are described below.

1. Persistence. For each channel (i.e., A, A1 and A2) we verify that no R → I
transition occurs:
DEFINE R A := VA & SA ; -- Retry on channel A

DEFINE I A := !VA ; -- Idle on channel A

PSLSPEC never {[*]; R A; I A};
Out of the 4 lazy fork implementations only LF00 and LF01 pass this check.

2. Deadlock freedom. At least two states are verified as reachable from all other
reachable states [16]. For example, inside the LF00 module the following CTL
properties verify two states are reachable:
SPEC AG EF (Vr1=1 & Vr2 =1 & Sl=0);

SPEC AG EF (Vr1=0 & Vr2 =0 & Sl=0);

Note that a state in LF00 is defined by the three variables: Vr1, Vr2 and Sl.
All four lazy fork implementations pass this check.

3. Liveness is calculated through data token preservation. Let the number of
data tokens transferred at the fork root channel and the two branch channels
be: dl, dr1 and dr2, respectively. (di is, equivalently, the number of clock cycles
where channel i was in the Transfer state (T ) (i.e., Vi&!Si).) The number of
data tokens transferred at its root channel must always be the same as those
at its branches. (i.e., the following requirement must always hold: dri−dl = 0
for i ∈ {1, 2}.) We use the following code to model a token counter for channel
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i. The model counts on the negative edge of the clock.
MODULE TokenCounter (Clk,Vi,Si)

VAR Count: 0..31;

ASSIGN

init (Count) := 0;

next (Count) := case

(Clk=1)&(next(Clk)=0)&(Vi=1)&(Si=0)&(Count < 31): Count + 1;

1: Count;

esac;

Since NuSMV supports finite types only. Without loss of generality, we chose
the upper limit of the Count variable to be a sufficiently large number (32 in
this case). For each branch we define and check the following property:
DEFINE TokenCountError A1 := case (dl != dr1):1; 1:0; esac;

PSLSPEC never {[*]; TokenCountError A1};
All the four lazy fork implementations pass this check.

4. No glitching. This verifies that the Stall signal does not rise in the idle state:
DEFINE I0 A := !VA & !SA ; -- Idle0 on A

DEFINE I1 A := !VA & SA ; -- Idle1 on A

PSLSPEC never {[*]; I0 A; I1 A};
All lazy fork implementations pass this check.

Hence, among the four possible lazy fork implementations, only LF00 and LF01
conform to our channel specification. Similarly, the EFork of Sect. 5.1 is also
verified. Since the EFork allows its ready branches to transfer tokens while
stalled waiting for the other branches to be ready, the data token preservation
requirement is: 0 ≤ dri−dl ≤ 1 for i ∈ {1, 2}. Indeed, EFork passes these checks
and, hence, is also compliant with the SELF protocol.

Lazy Fork Characterization. To help characterize the different fork imple-
mentations as well as their combinations with lazy joins in a network, we intro-
duce the following definitions:

Definition 1. CFr , Fork Reflexive Characterization Set CFr is a set of charac-
terization elements (cFr), where: cFr ∈ {I,N, 0, 1}

where

1. cFr = I (or inverting) in a 2-output fork iff Vri is a function of Sri, and iff,
for some constant Vl and Srj, Vri =!Sri, where i, j ∈ {1, 2} and i �= j.

2. cFr = N (or non-inverting) in a 2-output fork iff Vri is a function of Sri, and
iff, for some constant Vl and Srj , Vri = Sri, where i, j ∈ {1, 2} and i �= j.

3. cFr = 0 (or constant zero) in a 2-output fork iff Vri is a function of Sri, and
iff, for some constant Vl and Srj , Vri = 0, where i, j ∈ {1, 2} and i �= j.

4. cFr = 1 (or constant one) in a 2-output fork iff Vri is a function of Sri, and
iff, for some constant Vl and Srj , Vri = 1, where i, j ∈ {1, 2} and i �= j.

Definition 1 can be easily extended to n-output forks with n > 2.
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Table 2. CFr Computation of LF00

Vl Sr2 Sr1 → Vr1 cFr

0 0
0 → 0

0
1 → 0

0 1
0 → 0

0
1 → 0

1 0
0 → 1

I
1 → 0

1 1
0 → 0

0
1 → 0

Table 3. CFt Computation of LF00

Vl Sr1 Sr2 → Vr1 cFt

0 0
0 → 0

0
1 → 0

0 1
0 → 0

0
1 → 0

1 0
0 → 1

I
1 → 0

1 1
0 → 0

0
1 → 0

Table 2 illustrates CFr computation of LF00. From the table, CFr of LF00
is {0, I}. Similarly CFr of LF01 is ∅. This is because in LF01 (see Fig. 7), Vri

is not a function of Sri. As we will show in Sect. 8.1, this property gives an
advantage to LF01 since it can reduce the number of combinational cycles in
the control network substantially.

Definition 2. CFt, Fork Transitive Characterization Set CFt is a set of char-
acterization elements (cFt), where: cFt ∈ {I,N, 0, 1}

where

1. cFt = I (or inverting) in a 2-output fork iff Vri is a function of Srj, and iff,
for some constant Vl and Sri, Vri =!Srj, where i, j ∈ {1, 2} and i �= j.

2. cFt = N (or non-inverting) in a 2-output fork iff Vri is a function of Srj , and
iff, for some constant Vl and Sri, Vri = Srj , where i, j ∈ {1, 2} and i �= j.

3. cFt = 0 (or constant zero) in a 2-output fork iff Vri is a function of Srj, and
iff, for some constant Vl and Sri, Vri = 0, where i, j ∈ {1, 2} and i �= j.

4. cFt = 1 (or constant one) in a 2-output fork iff Vri is a function of Srj, and
iff, for some constant Vl and Sri, Vri = 1, where i, j ∈ {1, 2} and i �= j.

Definition 2 can be easily extended to n-output forks with n > 2.
Table 3 illustrates CFt computation of LF00. From the table, CFt of LF00

is {0, I}. Similarly CFt of LF01 is also {0, I}.

6 Lazy Join

The lazy join has to wait for all its input branch channels to carry valid data
until data is transferred on the output channel. A sample lazy join is shown in
Fig. 8.

6.1 Lazy Join Synthesis

The synthesis of a lazy join as a control buffer is performed similar to the lazy
fork. The KM is shown in Fig. 10. There are 16 possible implementations.
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Fig. 8. An n-to-1 lazy join Fig. 9. A 2-input LJ1011 implementation

Fig. 10. Lazy join specification (Sl1) Fig. 11. Lazy join verification setup

6.2 Lazy Join Verification

Similar to the lazy fork verification in Sect. 5.2, we use the structure of Fig. 11 to
verify the different lazy join implementations. We check the following properties:
1. Persistence: All the 16 lazy joins pass this check. 2. Deadlock freedom: All the
16 joins pass. 3. Data token preservation: All the 16 joins pass. 4. Glitch Free:
Out of the 16 lazy joins, only 6 pass. Only the following lazy join designs pass
verification: LJ0000, LJ0010, LJ0011, LJ1010, LJ1011, LJ1111.

6.3 Lazy Join Characterization

To help characterize the different join implementations as well as their combi-
nations with lazy forks in a network, we introduce the following definitions:

Definition 3. CJr , Join Reflexive Characterization Set CJr is a set of charac-
terization elements (cJr), where: cJr ∈ {I,N, 0, 1}

where

1. cJr = I (or inverting) in a 2-input join iff Sli is a function of Vli, and iff, for
some constant Sr and Vlj , Sli =!Vli, where i, j ∈ {1, 2} and i �= j.
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2. cJr = N (or non-inverting) in a 2-input join iff Sli is a function of Vli, and
iff, for some constant Sr and Vlj , Sli = Vli, where i, j ∈ {1, 2} and i �= j.

3. cJr = 0 (or constant zero) in a 2-input join iff Sli is a function of Vli, and iff,
for some constant Sr and Vlj , Sli = 0, where i, j ∈ {1, 2} and i �= j.

4. cJr = 1 (or constant one) in a 2-input join iff Sli is a function of Vli, and iff,
for some constant Sr and Vlj , Sli = 1, where i, j ∈ {1, 2} and i �= j.

Definition 3 can be easily extended to n-input joins with n > 2.
Similar to Table 2, we can also find that CJr of LJ0000, for example, is

{N, 0}. LJ1011 has a CJr of ∅. This is because in LJ1011 (see Fig. 9), Sli is not
a function of Vli. As we will show in Sect. 8.1, this property gives an advantage
to LJ1011 since it can reduce the number of combinational cycles in the control
network substantially.

Definition 4. CJt, Join Transitive Characterization Set CJt is a set of charac-
terization elements (cJt), where: cJt ∈ {I,N, 0, 1}

where

1. cJt = I (or inverting) in a 2-input join iff Sli is a function of Vlj , and iff, for
some constant Sr and Vli, Sli =!Vlj , where i, j ∈ {1, 2} and i �= j.

2. cJt = N (or non-inverting) in a 2-input join iff Sli is a function of Vlj , and
iff, for some constant Sr and Vli, Sli = Vlj , where i, j ∈ {1, 2} and i �= j.

3. cJt = 0 (or constant zero) in a 2-input join iff Sli is a function of Vlj , and iff,
for some constant Sr and Vli, Sli = 0, where i, j ∈ {1, 2} and i �= j.

4. cJt = 1 (or constant one) in a 2-input join iff Sli is a function of Vlj , and iff,
for some constant Sr and Vli, Sli = 1, where i, j ∈ {1, 2} and i �= j.

Definition 4 can be easily extended to n-input joins with n > 2.
Similar to Table 3, we can also find that CJt of LJ0000, for example, is

{I, 0, 1}.

7 Lazy SELF Networks

Unlike eager forks, lazy forks have no state holding elements (e.g., flip-flops).
Hence, arbitrary connections of lazy joins and forks in a control network typically
result in combinational cycles. These cycles can cause deadlock or oscillation due
to logical or transient instability:

7.1 Deadlock - D

A combinational cycle can cause a deadlock if under some input sequence its
internal signals can get stuck at certain values. For example, consider a structure
in which a fork output channel is feeding a join (Fig. 12a). This structure is a
basic building block of typical elastic control networks. Figure 13 shows a circuit
implementation of Fig. 12a using LF00 and LJ1111.
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(a) (b)

Fig. 12. Sample fork join combinations

Fig. 13. LF00 and LJ1111 combination

It can be easily shown that if VA is zero, VA1 and VAC must also be zero.
This will force SA1 to be one, SA to be one and VA1 to be zero. Apparently, the
loop shown in dotted lines forms a latch, since all its wires can simultaneously
carry controlling values to all the gates in the loop. Hence, after a zero on VA,
the system will deadlock. VA2, VAC, SC and SA will be stuck at zero, zero, one
and one, respectively.

In general, for the common structure of Fig. 12a, the following can be readily
proved. Let CJr1 (CFr1) and CJt1 (CFt1) be the join (fork) reflexive and tran-
sitive characteristic sets of the lazy join (fork) used, LJ1 (LF1), respectively.
Then, the connection of Fig. 12a will result in deadlock if the following condi-
tion holds: CJr1 = {1, I} and CFr1 = {0, I}. To illustrate, since CFr1 = {0, I},
therefore, for all the possible values of LF1 inputs, V A1 is either 0 or the inverse
of SA1. Similarly, since CJr1 = {1, I}, therefore, for all the possible values of
LJ1 inputs, SA1 is either 1 or the inverse of V A1. Hence, once V A1 is 0 or SA1
is 1, the loop formed by V A1 and SA1 will stuck at these values.

Similarly, a deadlock will occur in the connection of Fig. 12b if the following
condition holds: CJt1 = {1, I} and CFt1 = {0, I}.

7.2 Oscillation Due to Logical Instability - LI

A loop is logically unstable if it has an odd number of inverting elements. Under
some input sequence, it can behave as a ring oscillator.
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For example, consider the structure of Fig. 12a. Figure 14 shows a circuit
implementation of that structure using LF00 and LJ0000.

Fig. 14. LF00 and LJ0000 combination

Assume the elastic buffer C in Fig. 14 holds a bubble (i.e., its output Valid
signal is zero), while A holds data. Assume also that SA2 is zero (B is not
stalled). This connection will form a loop (shown in dotted lines in Fig. 14). The
loop is logically unstable since it has an odd number of inverting elements. This
results in an oscillation inside the loop as well as on the SA wire.

In general, for the common structure of Fig. 12a, the following can be readily
proved. Let CJr1 (CFr1) and CJt1 (CFt1) be the join (fork) reflexive and tran-
sitive characteristic sets of the lazy join (fork) used, LJ1 (LF1), respectively.
Then, the connection of Fig. 12a will result in logical instability if any of the
following condition holds:

– I ∈ CJr1 and N ∈ CFr1.
– N ∈ CJr1 and I ∈ CFr1.

7.3 Oscillation Due to Transient Instability - TI

Even if a combinational loop does have even number of inverting elements it
can still cause oscillation in the elastic control network. Since the loop has more
than one input, and in some input sequences, both logic one and zero values may
be injected in the loop simultaneously. This can result in both values oscillating
around the loop.

Table 4 shows the different lazy fork-join combinations characteristics. The
table refers to the network structures of Fig. 12.

Research is still in progress to investigate whether the oscillation due to tran-
sient instability can be avoided by forcing network-specific timing constraints
on the control network. However, a simpler solution, not only for transient in-
stability, but also for deadlock and logical instability, is to use eager forks when
needed to cut such combinational cycles. This will be discussed in Sect. 8.
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Table 4. Lazy fork-join combination characterization. All other combinations (14 Forks
× 10 Joins) are non-compliant with the SELF protocol.

Join 0000 0010 0011 1010 1011 1111

Fork
Cr

Ct

N, 0

I, 0, 1

N, 0, 1

I, 0, 1

N, 0, 1

I, 0, 1

N, 0, 1

I, 1

∅
I, 1

I, 1

I, 1

0000
I, 0

I, 0
LI LI LI LI D D

0001
∅
I, 0

TI TI TI D D D

Finally, the following logic was used for the root’s Stall signal in all of the
lazy forks investigated: Sl = Sr1|Sr2. Similarly, the lazy join elements used Vr =
Vl1&Vl2. Other implementations for these signals that consider flexibility allowed
by lazy control buffers is not presented here. However, note that designs with
additional logic will increase the probability of combinational loops in component
composition.

8 Hybrid SELF Protocol

Two lazy forks and six lazy joins, as well as the traditional eager fork, have
been proven to be compliant with our strict SELF channel protocol. Therefore,
eager and lazy forks (and joins) can be correctly connected together as long as
no combinational cycles are formed [14]. Eager forks exhibit no cycles and can
achieve better runtime in some systems. However, they consume more power and
area than lazy forks. Hence, we propose to use a hybrid SELF implementation,
that uses both eager and lazy forks, has no cycles, and achieves the same runtime
as an all eager implementation. Hybrid implementation should keep minimal
number of eager forks in the control network that are necessary for the following
reasons:

8.1 Cycle Cutting

Lazy fork-join combinations can result in combinational cycles that cause os-
cillation or deadlock. These cycles can be avoided by replacing lazy forks with
eager in places where cycles exist. Cycles can be easily identified either by hand
analysis of the control network or through synthesis tools (e.g., report timing

-loops command in Design Compiler).
LF01 enjoys the property that there is no internal path in the fork that con-

nects any of its branch Stalls to its corresponding Valid. This reduces the cycles
substantially. Similarly, LJ1011 enjoys the property that there is no internal
path in the join that connects any of its input channel Valid signals to its cor-
responding Stall. This also reduces the cycles substantially. Hence, the fork-join
combination of LF01−LJ1011 results in the minimum number of combinational
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cycles among all the other fork-join combinations. This, in turn, minimizes the
need to use eager forks to cut the cycles, resulting in minimizing the total area
and power consumption of the hybrid control network.

8.2 Runtime Boosting

Eager forks can enjoy better performance than lazy due to the early start they
provide for ready branches (Sect. 5.1). However, we show in this section that
under some constrained input behavior, a lazy fork can replace an eager fork
without any performance loss. In that context, we will use the term LFork to
refer to the lazy forks LF00 and/or LF01.

A 2-output EFork operation will reduce to the KM of Fig. 15a if the EFork
registers are initialized to logic one and if the following input combinations are
avoided [13]:

1. (Vl = 1)&(Sr1 = 0)&(Sr2 = 1)
2. (Vl = 1)&(Sr1 = 1)&(Sr2 = 0)

(a) EFork (b) LFork

Fig. 15. Vr1 (or Vr2) of the EFork and LFork under some constrained input behavior,
respectively

The KM of the lazy forks LF00 and LF01, with the above input combinations
avoided, is shown in Fig. 15b. Comparing Fig. 15a and Fig. 15b, it is apparent
that, under these conditions, the EFork will behave exactly the same as the lazy
forks, except in the case when both branches are stalled simultaneously. One
might add a conservative constraint by avoiding such an input as well. However,
as the following verification will confirm, when both branches are stalled, the
lazy forks will have both branches in the Idle state, while the EFork will keep
them in the Retry state. Since there is no data transfer occurring in either states
(i.e., I or R), there is no performance advantage of the EFork comparing to the
LFork in such a case. Hence, we conclude that the above stated conditions are
sufficient to replace an EFork with LF00 or LF01 without any performance
loss. We, therefore, refer to the above conditions as the performance equivalence
conditions, or, for short, the equivalence conditions.

To verify this argument, the verification setup of Fig. 16 is employed. The
whole structure is modeled in the symbolic model checker, NuSMV [4]. The input
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Fig. 16. Performance equivalence verification setup

and output channels of both the EFork and LFork are connected to terminal
Elastic Buffers (EBs). The EBs are initialized in random states. The EFork
input and two output channels are named: L E (read Left Eager), R1 E (read
Right1 Eager), R2 E (read Right2 Eager), respectively. Similarly, the LFork
input and 2 output channels are named: L L, R1 L, R2 L, respectively. V and
S are prepended to the channel names to indicate the Valid and Stall signals of
these channels, respectively.

All the blocks as well as the clock generator have been connected synchronously
inside NuSMV. The clock changes phase with each unit verification cycle. The
Transfer state on the EFork input and output channels are defined as follows:

DEFINE L E T := VL E & !SL E;

DEFINE R1 E T := VR1 E & !SR1 E;

DEFINE R2 E T := VR2 E & !SR2 E;

Similarly, for the LFork:
DEFINE L L T := VL L & !SL L;

DEFINE R1 L T := VR1 L & !SR1 L;

DEFINE R2 L T := VR2 L & !SR2 L;

A performance mismatch can occur if any of the channels in the EFork transfers
data while the corresponding channel in the LFork does not. Hence, we define
TOKEN MISMATCH on the different channels as follows:

DEFINE L TOKEN MISMATCH := (L E T xor L L T);

DEFINE R1 TOKEN MISMATCH := (R1 E T xor R1 L T);

DEFINE R2 TOKEN MISMATCH := (R2 E T xor R2 L T);

A TOKEN MISMATCH is defined to be the ORing of any channel mismatch:

DEFINE TOKEN MISMATCH := L TOKEN MISMATCH | R1 TOKEN MISMATCH |

R2 TOKEN MISMATCH;



222 E. Kilada and K.S. Stevens

Finally, to force the performance equivalence conditions, we define the following
constraint:

DEFINE C 1 := VL & (SR1 xor SR2);

Constraint C 1 is forced by using the NuSMV reserved word INVAR which
semantically defines an invariant:

INVAR C 1;

The performance equivalence property is then verified using PSLSPEC:

PSLSPEC never TOKEN MISMATCH;

The property is proven true by the model checker. There is no clock cycle in
which any of the EFork channels is in the Transfer state while the corresponding
channel in the LFork is not transferring data as well. Hence, under the stated
performance equivalence conditions, the EFork and LFork will transfer exactly
the same number of tokens, thus, achieving the same performance.

The results can be easily extended to n-output forks with n > 2, based on
the fact that an n-output fork is logically equivalent to concatenated (n − 1)
2-output forks. Hence, all the eager forks in the control network that meet the
performance equivalence conditions can be safely replaced by lazy forks. The
result will be a hybrid control network (incorporating both eager and lazy forks)
that has the same runtime of an all eager network with substantially smaller
area and power.

8.3 Eager to Hybrid Conversion Flow

Algorithms to automatically identify which eager forks can be replaced by lazy
in a network are currently being developed [13]. For the time being, simulation-
based analysis is used. In this approach, a closed eager control network is sim-
ulated and all the fork Valid and Stall patterns are collected and analyzed. An
example will be shown in the MiniMIPS case study in Sect. 9. Starting with
an elastic control network (generated manually or through automatic tools like
CNG [12]), the following flow generates a hybrid SELF implementation (H) of
that network:

1. Define the set of all forks in the control network, Φ.

2. Construct a pure eager implementation of the control network, E1, such that
each fork F ∈ Φ is an eager fork. Define the set of forks, Φs, that do not
meet the performance equivalence conditions. Φs are the forks that must be
implemented as eager to achieve the same runtime as a purely eager imple-
mentation of the control network.

3. Construct an intermediate hybrid network, H1, such that: each fork F ∈
Φ− Φs is a lazy fork, and each fork F ∈ Φs is an eager fork.
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Fig. 17. Block diagram view of the ordinary clocked MiniMIPS. Adapted from [15, 17].

4. In H1, identify the set of forks, Φc, that need to be replaced by eager forks
to cut the combinational cycles.

5. Build a final hybrid network,H , such that: each fork F ∈ Φ−Φs −Φc is lazy,
and each F ∈ Φs ∪ Φc is eager.

9 MiniMIPS Case Study and Results

MIPS (Microprocessor without Interlocked Pipeline Stages) is a 32-bit architec-
ture with 32 registers, first designed by Hennessey [6]. The MiniMIPS is an 8-bit
subset of MIPS, fully described in [17].

9.1 Elasticizing the MiniMIPS

The MiniMIPS is used as a case study of elasticization. Figure 17 shows a block
diagram of the ordinary clocked MiniMIPS. The MiniMIPS has a total of 12
synchronization points (i.e., registers), shown as rectangles in Fig. 17: P (pro-
gram counter), C (controller), I1, I2, I3, I4 (four instruction registers), A,B and
L (ALU two input and one output registers, respectively), M (memory data reg-
ister), R (register file) and Mem (memory).
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Fig. 18. Hand-optimized control network of the elastic clocked MiniMIPS. Adapted
from [11].

To perform elasticization, each register is replaced by an elastic buffer (EB).
Then, the register to register data communications in the MiniMIPS are ana-
lyzed. The following registers pass data to both A, B : R, and to R : C, I2, I3,
L, M , and to C : C, I1, and to I1, I2, I3, I4 : C, Mem, and to L : A, B, C, I4,
P , and to M : Mem, and to Mem : B, C, L, P , and to P : A, B, C, I4, L, P .
For each register to register data communication there must be a corresponding
control channel. The resultant control network can be implemented in different
ways. Figure 18 shows a control network that has been hand-optimized to min-
imize the number of joins and forks used in the control network (to reduce area
and power consumption) [11]. From the control point of view, the register file
(R) and memory (Mem) in a microprocessor can be treated as combinational
units [5]. Hence, we did not incorporate a separate EB for the register file (R)
in Fig. 18. For the purpose of this case study, the memory (Mem) is off-chip.

From the elastic control point of view, the MiniMIPS control signals (e.g.,
RegWrite, IRWrite, etc.) are considered part of the data plane and they need
their own control channels. Mapping between datapath signals in the clocked
MiniMIPS and the control channels in the elastic MiniMIPS should be self ex-
planatory for most signals. RFWrite, in Fig. 17, is the register-file-write control
channel. RFWrite valid must be active if data is going to be written in the reg-
ister file. Therefore, RFWrite valid has been ANDed with RegWrite inside the
register file.

Both the clocked and purely eager elastic MiniMIPS have been synthesized,
placed, routed and fabricated in a 0.5 μm technology. The functionality of the
fabricated processors have been verified on Verigy’s V93000 SoC tester using the
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Table 5. Clocked and eager elastic MiniMIPS chip results. Measurements are done at
5V and 30◦.

Clocked MiniMIPS Eager Elastic MiniMIPS Penalty

Area (μm X μm) 1246.765 X 615.91 1284.1 X 771.54 29%

Pdyn @80 MHz (mW) 330 373 13%

Pidle (μW) 16.3 25.8 58.3%

fmax (MHz) 91.7 92.2 -0.5%

testbench in [17]. The eager implementation of the SELF protocol has been used
(EFork and LJ0000 have been used to implement all the forks and joins in the
control network, respectively). Table 5 summarizes chip measurements. It shows
that elasticizing the MiniMIPS has area and dynamic and idle power penalties
of 29%, 13% and 58.3%, respectively. For accurate idle power comparison, both
designs have been set to the same state (through a test vector) before measuring
the average idle supply current.

Both MiniMIPS have been fabricated without the memory block. Memory
values have been programmed inside the tester. Hence, we had to make an as-
sumption about the memory access time, and the assumptions affect the max-
imum operating frequency of both MiniMIPS in the same way. Therefore, the
actual value of memory access time would minimally affect the performance com-
parison. Hence, we chose an arbitrary value of zero for memory access time for
both designs. Schmoo plots for both clocked and elastic MiniMIPS are shown in
Fig. 19.

It should be noted that these measurements do not take advantage of bubble
problems that occur if one needs to have flexible interface latencies or extra
pipeline stages inserted.

There is no performance loss due to elasticization. Part of the reason for the
noticeable area and power overheads is that the MiniMIPS is, relatively, a small
design (8-bit datapath). However, part of it too is the usage of eager forks.
The EFork has one flip-flop per each branch that consumes power every cycle.
Add to this, its gate complexity. Next subsections will show the area and power
savings when switching from eager SELF implementation to hybrid SELF.

9.2 Eager versus Lazy SELF Implementations

Lazy forks can substantially reduce the area and power of the elastic control
network. However, when combined with lazy joins, the combinational cycles are
typically prohibitive causing deadlocks or oscillations (Sect. 7).
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(a) Schmoo plot for clocked MiniMIPS.

(b) Schmoo plot for elastic MiniMIPS.

Fig. 19. Fabricated chips schmoo plots. Red boxes are for failed tests, while green are
for passed ones.

Furthermore, lazy forks can suffer inferior performance comparing to eager, in
the presence of bubbles. To measure this advantage, a different number of bubbles
are inserted at the register file outputs (i.e., before registers A and B of Fig. 18,
simultaneously). Table 6 compares the number of clock cycles required by each of
purely lazy and eager implementations of the MiniMIPS control network to com-
plete the testbench program of [17]. For the lazy protocol, the LF01-LJ0000 com-
bination is used. The behavioral simulations used some timing constraints to avoid
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Table 6. Simulation runtime (in terms of #cycles) of the testbench in [17] in case of
lazy and eager protocols. Bubbles are inserted at the register file outputs.

Fork/Join Combination 0 Bubbles 1 Bubble 3 Bubbles

Lazy Protocol: LF01-LJ0000 98 195 389

Eager Protocol: EFork-LJ0000 98 147 245

Clocked MiniMIPS 98 - -

possible oscillations. Table 6 shows that, in this case, there is an advantage for us-
ing eager forks, specially with a large number of bubbles in the system. The table
also shows that there is no runtime penalty due to elasticization in the absence of
bubbles.

The runtime advantage of the eager versus lazy designs is illustrated in the fol-
lowing example (taken from the MiniMIPS control network of Fig. 18).
Figure 20 shows a simplified part of the MiniMIPS control network. We added
one bubble before the A register, and another one before the B register, labeled
b1 and b2 respectively. Consider the clock cycle when V A and V B go low. SC1
will go high through join JABCI4P . In FC (assuming SC2 is low), V C is high,
SC1 is high. A lazy FC will invalidate the data at C2 (i.e., deasserts V C2) until
SC1 goes low again. Hence, no new data token can be written at register b1 or
b2 until the stall condition on C1 is removed (i.e., SC1 goes low again). On the
other hand, an eager FC will validate the data on C2 (i.e., asserts V C2) for the
first clock cycle giving C2 branch an early start. Hence, new data tokens can be
written immediately in registers b1 and b2 in the following cycle.

Fig. 20. A sample structure where eager protocol will have runtime advantage over lazy
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Fig. 21. CNG-optimized control network of the elastic clocked MiniMIPS [12]

9.3 Eager versus Hybrid SELF Implementations

The hybrid SELF implementation attempts to achieve the same performance
of the eager SELF with less area and power consumption, by using as many
lazy forks as possible. Without a loss of generality, we will apply both eager and
hybrid implementations to the elastic MiniMIPS control network of Fig. 21. This
control network achieves the same register-to-register communications as the one
in Fig. 18 but with two fewer joins and two fewer forks. It is auto-generated by
the CNG tool, a tool that given the required register-to-register communications
will automatically generate a control network with the minimum total number
of joins and forks [12]. Furthermore, we insert zero to three bubbles (i.e., EBs
that hold no valid data) at the register file output (i.e., at the inputs of A and
B registers simultaneously). In practice, this might be done, for example, to
accommodate a high latency register file without affecting the functionality of
the whole system.

The flow of Sect. 8.3 will be followed to construct the hybrid implementa-
tion. Starting with an all eager implementation of the closed control network of
Fig. 21 (call it E1), we run the sample testbench program of [17]. The simulation
waveform of each eager fork in the network is analyzed. EForks whose input be-
havior does not meet the performance equivalence conditions (of Sect. 8.2) are
then identified. These are the forks that must be implemented as eager in the
(to-be) hybrid control network in order to maintain the same performance as
the all eager network. The set of these forks will be called φs.
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Analysis of the simulation waveforms of the MiniMIPS case (with 0 to 3
bubbles at the register file output) shows that all forks except FC and FL re-
ceive Valid and Stall patterns that meet the performance equivalence conditions.
Hence, all the forks except FC and FL can be safely implemented as lazy forks
without any performance loss. For FC, we observe repetitive Stall patterns sim-
ilar to those shown in Fig. 22. The numbered columns in Fig. 22 represent the
clock cycles. The red 0s and 1s are the branch Stall signal values at the corre-
sponding clock cycles. It is obvious that the Stall patterns at C1 and C3 meet
the conditions of Sect. 8.2 (they do not stall at all). Hence, branches C1 and
C3 can be safely connected through a lazy fork (call it FC 1 3). Similarly, the
Stall patterns at branches C2 and C4 meet the replacement conditions (their
Stall patterns always match). Hence, branches C2 and C4 can also be connected
through another lazy fork (call it FC 2 4). FC 1 3 and FC 2 4 should be con-
nected through an eager fork since their corresponding Stall patterns do not
match. The resultant hybrid FC implementation is shown in Fig. 23. EF and
LF in the Figure refer to eager and lazy forks, respectively. Similarly, based on
the simulation waveform analysis, branches 1 and 2 of FL could be connected
through a lazy fork (FL 1 2). FL 1 2 must be connected eagerly to the third
branch of FL to maintain the runtime of an all eager implementation.

Fig. 22. Stall patterns at the branches of FC in the
presence of bubbles

Fig. 23. Hybrid imple-
mentation of FC

As stated in Sect. 8.3, a hybrid network (call it H1) is now constructed. All
forks ofH1 are implemented as lazy except those in set (φs) (i.e., that do not meet
the equivalence conditions). H1 typically involves combinational cycles formed
by the connection of lazy forks and joins. To cut the cycles in H1, more forks
have to be implemented as eager (call this set of forks φc). The number of forks
in φc depend on the lazy fork and join combination used. Some lazy fork-join
combinations exhibit more cycles than others and, hence, require more eager
fork replacements. The MiniMIPS control network is implemented using all the
correct 12 lazy fork-join combinations (with some eager fork replacements). The
network is also implemented with an all eager control network.
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The set of all forks that had to be implemented as eager (to both maintain
the performance and cut the cycles) is listed in Column 2 for each combination
in Table 7.

Table 7 shows the synthesis results. The Artisan academic library for IBM’s
65nm library was used for physical design. The MiniMIPS control network has
been synthesized separately from the data path. All area and power numbers
in Table 7 are for the control network only. All combinations have passed post
synthesis simulation (with 0 to 3 bubbles). The MiniMIPS testbench program
in [17] was used to validate correctness. Column 1 in Table 7 lists the different
combinations (sorted by their area). Column 2 lists the eager fork replacements
in each implementation. Unsurprisingly, LF01−LJ1011 needs the least number
of eager fork replacements (See Sect. 8.1), tying with LF00 − LJ1011 in this
specific network. Column 3 lists the number of combination cycles in the control
network (after eager fork replacements), which is zero for all of them. Column 4
lists the synthesis area. LF00− LJ1011 requires minimum area among all with
31.8% reduction comparing to an all eager implementation. LF01 − LJ1111
comes second.

Column 5 lists the dynamic and leakage power consumption reported by the
synthesis tool. Power is calculated with different number of bubbles inserted at
the output of the register file. To accurately estimate the power, we simulated
the synthesized netlist and generated an saif file that was read by the synthesis
tool to calculate the power. Synthesis and simulation was done at 4 ns clock
period for all the implementations. LF00 − LJ1011 consumes the least power
among all with up to 32.5% and 32.1% dynamic and leakage power reduction
comparing to an eager implementation. LF01− LJ1011 comes second.

Finally, column 6 lists the required runtime (in terms of number of clock
cycles) to finish the testbench program in [17]. The hybrid networks all achieve
the same runtime as the eager implementation.

10 Conclusion

Lazy implementations of fork and join control buffers of SELF latency insensitive
protocol are implemented and formally verified. A novel hybrid SELF protocol
network is introduced that combines the advantages of both eager and lazy
elements. It is cycle free and has the same performance as an all eager imple-
mentation. A MiniMIPS case study showed that hybrid implementations achieve
the same runtime as the all eager implementation with a reduction of 31.8% and
up to 32.5% and 32.1% in area and dynamic and leakage power consumption,
respectively.

Acknowledgments. The authors like to thank Shomit Das for his help in the
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work supported by the National Science Foundation under Grant No. 0810408.
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Abstract. Multi-processor System-on-Chips (MPSoCs) have become
increasingly popular over the past decade. They permit balancing perfor-
mance and flexibility, the latter being a key feature that makes possible
reusing the same silicon across several product lines or even generations.

This popularity makes highlight on new challenges to deal with the
increasing complexity of such systems. Programmability issues, for ex-
ample, are considered with a lot of attention, as those architectures allow
new dimensions in design exploration. In this context, the development
of adaptable mechanisms permits the optimization of the system be-
havior. This chapter explors three different adaptable mechanisms, and
shows their benefits : frequency scaling, task migration techniques and
memory organization. The modification of the frequency of each pro-
cessor of a multi-core system allows fine tuning of power consumption
under a varying process workload. Task migration permits balancing load
among the several processors the system is made of. Our long-term vi-
sion of future embedded devices lies in adaptive systems made of thou-
sands of processors in which tasks frequently migrate in response to the
system state that is continuously monitored. Memory organization is a
crucial criterion in MPSoC performance optimization, as memory ac-
cess latency of remote data increases exponentially with respect to the
number of cores. The computation-based programming model commonly
used in single-core or few-cores based systems are no more suitable, and
a transaction-based model are necessary to reach performances needs of
new multimedia application.

Keywords: MPSoC, Adaptation, Memory Architecture, Network-on-
Chip.

1 Introduction

Multiprocessor Systems-on-Chips (MPSoCs) are commonly adopted in electronic
industry for their power efficiency and performance capabilities [1]. MPSoCs are
multidisciplinary systems that combine multiple homogeneous/heterogeneous
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c© IFIP International Federation for Information Processing 2012
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processing elements (PEs), dedicated hardware (e.g. digital signal processing,
DSP) and software (e.g. operating systems) in order to cope with different appli-
cations requirements (e.g. real time deadlines, throughput). Due to the intensive
and parallel communications inherent to embedded applications, networks-on-
chip (NoCs) are employed since their are more scalable, flexible and power effi-
cient when compared to traditional on-chip infrastructures (e.g. shared busses)
[2] [3].

Given the great dynamism imposed by user-requests and internal system
mechanisms (e.g. temperature control), embedded applications can present un-
predictable behavior [4]. Such dynamism leads in workload and communication
patterns variation, which demands run-time techniques that can provide the nec-
essary adaptability to the system in order to optimize the resource utilization
while maintaining high performance [5].

Therefore, the deployment of new techniques to achieve runtime system adapt-
ability is mandatory [6]. Distributed DVFS (dynamic voltage and frequency
scaling), power gating, dynamic task mapping, task migration, are examples of
runtime techniques that make it possible to optimize various parameters such as
application performance and/or power consumption. Dynamic Frequency Scal-
ing (DFS) is a widely used technique aimed at adjusting computational power
to application needs. It is often associated to Dynamic Voltage Scaling (DVS)
therefore enabling to achieve significant power reductions when computing de-
mand is low; some cited benefits also comprise the reduction of thermal hotspots
that participate in the accelerated aging of the circuits due to the thermal stress.

Static and dynamic mapping have been used to define the placement of each
task , aiming to reduce the communication latency and energy dissipation inside
the NoC. Static mapping defines task placement at design time, while in dynamic
mapping tasks are allocated onto PEs at the execution time [7]. However, during
the execution the task’s performance may degrade due to e.g. higher PE load
or NoC congestion. In this case, tasks may be re-mapped to other PEs to meet
application requirement. Dynamic re-mapping employs both mapping (static
and/or dynamic) and task migration. The task migration process consists in
extracting the state of a given task that is already executing on the source
PE and transferring it to a destination PE that will execute it. Task migration
requires migration points, context saving, context restoring, among other actions
not handled by the task mapping mechanisms (e.g. updating the connections of
the migrated task with other tasks on the communicating PEs) [8].

Some challenges related to the adoption of task migration into NoC-based
MPSoCs still remain. For instance, the task migration performance depends on
run-time events that are considered before and during the relocation of given
task when it is necessary [9]. Thus, the performance overhead of task migration
cannot be very high. The migration execution cost should be low since hard
real time deadlines must be met, while maintaining low power dissipation [9]
and temperature [10]. Thus, the designer should find a good trade-off between
complexity and performance (e.g. implementation and execution), as well as
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transparency and reusability, which are directly related to the level that the mi-
gration process will be provided (e.g. user, kernel levels) [11]. In this context, an
important aspect inherent to the task migration process is the adopted memory
organization, which can be classified in shared (Figure 1 - a) and distributed
(Figure 1 - b)[8]. In the first case, all PE are entitled to access any location in
the shared memory, thus the migrating a task comes down to electing a differ-
ent processor for execution. In turn, distributed memory MPSoCs, both process
code and state have to be physically migrated from a processor local memory to
another, while synchronizing exchanged messages [12].

Memory

CPUCPU CPU CPU

Interconnect

CPU

CPU

MemoryMemory

MemoryMemory

CPU

CPUCPU

CPU

MemoryMemory

MemoryMemory

MemoryMemory

MemoryMemory

Interconnect

(a) (b)

Fig. 1. Memory Organization: (a) Shared Memory, (b) Distributed Memory

Both approaches differ in terms of how to access and transfer the task code
from one point to another, which has a considerable impact in terms of perfor-
mance. In this context, this article presents three main contributions: (i) a Dy-
namic Frequency Scaling strategy using feedback controlers to meet a streaming
application throughput requirement,(ii) validation of two task migration mecha-
nisms into an RTL-modeled NoC-based homogenous MPSoC, leading to accurate
results, and (iii) a hybrid memory architecture that can be employed to optimize
the performance of task migration mechanisms.

This chapter is organized as follow: Section 2 gives an overview of adaptable
mechanisms already developed in the literature. Section 3 explains two commu-
nication strategies during task migration allowing different kind of performances.
Section 5 gives an overview of standard memory models in MPSoC, and then
presents a hybrid memory organization allowing more liberty in term of mem-
ory placement. Finally, the last section concludes about the different adaptation
strategies.

2 Adaptation Techniques in NoC-Based MPSoCs

Recently, researchers have put focus on adaptation techniques in order to cope
with dynamic and unpredictable behaviors that can appear in nowadays em-
bedded systems. This section presents some work that has been conducted in
this direction using techniques such as (i) dynamic voltage and frequency scaling
(DVFS), and (ii) task migration mechanisms.
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2.1 Dynamic Voltage and Frequency Scaling

Numerous dynamic voltage and frequency scaling (DVFS) techniques have been
proposed, aiming to allow systems to fine-tune their performance/power con-
sumption trade-off under varying workloads during runtime. Two main ap-
proaches to DVFS can be found in the literature. One of them takes a cen-
tralized view of power management and considers the global system state, its
performance constraints and its current workload to decide voltage and frequency
values it will adopt next [13] , while another partitions the system in multiple
voltage/frequency islands that can be managed separately [14]. In both central-
ized and partitioned approaches, the state change (i.e. change of frequency and
voltage values) can be triggered by events (e.g. a given threshold on processor
utilization was reached [15]) or be driven by a feedback control process that
continuously monitors the system workload [16]. The partitioned approach is a
natural match to NoC-based multicore chips, but a number of issues arise when
different parts of the NoC are on different voltage/frequency islands [17] [18].

For instance, in [19] a DVFS controlling scheme is proposed for NoC-based
MpSoCs. In turn, the works [20] and [21] employ communication load as moni-
toring parameters, which are extracted at run-time in order to tune the DVFS
controller. In [22] temperature and task synchronization are used as parameters.
In this work, these parameters are employed in a cost function, which is used as
input to a game theory model that defines the voltage and the frequency levels.
This work was extended in [23], to use communication queues that are placed
between each 2 neighbor routers in order to scale the voltage via power supply
networks. In [24] the Authors use application profile as the parameter used to
control DVFS decisions.

Due to the dynamic variations in the workload of MPSoCs and its impact on
energy consumption, PID-based control techniques have been used to dynami-
cally scale the voltage and the frequency of processors [16] [25], and recently, of
NoCs [18][26].

A proportional-integral-derivative controller (PID controller) is a generic
control-loop feedback mechanism (controller) widely used in industrial control
systems. A PID controller calculates an error value as the difference between
a measured process variable and a desired setpoint. The controller attempts to
minimize the error by adjusting the process control inputs. In the absence of
knowledge of the underlying process, a PID controller is a suitable controller
[27]. However, for best performance, the PID parameters used must be tuned
according to the nature of the process to be regulated.

The proportional, integral, and derivative terms are summed to calculate the
output of the PID controller. Defining u(t) as the controller output, the final
form of the PID algorithm is:

u(t) = MV (t) = Kpe(t) +Ki

∫ t

0

e(τ)dτ +Kd
d

dt
e(t) (1)

Proportional gain, Kp : larger values typically mean faster response since the
larger the error, the larger the proportional term compensation. 2) Integral
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gain, Ki: larger values imply steady state errors are eliminated more quickly.
3) Derivative gain, Kd: larger values decrease overshoot, but slow down tran-
sient response and may lead to instability due to signal noise amplification in
the differentiation of the error. Figure 2 summarizes a traditional PID controller.
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      OBTAINED 
THROUGHPUT 

FREQ FREQ

FREQUENCY 
SCALING 

THROUGHPUT  
MONITORING 

PID CONTROLLER 

     OB
THRO

Fig. 2. PID Controller

Due to its features, we propose the usage of a PID controller for adjusting
the appropriated frequency of the PEs at the same time as deadline miss ratio
is reduced. As most applications in embedded systems are based on soft- real
time constraints, actual architectures have to be capable of adapting to avoid
situations where deadlines are missed. For that reason, the proposed approach
considers applications requirements aiming to provide QoS (Quality-of-Service).
As entry point (setpoint in Figure 2), the system is fed with the application
requirements, e.g. the minimal throughput the application requires to ensure
the functionality of the system in a reliable way.

In the proposed approach [28], the system calculates an error value which
is obtained by the difference between the desired and obtained throughput. As
output of the PID controller a frequency value is indicated. This value is sent
to the frequency scaling module which will be responsible for scaling up and
down the frequency of the processor to cope with application requirements. The
procedure is then repeated and the obtained throughput gradually gets closer to
the desired throughput. This is explained by the fact that after each iteration
the error value is reduced assuming that the values of P, I and D have been
correctly chosen. Figure 3 presents an abstract system model of the proposed
strategy for each Network Processing Element (NPU) in the architecture.

Basically each running application is composed of one or multiple tasks. Task
are monitored by a throughput monitoring that is responsible for calculating
tasks performance in a non- intrusive mode. This information is passed to the
PID controller which will be responsible for choosing the appropriated frequency
in order to speed up or slow down processing. This strategy can be suitable for
power saving in embedded systems.
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Fig. 4. Distributed PID Controllers

Figure 4 illustrates an overview of the proposed approach. As previously men-
tioned, there is one PID controller devoted to each task in the system that must
ensure soft-real time constraints. In this example there is one task per NPU,
so one PID controller for each processor is required. In the case that there are
multiple tasks in the same NPU, we could build a system with multiple PID
controllers in the same NPU, each one being responsible for contributing as a
factor that will be added to the final result.

The strategy consists in deciding controller parameters on a task basis. To
this purpose, a simulation of the MPSoC system is executed in order to obtain
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the step response. Figure 5 shows the cycle-accurate simulation results and the
first order extracted model that is used for the process (Figure 2). Based on
that high-level model, a number of different configurations of controllers can
be explored, each of which exhibits different features such as speed, overshoot,
static error.
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Fig. 5. Obtained Throughput vs Theoretical Throughput

The values of P, I and D have been chosen to increase the reactivity of the
system. Figure 6 presents the PID response according to P, I and D values.

Assuming that the setpoint of the system is around 260KB/s we can observe
that in the first case where P = 500, I = 50 and D = 0, the system converges
to the setpoint throughput rapidly. As result we observe an overshoot in terms
of performance. In the second scenario where P = 800, I = 5 and D = -0.8,
due the fact that the value of P is much bigger than I, we can also observe
an overshoot in terms of performance.The system throughput presents a high
oscillation due to the small value of I. At least, when P = 50, I = 15 and D
= -3 we see that system throughput increases slowly. This is explained by the
fact that the value of P is very small and then the convergence time is longer.
Based on this information we have chosen to use the first controller, because it
converges to a stable system relatively fast.

2.2 Task Migration Support in MPSoC Architecture

Task migration techniques have been widely explored in the literature, notably
in the domains of Graphic Processing Unit (GPU) computing and High Perfor-
mance Computing (HPC).
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Fig. 6. PID Controller Response

Those techniques allows efficient load balancing strategies aiming to satisfy
different system requirements. For instance, Streichert et al. [35] employ task
migration to keep the correct execution of an application by migrating executing
tasks from a PE that presents a fault (stopped working) to another non-fault
PE. The architecture details are not presented in this work, although authors
claim that this approach can be applied to current FPGA architectures.

As mentioned before, according to the memory organization task migration
can be classified in shared memory and distributed memory designs.

Task Migration in Shared Memory Systems. Most of today’s off-chip
multicore systems rely on shared memory architecture. In such cases, the task
migration is facilitated by the fact that no data has to be physically moved
in the structure (see Figure 1-a): since all cores can access any location in the
shared memory, task migration can be done just be electing another CPU to
execute the task. Several efficient implementations on general purposes OS, such
as Windows or Linux, exist in the literature [36].

Other developments closer to MPSoC have been made, notably based on
locality considerations [37] for decreasing communication overhead or power
consumption [38]. In [39] authors propose a scalable shared memory MPSoC
architecture with global cache coherence. The architecture is built around 4096
cores, which uses a logically shared physically distributed memory with cache co-
herence enforced by hardware. In [40], authors present a migration case study for
MPSoCs that relies on the μClinux operating system and a checkpointing mech-
anism. The system uses the MPARM framework, and although several memories
are used, the whole system supports data coherency through a shared memory
view of the system.
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Task Migration in Distributed Memory Systems. The main issue of im-
plementing task migration in shared memory MPSoCs is the scalability of the
system. There is a strong tendency for the next generation of homogeneous MP-
SoC in using systems with distributed memory targeting scalable and massively
parallel architectures [41][42].

A number of work in the literature based on distributed memory systems has
been implementing task migration in shared memory [8][43] [44]. In [43] each
PE runs a single operating system (OS) instance in its logical private memory.
PEs execute tasks from their private memory and explicitly communicate with
each other by means of shared memory. The target platform uses a shared bus
as interconnect.

In the case of distributed memory MPSoCs, both process code and state
have to be migrated from a processor private memory to another, and syn-
chronizations must be performed using exchanged messages. While this proves
straightforward in typical general-purpose computers thanks to the presence of a
memory management unit (MMU), implementing task migration on tiny MMU-
less embedded processors is challenging [8].

In [45] a dynamic task allocation strategy is proposed. The work evaluates task
allocation strategies based on bin-packing algorithms in the context of MPSoCs.
The mechanism adopted is based on a copy model. The whole context (code,
data, stack, and contents of internal registers) is migrated and there is no task
execution during the transfer. The interprocessor communication is based on
send/receive primitives. However, in this work neither explanation about the task
migration protocol nor the impact in term of performance of such mechanism is
given.

Taking into account the future homogeneous MPSoC systems trend, scalable
architectures with purely distributed memory system are required. However, to
the best of our knowledge, no purely distributed memory architecture that en-
ables task migration without using shared memory are present in the litterature.
Furthermore, very few information are available about migration strategies in-
side distributed memory architecture, and no migration technique exploration
has been done. In the Section 3 of this article, two migration techniques in a
complete distributed memory system are presented.

3 Task Migration Techniques in Purely Distributed
MPSoC

3.1 Task Migration Protocols

In [46], we have proposed a new algorithm capable of supporting task migration
at run-time. Migration decisions were taken with local information and in a
distributed way, each processing unit taking care of its own tasks. This paper
puts focus on communication during task migration, stressing the reliability and
performance issues raised by such procedure. It presents two communication
techniques stressing the benefits and performance penalty of each.
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Hardware and Software Support for Task Migration. The initial platform
used to implement our concepts consists of an homogenous array of processing
elements. Those elements are distributed on a 2D-mesh Network on Chip. For
this reason, they are called Network Processing Unit (NPU). Each NPU is com-
posed by two layers: a network layer used to route the packets into the network,
and a processing layer. Figure 7 shows the architecture of the platform.

Fig. 7. Structural view of the platform

The network layer consists of a light router based on the Hamiltonian Routing
Algorithm [47]. The Network on Chip is derived from [48]. It provides packet
switching routing with unique predictable route for each packet from the same
sender and receiver. Hence, neither reordering nor acknowledgment is necessary.

The processing layer is composed by a compact RISC processor with a MIPS-
I instruction set [49]. It also includes some peripherals like RAM, a UART, a
timer and an interrupt controller connected through a bus. However, no Memory
Management Unit, no cache and no memory protection support are provided to
keep the NPU as small as possible. A multitasking real-time preemptive mi-
cro kernel runs on each NPU, providing all the asynchronous operating system
features required (multi task management, exception handling, communication,
etc.). Both the software and the hardware part of this layer comes from [50].

Communications are handled through hardware and software FIFO: incom-
ing data coming from an external NPU are buffered into a small hardware FIFO
located in the network layer, triggering simultaneously an interrupt to the pro-
cessing layer. It activates data demultiplexing from the hardware fifo to the
software FIFO linked to the appropriate receiver task. In case of communication
between two tasks on the same NPU, data go directly to the software FIFO
using an exception process of the operating system.

In a programming point of view, two functions are provided: MPI Send() and
MPI receive() derived on the Message Passing Interface model [51]. In compliance
with the KhanProcessNetwork (KPN)model of computation, the send function is
non blocking while the receive function is blocking. As we have a message passing
programming model, we do not need any memory synchronization.
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To handle communication in such globally asynchronous system, each NPU
possesses a routing table with all the tasks running locally, as well as the position
of all predecessors and successors tasks. Thus, the position of every task the
operating system needs to communicate with is known. A master NPU (named
NPU11) keeps tracks of every tasks, successors and predecessors in the entire
chip. If a task requires opening a new communication channel, the Operating
System will modify its own routing table and the one of the master NPU. If the
position of the task to communicate with is not know, a query is sent to the
master NPU.

Non Continuous Communication. The first migration protocol is depicted
in Figure 8. We consider two tasks hosted on two different NPUs communicating
together: task 1 is the sender whereas task 2 is the receiver. Task 2 begins a
migration procedure. First, the NPU hosting task 2 will remove its entry in the
routing table of its predecessor node, as well as in the master node (step 1). As
these nodes do not possess task2 position anymore in their routing table, the
communication between task 1 and task 2 will stop. Task 2 can now migrate to
its destination NPU (step 2).
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T2 N33

(1)

T2

(2)

(3)

(4)

T2 N33
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(4) Data channel is reopened

(1)

(3)

Fig. 8. First migration protocol

It is important to notice that during the transfer of the task, the commu-
nication channels are closed downstream and upstream, which translates into
buffering.

Finally, when the code has arrived in the destination NPU, the task is sched-
uled and the master routing table as well as the predecessor routing table are
updated (step 3). Hence, communication can be resumed (step 4).

Figure 9 shows the datagram of the protocol. No packets are emitted during
the migration.

Continuous Communication with Rerouting. The second protocol used for
task migration was designed with the idea of keeping communication channel
open. The purpose is avoiding interrupting data transfer so as to achieve the
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Sender Task Node
Receiver Task Node

before migration
Receiver Task Node

after migration Master Node

Migration starts

Run until no more
packets arrive

Fig. 9. First migration protocol datagram

highest possible level of performance. To fulfill such requirements, two features
were developed: storage and forwarding of the incoming packets.

Figure 10 shows the second migration protocol. The initial situation is same
as before: 2 tasks are communicating, task 1 sending to task 2 (step 0). When
the NPU decides to trigger a migration, it does not have to notify the task
predecessors anymore: the operating system will reroute the software fifos linked
to this task into another fifo dedicated for migration (step 1). The packets are
stored during the transfer of task 2 code to the destination node (step 2). When
the task is rescheduled, it informs the node where it came from to initiate the
redirection (step 3). At the same time, it updates the routing table of the master
node and its predecessors. The Operating system of the new node containing task
2 has to now take care of two FIFOs: one coming from the redirection, which
will be serviced first, and the other from the sender with its updated routing
table, which has to be serviced after the whole redirected packets (step 4).

To avoid reordering, rerouted packets have to be serviced before those coming
from the new communication channel. A end of transmission packet is sent in
the end of the redirected stream to inform the new receiver NPU that it can
process the packets coming directly from the senders.

Figure 11 shows the datagram of the migration procedure with redirection.
Some hypothesis can be made comparing the datagram of the two protocols.
First, the complexity of the second protocol is higher in term of computation,
because of the storage and redirection functions, but also in term of message
passing, with many more service messages. Concerning communication load, the
fact of keeping the communication channel and sending a burst of redirected
packets suggests a heavier bandwidth occupation. However, as closing and re-
opening latency are avoided, higher computation rate of the whole structure and
better computation performance are expected.
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3.2 Experimental Results

Benchmark Procedure. The purpose of this section is to evaluate the over-
head of dynamic task migration with the two protocols. In order to fairly assess
the performance overhead induced by the proposed task migration strategies,
experiments are conducted in best effort mode, therefore all implementations
aim at maximizing performance rather than ensuring quality of service. This al-
lows stressing the architecture as much as possible, hence migration cost become
prominent rather than compensated by transient increase in cpu usage.

The experiments have been made on a case study yet realistic: the mjpeg
decoding application. To simplify the experiment, only the three main tasks of
mjpeg decoding have been implemented: IVLC, IDCT and IQUANT. A quick
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profiling shows the average percentage of CPU time of each task in a sequential
execution: IVLC take around 85% of the CPU time, IDCT 8% and IQUANT 5%.
Figure 12 shows the task graph of the MJPEG application with the percentage
of CPU time for each.

Fig. 12. MJPEG Task graph with percentage of computation time

Figure 13 shows the two different mappings that were used for our migration
experiment: starting from configuration 1, the task 2 will migrate to NPU 2,
which corresponds to the configuration 2. As the purpose here is to validate our
algorithm and to evaluate the efficiency of each one, no considerations about
mapping efficiency are treated. The only assumption done here is that configu-
ration 2 is better suited for high performance, because the heaviest task (IVLC)
is computed in a single NPU. This assumption will be confirmed by the per-
formance benchmarks on static mapping in configuration 1 and 2, in the next
paragraphs. More considerations about mapping issues are available in the arti-
cles referenced in Section 2.2 of this chapter.
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Fig. 13. Task configurations used in the benchmarks
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Fig. 14. Throughput of MJPEG for each case

Evaluation of CommunicationCapabilities. The evaluations in term of per-
formance were made each time for 4 configurations: considering a static mapping
with the configuration 1, considering a static mapping with configuration 2, trig-
gering a migration of task 2 to go from configuration 1 to configuration 2 using
the first protocol, and finally the same scenario with the second protocol. The mi-
gration order is triggered 6.5 ms after the beginning of the computation, to ensure
the system is in a steady state (every task is running and computing packets).

Figure 14 shows the throughputs of the MJPEG for the 4 cases presented.
The static mappings have, as expected, almost regular throughputs: the first
configuration providing a 1 MB/s throughput while the second providing a 1.5
MB/s throughput. This result confirms the assumption made in the previous
section about the higher compute capability of the second mapping.

Few observations can be done comparing the two migration protocols. First,
even if the migration order is triggered at the same time, the migration process
occurs at a different time. This can be explained by the fact that the two migra-
tion protocols use two different procedures before migrating the task: the first
one closes the connection before the migration while the second relies on the
forwarding techniques explained previously.

The second point stressed by Figure 8 is the migration time. The migration
time here refers to the time between two steady states where the throughput is
stable. In that case, the second protocol, with reordering, migrates much more
rapidly than the first one: only 0.8 ms are necessary to reach the new throughput
while 3.45 ms are necessary for the first one. We can see here the benefit of the
second proposed technique, compared to the first one: the latency induced by
closing and reopening the communication is here almost negated.
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Fig. 15. MJPEG timing jitter for each case

However, in term of minimum bandwidth, the first protocol sees its bandwidth
only dropping down to 0.45 MB/s whereas the second one goes down to 0.07
MB/s. This can be explained by the higher complexity of the second protocol:
storage and forwarding processes prove computationally intensive and therefore
reduce application performance during the transient phase.

This last consideration can be expected to be the main parameter when a
strategy of migration has to be chosen. In streaming application like MJPEG
for example, a minimum throughput is required, which can be prohibitive for
the second protocol. However, in application which does not require real-time
constraint, like compression or non streaming communication, the efficiency of
the second protocol is higher.

Figure 15 shows the timing jitter for the 4 cases. The Y axis has been made
logarithmic to clarify the results. We can observe that the timing jitter is, as
expected, better in the second mapping than in the first one, and that the
dynamic mapping scenarios vary as expected from the jitter value point of view.
Moreover, this figure confirms the observations made previously: the timing jitter
of the second dynamic mapping scenario shows a high and sharp peak during
migration.

However, if we average the jitter during the migration time, the first algorithm
gives a process time of 0.83 ms while the second gives 1.01 ms, i.e. less than 22%
larger. The same average evaluation of the bandwidth during migration gives a
throughput of 0.93 MB/s for the first algorithm and 1.31 MB/s for the second.

3.3 Task Migration - Closing Remarks

In this section we have proposed two task migration mechanisms for distributed
memory MPSoCs: the first one closing the communications during the process,
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the second one using buffering and redirection to avoid closing communications.
Performance analysis has been made to compare both algorithms. Results have
been validated thanks to a 2*2 homogeneous MPSoC architecture based on a
distributed memory structure and a NoC.

Those benchmarks show that the overhead of the migration mechanisms is low
and amortized by the performance gain of a better load distribution. The key
parameter concerning the choice of the migration algorithm lies in the application
specifications: in the case of real-time application, the first algorithm may prove
to be more suitable because of the lower observed jitter in packet arrival. For best
effort-application, the second algorithm will achieve a better global performance.

4 Memory Organization in MPSoC

4.1 Two Memory Management Philosophies, Implying Two
Computation Models

In the literature, memory management in MPSoCs can be divided into two
categories: shared memory models and distributed memory models.

Historically, shared memory models, with a vision of a single unified mem-
ory that can be accessed by any component are the most used. This popularity
came from the original single core, single memory Von Neumann machine. To
cope with multi-cores new architectures, caches strategies, including data co-
herency protocols have been implemented so that the compatibility with the old
architectures still remains. Simultaneous Multi Threading (SMT), derived from
this philosophy, is still the more commonly used model of computation in stan-
dard home computer CPUs. However, the heavy cost due to memory coherency
controllers leads to a reconsideration of the memory model in embedded systems
from shared memory to distributed memory.

The distributed memory model considers each core having its own indepen-
dant memory. Communication and synchronization between the cores are made
through messages. This model is derived from HPC, where a number of stan-
dards and API have been created, such as the Message Passing Interface (MPI)
[51]. This model does not need any hardware memory coherency controllers (as
each core is data independent), but leave the synchronizations to the software,
making parallel computation harder. Nowadays, designing a complete message
passing multi-tasking Operating System still remains a challenge [52].

Although the link between a memory model and a hardware architecture
is obvious, it is interesting to note that a memory model does not rely on a
particular hardware, and that some architectures possessing different memory
modules distributed across the chip finally used a shared memory model. Those
architectures are called Distributed Shared Memory models (DSM) as they have
a physically distributed memory, but logically shared [53].

Such architectures imply a Non Uniform Memory Access (NUMA). To achieve
correct performances, caches are provided that store remote memory data into a
local faster memory. To maintain memory consistency inside those platforms, a
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cache coherency protocol is provided. Hence, those architectures are also called
Cache-Coherent NUMA (cc-NUMA) architectures.

4.2 A Hybrid Memory Model

General Description. The hybrid memory model described in this section has
the aim of taking advantage of the two historical models. It consists in consid-
ering a distributed memory model, but with the addition of a Remote Memory
Access (RMA). Hence, every core can access every memory inside the chip. How-
ever, no hardware cache coherency system has been implemented. The shared
memory in this model is considered as critical small portion of memory, used
only for general decision. No hardware cache coherency has been implemented
to avoid the heavy cost of hardware data synchronization.

To preserve coherency of the shared memory, software cache coherency has
to be implemented. The main advantage of software cache coherency is the fact
that the programmer has a global view of the system, and so can optimize the
protocol of synchronization depending on the nodes possessing the data [54]:
knowing the owner of the data and the order of read/write operations on it
allows more precise flush/invalidate actions in the caches. However, software
cache coherency implies a higher performance penalty for the computation of
the synchronization protocols. For that reason, the use of shared memory has to
be made with caution.

Initial Hardware Platform. The initial platform used to develop this hybrid
memory model was the same as described in section 3.1. To increase the compute
capability of each NPU, the MIPS-I CPU was replaced by an Harvard based
architecture using the Microblaze instruction set: the SecretBlaze [55].

The Remote Memory Access. To provide the access of memory located in a
distant node, a RMA module has been implemented in the Network layer, which
creates a Request/Acknowledge protocol to read data through the NoC. This
RMA module is composed by two blocks: a Send-RMA module and a Reply-
RMA module. The connections between these modules and the NoC were made
with two more asynchronous fifos, as shown in figure 16.

The Send-RMA is responsible of servicing memory requests from the CPU.
For a Write request, it first packetizes a flag corresponding to the write request,
and then the addresses and data to write. For a Read request, it sends the flag
corresponding to the read request, and then only the addresses to read. It then
waits for the response and sends the data back to the CPU. The FSM describing
the Send-RMA behavior is depicted figure 17-a.

The Reply-RMA receives the request coming from the other cores, and ser-
vices them. For a Write request, data are written into the memory, and for a
Read request data are read from the memory, then packetized and sent back
to the source NPU. The FSM describing the Reply-RMA behavior is depicted
figure 17-b.
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Therefore, a master bus connection is needed for the Reply-RMA module to
access memory, while a slave bus connection is sufficient for the Send-RMA
module.

Memory Mapping. The distributed memory model which our system is de-
rived has private memory for each node. Therefore, every node may have the
same address mapping. However, the addition of the RMA module, allowing ac-
cess to every memory modules in the architecture, requires an addressing scheme
enabling remote NPU memory access. For legacy reason with our previous ar-
chitecture, the 4 highest bits are kept for the selection of the bus connection.
Bits 20 to 27 are used to select the coordinates of the memory node, in case of
a remote access. The last 20 bits are used for memory address. This mapping
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provides a small static virtualization of the memory - as the local memory is
located at the same address space for every node. This allows simpler memory
management, as local access can be detected using the same strategy for each
node.

Thanks to this memory mapping, we can address up to 256 NPUs, with 1 MB
of RAM each.

0232731 19

M E M O R Y A D D R E S S

RAM Address :
Max addressed size = 1 MB

NPU XNPU YBus ID:
•RAM
• Cache
• Uart…

Fig. 18. Memory mapping

Performance. Since the transmission of the data through the NoC is time
consuming, the local bus of each NPU has to be controlled carefully, to avoid
unecessary stalling. Hence, the Reply-RMA possesses a buffer to store the ad-
dresses and data coming from the NoC before servicing them. As the requests
are cache requests, the buffer has the size of a cache line. Thanks to that mech-
anism, the Reply-RMA module has an access time to the bus similar to the one
of the local cache.

Figure 19 shows the number of clock cycles for each type of memory request.
The number of 32-bits words of a cache line has been set to 8. So a memory
operation handles 8 words of 32 bits, i.e. 256 bits. Measures have been made for
different memory requests: from the local NPU, from a 1-hop distant NPU, and
from a 2-hop distant NPU (i.e. the data have to go through 2 routers plus the
local one).

An important factor in the memory access performance is the maximum NoC
throughput. The Hermes router (introduced in Section 3.1)uses an asynchronous
channel to send the data, with a tunable number of bit send for each transaction.
As a transaction takes two clock cycles, the maximum throughput is directly
linked to the number of bits send per transaction (the channel width). The
throughput can be calculated using equation 2.

Throughput =
Channel width

2
∗ Frequency (2)

The frequency of our design has been set to 50 MHz. The experiments have been
made with a channel width of 4, 8, 16, and 32 bits, which leads to a maximum
throughput of 100 MBps, 200 MBps, 400 MBPs, and 800 MBPs respectively.
The maximum throughput of the wishbone bus is 1600 MBps.
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The figure shows that channel width is an important factor regarding the
time to access the memory. Doubling the number of bits in the channel leads
to a decreasing time to access of 53%, 55% and 59% respectively. Bus read and
write transactions for a cache line takes 10 clock cycles. With a 200 clock cycles
access time approxymately, the 32-bit wide channel router gives competitive
results for a classical L1 cache remote fetch: if we assume a remote miss rate
of 1% of the total miss rate, the performance of the cache will only decrease to
84% compared to local miss only. In comparison, standard DDR memory access
latency is around 5000 clock cycles.

Another point stressed by this figure is the importance of the location of the
data. Fetching a data from a 2 node distant NPU leads to a inscrease of 13% to
16% in access time compared to fetching from a 1 node distant NPU. We can
notice that the wider the channel, the bigger the access time. This is due to the
fact that the data are more buffered for small channels, which leads to a bigger
latency during the access process. For these channels, this buffering, which is
only slightly affected by the number of nodes crossed, takes a bigger part of the
access time. Wide channels, however, are less affected by the buffering, and so
comparatively more affected by the data location.

4.3 Memory Organization - Closing Remarks

In this section we have seen the different constraints and so the possible op-
timizations given by a hybrid distributed/shared memory structure. This new
degree of freedom offers new load balancing strategies, since we can distribute
the data independently to the execution.
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5 Conclusion

This paper has presented an overview of adaptation issues in distributed memory
MPSoCs. A new frequency scaling strategy for streaming applications has been
developed, using feedback controllers. Next, two task migration protocols have
been presented and compared. Finally, a hybrid memory approach has been
described, allowing remote memory access inside a distributed archiecture.

The complementarity of those tools allows a global adaptation strategy whith
increasing performance thanks to the combination of each. Indeed, frequency
scaling can be used to ensure the reach of system requierements, while the
two task migration protocols will balance the load through the platform. The
throughput variations leaded by the migration processes will be lowered thanks
to the frequency scaling.

Concerning the new memory organization, future work will include the devel-
opment of a load balancing strategy based on the execution of data from another
NPU without transfering the code, thanks to the remote memory access. The
long term goal will be to conduct experiments with dynamic selection of the
best suited load balancing techniques - from remote execution and the two task
migration techniques - with respect to either application specifications or local
parameters such as FIFO occupation or CPU workload.
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Abstract. Multi-threshold CMOS (MTCMOS) is the most widely used circuit 
technique for suppressing subthreshold leakage currents in idle circuits. When a 
conventional MTCMOS circuit transitions from SLEEP mode to ACTIVE 
mode, voltages of power and ground distribution networks are disturbed. Mode 
transition noise phenomenon in MTCMOS circuits is examined in this chapter. 
An MTCMOS circuit technique with three operating modes (tri-mode) is 
described for noise suppression during activation events. A threshold voltage 
tuning methodology is presented to further alleviate the mode transition noise 
with smaller sleep transistors in MTCMOS circuits. Alternative applications of 
tri-mode MTCMOS for data preservation and leakage power reduction in idle 
memory elements are also discussed.  

Keywords: Mode transition noise, tri-mode MTCMOS, data preserving SLEEP 
mode, forward body bias, sleep transistor miniaturization, subthreshold leakage 
currents, leakage power consumption, activation noise, activation delay, 
electrical quality. 

1 Introduction 

Leakage power consumption is an important concern in modern nanoscale integrated 
circuits [1] – [48]. Subthreshold leakage currents of integrated circuits increase 
exponentially with the reduced threshold voltages of transistors in advanced CMOS 
technologies. High performance integrated circuits (such as microprocessors) rarely 
operate with full workload [2]. Most of the circuit blocks on a microprocessor are 
typically idle for long periods during normal operation [1]. Leakage currents 
produced by these idle circuit blocks contribute significantly to the total power 
consumption of a chip. Furthermore, mobile devices such as smart phones and tablet 
computers experience long idle periods where significant energy is consumed due to 
leakage currents. Leakage currents drain the battery in portable devices. Suppressing 
subthreshold leakage currents in large scale integrated circuits is essential both for 
facilitating the proliferation of portable electronics and for green computing. 
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MTCMOS is the most commonly used leakage power suppression technique in 
state-of-the-art integrated circuits [1] – [36]. In an MTCMOS circuit, high threshold 
voltage (high-|Vth|) sleep transistors (header and/or footer) are used to cut off the 
power supply and/or the ground connections to an idle low threshold voltage (low-
|Vth|) circuit block as illustrated in Fig. 1. In a power-gated MTCMOS circuit, a high-
|Vth| header is attached between the chip power distribution network (directly 
connected to the power supply) and a virtual power line (connected to the low 
threshold voltage circuit block) as shown in Fig. 1(a). Alternatively, in a ground-gated 
MTCMOS circuit, a high-|Vth| footer is inserted between the chip ground distribution 
network and a virtual ground line (connected to the low threshold voltage circuit 
block) as shown in Fig. 1(b). In a power and ground gated MTCMOS circuit, both a 
high-|Vth| header and a high-|Vth| footer are utilized to block access to the chip power 
and ground distribution networks, as illustrated in Fig. 1(c). In SLEEP mode, the 
header and footer are cut off to lower the subthreshold leakage currents in an idle 
circuit block. Alternatively, in ACTIVE mode, the header and footer are activated to 
resume normal circuit operation with high performance.  

   
  (a)       (b) 

 
(c) 

Fig. 1. Standard MTCMOS circuits in SLEEP mode. (a) Power-gated MTCMOS circuit. (b) 
Ground-gated MTCMOS circuit. (c) Power and ground gated MTCMOS circuit. High-|Vth| 
sleep transistors are represented with a thick line in the channel region. 

Multiple autonomous power and ground gated circuit domains are typically utilized 
for effective control of leakage power consumption in MTCMOS circuits [2],  
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[23] – [27]. When low-|Vth| logic blocks transition from SLEEP mode to ACTIVE 
mode, significant voltage fluctuations occur on the real power and ground distribution 
networks in an MTCMOS circuit, as illustrated in Fig. 2. The real power and ground 
wires are shared by all the circuit blocks on a chip. The mode transition noise produced 
by an awakening MTCMOS circuit block is transferred through the shared power and 
ground distribution networks to the other active circuit blocks across an integrated 
circuit. An awakening circuit block thereby acts as an aggressor in a multi-domain 
MTCMOS circuit. The active circuit blocks become victims of the noise produced by 
an awakening aggressor. The voltage levels of the internal nodes of active logic 
circuits are disturbed. Provided that the amplitude of mode transition noise is 
significantly high, the logic states of the internal nodes can be flipped. The active 
segments of an integrated circuit may malfunction due to an awakening circuit block. 
Furthermore, the voltage fluctuations on internal nodes cause short circuit currents in 
the active logic gates. The propagation delay and the dynamic switching power 
consumption of active logic blocks can be thereby increased [6], [28]. The noise 
margins of logic gates can also be temporarily reduced by the mode transition noise. 
The reliabilities of the active logic blocks are thereby degraded in the vicinity of an 
awakening MTCMOS circuit. With smaller device dimensions, lower power supply 
voltage, and exacerbated process variations, noise immunity of CMOS circuits is 
significantly weakened in each new CMOS technology generation. Mode transition 
noise is expected to become an increasingly important reliability issue in future deeply 
scaled multi-domain MTCMOS circuits with narrower noise margins [2], [23] – [26], 
[49]. 

 

Fig. 2. Power and ground bouncing noise generated by an awakening autonomous power and 
ground gated circuit block in a multi-domain MTCMOS circuit [6]. High-|Vth| sleep transistors are 
represented with a thick line in the channel region. SLEEP1: 0 → VDD. SLEEP2 = SLEEP3 = VDD.  

Low-leakage MTCMOS circuits with three operational modes (tri-mode) are 
described in this chapter for activation noise reduction and data preservation. As a 
case study, threshold voltage tuning techniques are examined to suppress mode 
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transition noise with smaller sleep transistors and shorter activation delay in ground-
gated tri-mode MTCMOS integrated circuits. The principal mechanisms of noise and 
sleep transistor size reduction with the threshold voltage tuning techniques are 
discussed.  

This chapter is organized as follows. The generation of mode transition noise in 
MTCMOS circuits is described in Section 2. Noise-aware tri-mode MTCMOS circuit 
technique is reviewed in Section 3. Threshold voltage tuning in tri-mode MTCMOS 
circuits is discussed. Application of tri-mode MTCMOS for data preservation and 
leakage reduction in memory elements is presented in Section 4. A case study on 32-
bit tri-mode MTCMOS Brent-Kung adder design is provided in Section 5. Tradeoffs 
among mode transition noise, activation delay, leakage power consumption, active 
power consumption, and layout area in MTCMOS circuits are discussed. A summary 
of this chapter is given in Section 6. 

2 Mode Transition Noise 

Mode transition noise (power and ground bouncing noise) is caused by the resistive 
and inductive parasitics of on-chip power distribution network, off-chip bonding 
wires, and pins of package. The package parasitic impedances typically play the most 
important role in the generation of mode transition noise [6] – [13], [49]. A 
conventional MTCMOS circuit with package parasitics is illustrated in Fig. 3 [6]. R, 
L, and C are the parasitic resistor, parasitic inductor, and parasitic capacitor of the 
package, respectively. Parasitic capacitors of the header, the low-|Vth| transistors, and 
the virtual power line are lumped in C1. C2 represents the parasitic capacitors of the 
footer, the low-|Vth| transistors, and the virtual ground line. C3 and C4 are the lumped 
capacitors of the low-|Vth| transistors attached to the internal nodes “A” and “B”, 
respectively. 

When the MTCMOS circuit block is in ACTIVE mode, both the header and the 
footer are turned on. The virtual power and ground lines are maintained at ~VDD and 
~0V, respectively. The effective supply voltage experienced by the low-|Vth| circuitry 
is approximately equal to the power supply voltage VDD. The MTCMOS circuit 
thereby operates with high performance in ACTIVE mode.  

An idle MTCMOS circuit block is placed into a low-leakage SLEEP mode by 
turning off the header and the footer. During the transition from ACTIVE mode to 
SLEEP mode (deactivation process), C1 is discharged slowly from an initial voltage 
of ~VDD to an intermediate voltage level between VDD and 0V by the leakage currents 
through the low-|Vth| logic gates and the high-|Vth| footer, as illustrated in Fig. 4. 
Similarly, C2 is charged slowly from ~0V to an intermediate voltage level between 
VDD and 0V by the leakage currents through the low-|Vth| logic gates and the high-|Vth| 
header. Following the transitions of virtual power and ground line voltages, the 
internal nodes of the low-|Vth| circuit block also transition to intermediate steady-state 
voltage levels between VDD and 0V by the leakage currents through the sleep 
transistors. The deactivation noise produced during ACTIVE to SLEEP mode 
transitions is typically insignificant [24], [35]. 

 



262 H. Jiao and V. Kursun 

 

Fig. 3. A conventional MTCMOS circuit [6]. The parasitic impedances of internal nodes and 
package are illustrated in the figure. High-|Vth| sleep transistors are represented with a thick line 
in the channel region.  

 

Fig. 4. Illustration of voltage transitions on virtual power line, virtual ground line, and internal 
nodes of a low-|Vth| logic gate during mode transitions in a standard power and ground gated 
MTCMOS circuit.  

When an activation command is issued by the on chip power management unit at 
the end of an idle period, the header and the footer are simultaneously turned on [36]. 
During the transition from SLEEP mode to ACTIVE mode (activation process), large 
instantaneous currents are produced as C1 is being charged and C2 is being discharged 
through the sleep transistors. Following the voltage transitions of the virtual power 
and ground lines, the voltages of the internal nodes of the low-|Vth| logic circuitry also 
transition towards either ~VDD or ~0V depending on the primary inputs applied to the 
power and ground gated circuit block, as illustrated in Fig. 4. The pull-up and pull-
down network transistors of many low-|Vth| logic gates, such as P1 and N1 in Fig. 3, 
are simultaneously activated due to the degraded voltage levels of internal nodes 
(such as node “A”: 0V < VNode_A < VDD). Significant short circuit currents are thereby 
produced by the logic circuitry during the activation process [6]. These transient  
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charging, discharging, and short circuit currents flow through the package parasitic 
impedances. The voltages of power and ground distribution networks are thereby 
disturbed.  

The intensity of voltage disturbance is related to the rate of change of 
instantaneous current (dI/dt) conducted by sleep transistors during an activation event. 
The rate of change of instantaneous current is primarily determined by the power 
supply voltage, the size of sleep transistors, the amount of charge that is transferred 
through sleep transistors, and the voltage swing of virtual lines during activation 
events [6]. The peak amplitude of mode transition noise is increased with a higher 
supply voltage and a higher voltage swing on the virtual lines. Larger sleep transistors 
are desirable to achieve higher speed by lowering the resistive voltage drop across 
sleep transistors in an active MTCMOS circuit. Larger sleep transistors, however, also 
cause stronger current surges during mode transitions, thereby increasing the 
bouncing noise induced on the power and ground distribution networks. The steady-
state SLEEP-mode voltages of the internal nodes and the delay of SLEEP-to-ACTIVE 
mode transition determine the intensity and duration of short circuit currents that are 
produced by the low-|Vth| transistors during a wake-up event. Higher and longer short 
circuit currents cause stronger current surges through sleep transistors, thereby 
exacerbating the noise produced during SLEEP to ACTIVE mode transitions. 

3 Tri-mode MTCMOS Circuits 

Various circuit techniques are described in literature to suppress power and ground 
bouncing noise produced by MTCMOS circuits during activation events [4] – [20]. A 
specialized low-noise MTCMOS circuit technique with three operational modes (tri-
mode) is described in this section. A threshold voltage tuning methodology is also 
introduced to further reduce the activation noise with smaller sleep transistors and 
shorter delay in a tri-mode MTCMOS circuit. The power and ground gated tri-mode 
MTCMOS circuit techniques are introduced in Section 3.1. The threshold voltage 
tuning technique based on forward body bias is presented in Section 3.2. 

3.1 Power and Ground Gated Tri-mode MTCMOS 

The ground-gated tri-mode MTCMOS circuit technique [4] is illustrated in Fig. 5. A 
zero-body-biased high-|Vth| PMOS sleep transistor (parker) is connected in parallel 
with a high-Vth NMOS sleep transistor (footer). A tri-mode MTCMOS circuit 
operates in three modes: SLEEP, PARK, and ACTIVE. 

When a tri-mode MTCMOS circuit is idle, the sleep transistors (footer and parker) 
are cut off to place the circuit into low-leakage SLEEP mode as shown in Fig. 6(a). 
The virtual ground line is raised to approximately the power supply voltage VDD 
during SLEEP mode. The effective supply voltage that is experienced by the 
MTCMOS circuit is completely crushed to approximately 0V. The subthreshold 
leakage currents that are produced by the low-|Vth| circuit block are thereby 
suppressed in SLEEP mode. 

When an activation command is issued by the on chip power management unit at 
the end of an idle period, the parker is turned on while the footer is maintained cut-off 
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as illustrated in Fig. 6(b). Prior to the activation of the circuit, the circuit transitions to 
the intermediate PARK mode. The virtual ground line is discharged to the threshold 
voltage of parker (|Vtp|) as shown in Fig. 6(b). The first wave of activation noise is 
produced during the transition from SLEEP mode to PARK mode. 

Subsequently, the circuit transitions from PARK mode to ACTIVE mode in order 
to complete the activation process. Footer is turned on to discharge the virtual ground 
line to ~0V as shown in Fig. 6(c). The second wave of activation noise is produced 
during this transition from PARK mode to ACTIVE mode. The effective supply 
voltage of low-|Vth| circuit block is approximately equal to the power supply voltage 
VDD in the ACTIVE mode. The tri-mode MTCMOS circuit thereby resumes normal 
high performance ACTIVE mode of operation. 

The activation noise is reduced by lowering the voltage swing on the virtual 
ground line and restricting the current surge through the sleep transistors with a two-
step transition from SLEEP mode to ACTIVE mode through PARK mode in a tri-
mode MTCMOS circuit [4], [6]. The activation noise can be minimized by adjusting 
(optimizing) the size of parker in a tri-mode MTCMOS circuit [6], [7], [12].  

 

Fig. 5. The standard ground-gated tri-mode MTCMOS circuit with a zero-body-biased  
high-|Vth| parker [4]. High-|Vth| sleep transistors are represented with a thick line in the channel 
region.  

An alternative power-gated MTCMOS circuit with three modes of operation is 
illustrated in Fig. 7. A high-Vth NMOS sleep transistor (parker) is connected in 
parallel with a high-|Vth| PMOS sleep transistor (header) to implement a power gating 
structure with three distinct modes of operation.  

In SLEEP mode, both header and parker are cut off to suppress the subthreshold 
leakage currents in a power-gated tri-mode MTCMOS circuit. The virtual power line 
is discharged to ~0V by the leakage currents produced by the low-|Vth| circuit block as 
illustrated in Fig. 7(a). At the end of the idle mode, the power-gated tri-mode 
MTCMOS circuit is activated in two steps. Before the power-gated tri-mode 
MTCMOS circuit is awaken, the circuit initially transitions from SLEEP mode to the 
intermediate PARK mode. The parker is activated while the header is maintained cut-
off, as shown in Fig. 7(b). The virtual power line is charged from ~0V to (VDD – Vtn), 
where Vtn is the threshold voltage of the NMOS parker. The first wave of activation 
noise is produced during the transition from SLEEP mode to PARK mode. With the  
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subsequent second step of activation, the circuit transitions from PARK mode to 
ACTIVE mode. Header is turned on to charge the virtual power line to approximately 
the power supply voltage VDD as shown in Fig. 7(c). The tri-mode circuit is thereby 
fully activated and operates with high performance. The second wave of activation 
noise is produced during the transition from PARK mode to ACTIVE mode. The 
voltage swing on virtual power line and the current surge through sleep transistors are 
reduced during both SLEEP mode to PARK mode and PARK mode to ACTIVE 
mode wake-up steps. The activation noise is thereby suppressed in a power-gated tri-
mode MTCMOS circuit. 

 
(a) 

 

(b) 

 
(c) 

Fig. 6. Three modes of operation with a ground-gated tri-mode MTCMOS circuit [4]. (a) 
SLEEP mode. (b) PARK mode. (c) ACTIVE mode. PARK signal could be “0” or “1” in the 
ACTIVE mode. High-|Vth| sleep transistors are represented with a thick line in the channel 
region. Vtp: the threshold voltage of PMOS parker. 
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(a) 

 
(b) 

Low-|Vth| Logic Block

Parker

VDD

Real Ground

Virtual Power ≈ VDD

SLEEP = “0” PARK = “0” or “1”Header

 
(c) 

Fig. 7. Three modes of operation with a power-gated tri-mode MTCMOS circuit. (a) SLEEP 
mode. (b) PARK mode. (c) ACTIVE mode. PARK signal could be “0” or “1” in the ACTIVE 
mode. High-|Vth| sleep transistors are represented with a thick line in the channel region. Vtn: 
the threshold voltage of NMOS parker. 

3.2 Tri-mode MTCMOS with Threshold Voltage Tuning 

Tri-mode MTCMOS circuit technique is effective for suppressing mode transition 
noise as compared to the standard power and/or ground gated MTCMOS circuits as 
described in Section 3.1. The optimum parker size that minimizes the activation noise 
is however typically large, thereby causing significant area and mode transition 
energy overheads in a tri-mode MTCMOS circuit [7] – [9], [12]. Furthermore, due to  
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the intentionally delayed two-step wake-up mechanism, the activation speed is 
significantly degraded with the tri-mode MTCMOS technique as compared to the 
standard power and/or ground gated MTCMOS circuits [6] – [7]. A design strategy 
based on forward body bias is described in this section for further reduction of noise, 
shortening of activation delay, and miniaturization of sleep transistors in tri-mode 
MTCMOS circuits.  

Two forward-body-biased ground-gated tri-mode MTCMOS circuits are shown in 
Fig. 8. The parker in the body-biased tri-mode circuit can have either high-|Vth| or 
low-|Vth| as shown in Fig. 8 [7] – [9]. The body of the parker is connected to a body 
bias voltage generator. The threshold voltage of parker is dynamically adjusted during 
all three modes of operation (SLEEP, PARK, and ACTIVE). A standard n-well 
process, a twin-well process with a p-type substrate, or a triple-well fabrication 
process is required to be able to tune the body voltage of the PMOS parker. The 
threshold voltage of parker is lowered by applying forward body bias. The amplitude 
of the first wave of activation noise is therefore increased during the transition from 
SLEEP mode to PARK mode. Alternatively, a parker with a lower threshold voltage 
suppresses the second wave of activation noise produced during the subsequent 
PARK to ACTIVE mode transition. The peak activation noise is further inhibited by 
reducing the size of the forward body biased parker. SLEEP to ACTIVE mode 
transition speed is also enhanced with the forward body bias technique in a tri-mode 
MTCMOS circuit. 

 

Fig. 8. Ground-gated tri-mode MTCMOS circuits with forward-body-biased parkers [7] – [9]. 
(a) Tri-mode MTCMOS circuit with a forward-body-biased high-|Vth| parker. (b) Tri-mode 
MTCMOS circuit with a forward-body-biased low-|Vth| parker.  

The source terminal of parker is attached to the virtual ground line. The voltage of 
the virtual ground line varies with the mode of operation of an MTCMOS circuit, the 
size of parker, and the size of the low-|Vth| circuit block. The conventional forward 
body bias techniques that are presented in [39] – [42] therefore cannot be directly 
applied to the parker. A dynamic forward body bias generator that is suitable for tri-
mode MTCMOS circuits is introduced in [7] – [11]. The circuit is shown in Fig. 9. A 
low-|Vth| NMOS transistor (biaser) and a negative DC voltage source (Vbias) are 
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attached to a tri-mode MTCMOS circuit to produce a dynamically adjusted body 
voltage for the parker. The biaser is maintained cut-off by shorting the gate and the 
source terminals. The drain current of the biaser controls the body bias voltage of the 
parker. D1 and D2 are the source-to-body and drain-to-body p-n junctions, 
respectively, of the parker as shown in Fig. 9. 

During the SLEEP mode, the virtual ground line is charged to approximately the 
power supply voltage VDD. The body of the parker is maintained at a voltage level 
between VDD and 0V. D1 is forward biased. During the subsequent PARK mode, the 
virtual ground line is discharged to the threshold voltage of the parker |Vtp|. The body 
of the parker is maintained at a voltage level between |Vtp| and Vbias. D1 continues to 
be forward biased. Finally, during the ACTIVE mode, the virtual ground line is 
discharged to ~0V. The body of the parker is maintained at a voltage level between 
0V and Vbias. The parker thereby experiences forward body bias in all three modes of 
operation (SLEEP, PARK, and ACTIVE) with this dynamic forward body bias 
generator. The forward body bias voltage of the parker is adjusted by tuning the 
negative DC voltage source Vbias. 

 

Fig. 9. The dynamic forward body bias generator for the parker [7] – [11] 

The SLEEP mode leakage power consumption increases with a dynamic-forward-
body-biased parker since there is no header sleep transistor to restrict the subthreshold 
leakage currents in a ground-gated tri-mode MTCMOS circuit. The body diode 
currents of the parker and the biaser further increase the leakage power consumption 
of a tri-mode MTCMOS circuit. The leakage power consumption can be restricted to 
an acceptably low level by adjusting the external DC bias voltage Vbias. 

Provided that the threshold voltage tuning technique is applied to a power-gated 
tri-mode MTCMOS circuit, parker (in Fig. 7) needs to be forward-body-biased. A 
standard p-well process, a twin-well process with an n-type substrate, or a triple-well 
fabrication process is required to be able to tune the body voltage of the NMOS 
parker in a power-gated tri-mode MTCMOS circuit.  



 Tri-mode Operation for Noise Reduction and Data Preservation 269 

4 Low-Leakage Tri-mode MTCMOS Memory Elements 

Data preservation is typically a critical requirement of leakage reduction techniques 
applicable to memory elements. A low-leakage data retention SLEEP mode is 
desirable for energy-efficiency in modern nanoscale sequential circuits and static 
random access memory arrays. If the standard MTCMOS techniques (illustrated in 
Fig. 1) are directly applied to memory elements, the logic states of the circuits are lost 
in SLEEP mode. The retrieval of the previously stored data for post-sleep system state 
restoration costs significant energy and timing overheads when the power and/or 
ground gated memory circuits are activated [10], [11]. A low leakage SLEEP mode 
with data preservation capability is, therefore, critical for achieving truly energy 
efficient MTCMOS data storage elements such as flip-flops and static random access 
memory arrays [3], [10], [11], [29] – [35]. 

In addition to utilization for effective mode transition noise suppression, tri-mode 
MTCMOS technique can also be used to implement a low-leakage data preserving 
SLEEP mode in memory elements. Applications of the tri-mode MTCMOS technique 
to sequential circuits and static memory arrays are introduced in this section. Tri-
mode MTCMOS flip-flops are presented in Section 4.1. Tri-mode MTCMOS static 
random access memory arrays are discussed in Section 4.2. 

4.1 Sequential Tri-mode MTCMOS Circuits 

Sequential tri-mode MTCMOS circuits with data preserving leakage reduction 
capabilities are presented in this section. A ground-gated tri-mode MTCMOS flip-flop 
is illustrated in Fig. 10 [10], [11], [13]. All of the devices on the forward and feedback 
paths of a tri-mode MTCMOS flip-flop have low threshold voltages. A high-|Vth| 
PMOS sleep transistor (holder) is connected in parallel with a high-Vth NMOS sleep 
transistor (footer) to implement a low-leakage data preserving SLEEP mode as shown 
in Fig. 10. 

When a tri-mode MTCMOS flip-flop is idle, the (data) holder is activated while the 
footer is maintained cut-off as illustrated in Fig. 10. The circuit transitions from 
ACTIVE mode to data preserving SLEEP mode. The virtual ground line is raised to 
the threshold voltage of the holder (|Vtp|). The circuit is capable of lowering the 
leakage power consumption while retaining the data by maintaining a reduced yet 
significant voltage difference (VDD – |Vtp|) between the power supply and the virtual 
ground line, as illustrated in Fig. 10.  

During the ACTIVE mode, the footer is turned on while the holder is cut off as 
illustrated in Fig. 11. The footer is typically sized to achieve similar delay (sum of 
setup time and Clock-to-Q propagation delay) with the tri-mode MTCMOS flip-flop 
as compared to a standard single low-|Vth| flip-flop without any power or ground 
gating [11], [32]. The virtual ground line is discharged to ~0V by the appropriately 
sized (low channel resistance) footer sleep transistor. The effective supply voltage 
applied to the low-|Vth| circuit is approximately equal to the power supply voltage 
VDD. The circuit thereby resumes normal high speed operations in ACTIVE mode. 
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Fig. 10. Data preserving low-leakage SLEEP mode in a ground-gated tri-mode MTCMOS  
flip-flop. High-|Vth| transistors are represented with a thick line in the channel region.  

 

Fig. 11. Ground-gated tri-mode MTCMOS flip-flop in ACTIVE mode [10], [11], [13]. HOLD 
signal could be “0” or “1” in the ACTIVE mode. High-|Vth| transistors are represented with a 
thick line in the channel region.  

Unlike the low-leakage sequential circuits that are presented in [3] and [29] – [32], 
no additional data storage or restoration procedures are required during ACTIVE to 
SLEEP and SLEEP to ACTIVE mode transitions in a tri-mode MTCMOS flip-flop. 
The noise produced by tri-mode MTCMOS flip-flop is also suppressed due to the 
smaller centralized sleep transistors and the lower voltage swing on the virtual ground 
line as compared to other state-of-the-art sequential MTCMOS circuits during the 
data preserving SLEEP mode to ACTIVE mode transitions [10], [11], [13]. 

In addition to offering a low-leakage data preserving SLEEP mode, the tri-mode 
MTCMOS flip-flops also provide an optional minimum leakage deep SLEEP mode 
[11], [13]. When the data are not required to be maintained, the idle tri-mode 
MTCMOS flip-flops can transition to an alternative minimum leakage deep SLEEP 
mode (SLEEP = 0 and HOLD = VDD) where the data are lost. Leakage savings are 
maximized by turning off the footer and the holder in the deep SLEEP mode at the 
cost of losing the pre-sleep circuit state. 
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Tri-mode MTCMOS technique can also be applied to a power-gated flip-flop, as 
illustrated in Fig. 12. The tri-mode power gating structure is composed of a high-Vth 
NMOS data preserving sleep transistor (holder) and a high-|Vth| PMOS sleep 
transistor (header). In ACTIVE mode, the header is activated to maintain the virtual 
power line voltage at ~VDD. The power-gated tri-mode MTCMOS flip-flop thereby 
operates with high performance. When the flip-flop is idle, the holder is turned on. 
The header is cut off. The flip-flop transitions into the data preserving SLEEP mode 
as illustrated in Fig. 13. The effective supply voltage experienced by the low-|Vth| 
circuit block is compressed to (VDD − Vtn). The data is retained and the leakage power 
consumption is reduced by squeezing the supply voltage of the cross-coupled 
inverters. Alternatively, if data preservation is not essential, both sleep transistors 
could be simultaneously turned off to minimize the leakage power consumption in an 
optional deep SLEEP mode. 

 

Fig. 12. Power-gated tri-mode MTCMOS flip-flop in ACTIVE mode. HOLD signal could be 
“0” or “1” in the ACTIVE mode. High-|Vth| transistors are represented with a thick line in the 
channel region.  

 

Fig. 13. Data preserving low-leakage SLEEP mode in a power-gated tri-mode MTCMOS  
flip-flop. High-|Vth| transistors are represented with a thick line in the channel region.  
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4.2 Tri-mode MTCMOS Memory Arrays  

Amount of on-die memory cache increases in high performance integrated circuits 
such as microprocessors in each new CMOS technology generation [23]. Huge 
embedded memory banks are primary producers of leakage currents in modern 
microprocessors [2], [21] – [26], [33], [34], [43] – [47]. Leakage reduction without 
loss of data in idle static random access memory (SRAM) arrays is another important 
application of tri-mode MTCMOS circuit technique. In [21], ground-gated tri-mode 
SRAM arrays are presented to suppress leakage currents while maintaining data when 
memory banks are idle. A ground-gated tri-mode MTCMOS SRAM circuit is 
illustrated in Fig. 14. Similar to a tri-mode MTCMOS flip-flop, a high-|Vth| PMOS 
sleep transistor (holder) is utilized together with a high-Vth NMOS sleep transistor 
(footer) to implement a low-leakage data preserving SLEEP mode in a tri-mode 
MTCMOS memory array. 

•  
 • 

  •

 

Fig. 14. Column of a ground-gated tri-mode MTCMOS memory array with six-transistor 
SRAM cells [21], [33], [34]. High-|Vth| transistors are represented with a thick line in the 
channel region. WL: wordline. i and k: memory array row indices. 
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The ground-gated tri-mode MTCMOS memory array is operated as follows. In 
ACTIVE mode, the centralized high-Vth footer is turned on while the high-|Vth| 
PMOS holder is cut off. The virtual ground line is maintained at ~0V. Prior to a read 
operation, both bitlines are charged to VDD [43] – [47]. Wordline (WL) signal of the 
selected memory row transitions to VDD to initiate a read operation as illustrated in 
Fig. 15(a). Provided that “0” is stored on Node_A, bitline A is discharged through N3, 
N1, and footer. Meanwhile, bitline B is maintained at VDD. When a sufficient voltage 
difference is produced between the two bitlines, the data that is stored in the selected 
memory cell is sensed by an amplifier. Alternatively, prior to a write operation, one of 
the bitlines (for example, bitline A) is discharged to ~0V while the other bitline (for 
example, bitline B) is maintained at VDD depending on the incoming data [43] – [47]. 
WL transitions to VDD to start a write operation as illustrated in Fig. 15(b). The data in 
the memory cell is flipped with brute force. A “0” is forced into the selected SRAM 
cell through the discharged bitline [43] – [47].  

When the memory array is idle, the SRAM circuit transitions into the data 
preserving low-leakage SLEEP mode. Footer is cut off while the holder is turned on 
as shown in Fig. 15(c). The virtual ground line rises to the threshold voltage of the 
holder (|Vtp|). The effective supply voltage that is experienced by the cross-coupled 
inverters of the SRAM cells is compressed to (VDD – |Vtp|) as illustrated in Fig. 15(c). 
The data is thereby maintained while the leakage currents are reduced. 

In an additional (optional) deep SLEEP mode, the data in the memory arrays could 
be flushed in order to minimize the leakage power consumption when the system is 
idle. Footer and holder are simultaneously cut off in the deep SLEEP mode. The 
virtual ground line rises to ~VDD. The effective supply voltage experienced by each 
SRAM cell is completely crushed to approximately 0V. The leakage currents are 
thereby significantly reduced while the data in the memory cells are lost. 

Tri-mode MTCMOS technique is also applicable to a power-gated memory  
array, as illustrated in Fig. 16. Similar to a power-gated tri-mode MTCMOS flip-flop, 
a high-Vth NMOS sleep transistor (holder) is employed in parallel with a high-|Vth| 
PMOS sleep transistor (header) to implement a data preserving SLEEP mode in a 
power-gated tri-mode MTCMOS memory array. The header is cut off while the 
holder is activated in the data preserving SLEEP mode. The virtual power line is 
discharged to (VDD – Vtn). A lower supply voltage that is sufficient to preserve  
the data is provided to the idle memory cells. Due to the squeezed  
effective supply voltage (VDD – Vtn), leakage power consumption of memory circuit is 
reduced.  
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(a) 

 

(b) 

 

(c) 

Fig. 15. ACTIVE and data preserving SLEEP modes with a ground-gated tri-mode MTCMOS 
six-transistor SRAM cell. (a) ACTIVE mode: read operation. HOLD signal could be “0” or “1” 
in the ACTIVE mode. (b) ACTIVE mode: write operation with discharged bitline A. (c) Data 
preserving SLEEP mode. High-|Vth| transistors are represented with a thick line in the channel 
region. WL: wordline.  
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•  
 • 

  •

 

Fig. 16. Data preserving low-leakage SLEEP mode in a power-gated tri-mode MTCMOS 
memory array with six-transistor SRAM cells. High-|Vth| transistors are represented with a thick 
line in the channel region. WL: wordline. i and k: memory array row indices. 

5 Case Study: 32-bit Tri-mode MTCMOS Brent-Kung Adders 

As a case study, various design options of 32-bit tri-mode MTCMOS Brent-Kung 
adders are discussed in this section. The UMC 80nm multi-threshold voltage CMOS 
technology (high-Vth_NMOS = +370mV, low-Vth_NMOS = +155mV, high-Vth_PMOS =  
–310mV, low-Vth_PMOS = –105mV, and VDD = 1V) [50] is used for the 
characterization of MTCMOS circuits. Activation noise characteristics of tri-mode 
MTCMOS circuits are evaluated with post-layout simulation data. The parasitic 
impedance model of the 40-pin Dual In-line Package [5] – [13] is used to evaluate the 
mode transition noise phenomenon. The simulation temperature is 90˚C [48].  

The noise signals generated on the power and ground distribution networks have 
similar characteristics in MTCMOS circuits [5], [6], [16], [49]. The adders considered in 
this case study are ground-gated tri-mode MTCMOS circuits. The following discussion is 
primarily focused on the characterization of ground distribution network bouncing noise. 
The footer sleep transistors of different ground-gated MTCMOS adders are sized 5µm to 
achieve similar (within 5%) delays along the critical signal propagation paths as 
compared to the a 32-bit standard single low-|Vth| Brent-Kung adder. 
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This section is organized as follows. Parker sizing for achieving minimum noise in 
tri-mode MTCMOS circuits is discussed in Section 5.1. The use of threshold voltage 
tuning for further noise reduction and parker size miniaturization in tri-mode 
MTCMOS circuits is described in Section 5.2. Design tradeoffs among ground 
bouncing noise, activation delay, leakage power consumption, active power 
consumption, and layout area are presented in Section 5.3 with different 32-bit tri-
mode MTCMOS Brent-Kung adders. 

5.1 Parker Sizing for Achieving Minimum Noise in Tri-mode MTCMOS 
Circuits 

The activation noise produced by a tri-mode MTCMOS circuit can be minimized by 
adjusting (optimizing) the size of parker [6], [7], [12]. The peak ground bouncing 
noise produced by a 32-bit ground-gated tri-mode MTCMOS adder is shown in Fig. 
17 for various parker sizes. The noise produced by the adder is minimized with a 
parker size of 21μm as shown in Fig. 17.  

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
20

25

30

35

40

45

50

55

60

P
ea

k 
A

m
p

lit
u

d
e 

o
f 

G
ro

u
n

d
 B

o
u

n
ci

n
g

 N
o

is
e 

(m
V

)

Parker Width (μm)

 Standard Ground-Gated MTCMOS
 Zero-Body-Biased Tri-Mode MTCMOS [4]

 

Fig. 17. Peak amplitude of ground bouncing noise produced by a 32-bit ground-gated tri-mode 
MTCMOS adder with zero-body-biased high-|Vth| parker [12]. The peak ground bouncing noise 
produced by the standard ground-gated 32-bit adder is demarcated with a dashed gray line for 
comparison. Minimum parker width on the x-axis is 0.12µm.  

When the parker width (Wparker) is smaller than the optimum width (21μm) that 
minimizes the peak activation noise, a higher voltage swing on the virtual ground line 
and a stronger current surge are observed during the PARK to ACTIVE mode 
transition as compared to the SLEEP to PARK mode transition. The second noise 
waveform that is produced during PARK to ACTIVE mode transition is therefore the 
dominant source of voltage disturbance on the ground distribution network for Wparker 
< 21μm. Alternatively, when the parker is wider than the optimum, the voltage swing 
on the virtual ground line and the discharging current through the parker are increased 
during the SLEEP to PARK mode transitions. The first wave of noise that is produced 
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during SLEEP to PARK mode transition is therefore more significant as compared to 
the second noise waveform that is produced during PARK to ACTIVE mode 
transition. The ground bouncing noise produced by the tri-mode MTCMOS circuit is 
minimized by equalizing the peak amplitudes of the two noise waveforms with a 
parker size of approximately 21µm as shown in Figs. 17 and 18 [7] – [9], [12]. 
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Fig. 18. Noise waveforms on the real ground wires of a 32-bit ground-gated tri-mode 
MTCMOS adder with zero-body-biased high-|Vth| parker during a transition from SLEEP mode 
to ACTIVE mode through PARK mode [12]. Peak noise = 22.95mV. Parker size is optimized 
for equilibrium at zero body bias (ZBB). Optimum Wparker_ZBB = 21µm. Relaxation time  
= 107.83ns. The relaxation time is the duration of PARK mode which guarantees that the 
voltage on the virtual ground line is within 5mV of the steady-state PARK-mode voltage and 
that the amplitude of the first wave of ground bouncing noise on the real ground is within 1mV 
of the ideal ground reference voltage (0V) [7], [12]. 

5.2 Noise Suppression and Parker Size Minimization with Threshold Voltage 
Tuning  

Threshold voltage tuning for further reduction of activation noise in tri-mode 
MTCMOS circuits is described in Section 3.2. The effectiveness of parker threshold 
voltage tuning for noise suppression and transistor size reduction is evaluated with the 
32-bit Brent-Kung adder case study in this section.  

The parasitic capacitors in a ground-gated tri-mode MTCMOS circuit are 
illustrated in Fig. 19. The parasitic capacitance of the internal nodes of the low-|Vth| 
logic blocks are represented by C1 and C2. Parasitic capacitors of the footer, the 
parker, the low-|Vth| transistors, and the virtual ground wire are lumped in C3.  

As discussed in Section 5.1, the ground bouncing noise produced by a zero-body-
biased 32-bit tri-mode MTCMOS adder is minimized with a parker size of 21μm. 
When a forward body bias (FBB) voltage of 700mV is applied to a 21µm wide 
parker, the threshold voltage of parker is reduced. The voltage swing of the virtual  
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ground line and the current surge through the parker are increased due to the stronger 
parker during the SLEEP to PARK mode transition. Alternatively, the virtual ground 
line voltage swing and the current surge through the footer are attenuated during the 
subsequent PARK to ACTIVE mode transition as compared to the zero-body-biased 
tri-mode MTCMOS circuit. The first wave of ground bouncing noise is thereby 
increased while the second wave of ground bouncing noise is suppressed with the 
forward body bias technique as compared to the zero-body-biased tri-mode 
MTCMOS circuit. The balance between the amplitudes of the two waves of ground 
bouncing noise is disturbed by forward body bias as illustrated in Fig. 20. The peak 
ground bouncing noise is therefore increased with the forward body bias technique as 
compared with the zero-body-biased tri-mode MTCMOS circuit for this parker  
size of 21µm. 

 

Fig. 19. Parasitic capacitors in a tri-mode MTCMOS circuit [12]. High-|Vth| sleep transistors 
are represented with a thick line in the channel region. 

The ground bouncing noise produced by a forward-body-biased circuit can be 
mitigated by reducing the parker width as compared to a zero-body-biased tri-mode 
MTCMOS circuit. As shown in Figs. 21 and 22, when the parker width is scaled to 
7.8µm at a forward body bias voltage of 700mV, the peak amplitudes of the two noise 
waveforms are equalized. C3 (see Fig. 19) is reduced due to the miniaturization of the 
parker in the forward-body-biased circuit as compared to the zero-body-biased tri-
mode MTCMOS circuit. Furthermore, the steady-state SLEEP mode voltage on the 
virtual ground line is reduced with the forward-body-biased parker as compared to the 
zero-body-biased tri-mode MTCMOS adder. The voltage swing on the virtual ground 
line is smaller during the SLEEP to ACTIVE mode transitions. The charge dumped to 
the real ground is thereby suppressed together with the current surges through the 
sleep transistors and the overall ground bouncing noise in a forward-body-biased 
circuit. As shown in Figs. 21 and 22, when the new equilibrium between the two 
noise waveforms is reached at a significantly smaller parker width of 7.8µm (62.86% 
size reduction), the peak noise amplitude is also further suppressed down to 18.38mV 
(19.91% noise reduction). Forward body biasing and resizing (re-optimizing) the 
parker thereby lowers both the activation noise and the size of the noise-control 
transistor in a tri-mode MTCMOS circuit. 
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Fig. 20. Noise waveforms on the real ground wires of a tri-mode MTCMOS adder with 
forward-body-biased high-|Vth| parker during a transition from SLEEP mode to ACTIVE mode 
through PARK mode [12]. Equilibrium between the peak amplitudes of the first and second 
primary noise events is disturbed by forward body bias. Wparker_FBB = 21µm. Relaxation time 
(defined in Fig. 18 caption) = 166.11ns. FBB = 700mV. Peak noise = 36.07mV. 
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Fig. 21. Noise waveforms on the real ground wires of a tri-mode MTCMOS adder with 
forward-body-biased high-|Vth| parker during a transition from SLEEP mode to ACTIVE mode 
through PARK mode [12]. Forward-body-biased parker is resized (re-optimized) to reach a new 
equilibrium between the two noise waveforms. Re-optimized Wparker_FBB = 7.8µm. Relaxation 
time (defined in Fig. 18 caption) = 98.45ns. FBB = 700mV. Peak noise = 18.38mV. 
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Fig. 22. The effect of forward body bias (FBB) on the peak ground bouncing noise produced by 
a tri-mode MTCMOS adder [12]. Minimum parker width on the x-axis is 0.12µm. 

5.3 Characterization of Noise-Aware MTCMOS Techniques 

Various design metrics are characterized and evaluated with the following techniques 
in this section: the standard single low-|Vth| CMOS, standard ground-gated 
MTCMOS, ground-gated tri-mode MTCMOS with zero-body-biased high-|Vth| parker 
(ZBB tri-mode) as shown in Fig. 5, ground-gated tri-mode MTCMOS with forward-
body-biased high-|Vth| parker (FBB tri-mode H) as shown in Fig. 8(a), and ground-
gated tri-mode MTCMOS with forward-body-biased low-|Vth| parker (FBB tri-mode 
L) as shown in Fig. 8(b). The power and ground bouncing noise produced by 
activated MTCMOS circuits are evaluated in Section 5.3.1. The activation delays of 
MTCMOS circuits are presented in Section 5.3.2. The SLEEP mode leakage power 
consumptions of different circuits are compared in Section 5.3.3. The active power 
consumptions of the circuits are discussed in Section 5.3.4. The layout areas are 
compared in Section 5.3.5. The overall electrical quality of the tri-mode MTCMOS 
circuits are evaluated in Section 5.3.6. 

5.3.1   Power and Ground Bouncing Noise  
Power and ground bouncing noise produced by MTCMOS circuits during SLEEP to 
ACTIVE mode transitions are characterized in this section. The forward body bias 
generator that is shown in Fig. 9 is employed within the FBB tri-mode H and FBB  
tri-mode L circuits. Vbias and parker width are optimized to minimize the ground 
bouncing noise produced by different tri-mode MTCMOS circuits. 
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There is a unique optimum forward body bias voltage (FBBoptimum) that minimizes 
the peak ground bouncing noise produced by a tri-mode MTCMOS circuit [9]. 
FBBoptimum varies with the parker width. To be able to produce the optimum forward 
body bias voltages that minimize the peak ground bouncing noise with different 
parker sizes, an additional voltage reference (Vbias) is employed in the body bias 
generator as shown in Fig. 9 [7] – [9]. Vbias is swept from 0V to -700mV to minimize 
the peak ground bouncing noise of tri-mode MTCMOS circuits with different sizes of 
parkers. The optimum DC bias voltages Vbias that minimize the noise for different 
sizes of parkers in the FBB tri-mode H and FBB tri-mode L circuits are shown in Fig. 
23. The minimum applicable Vbias is -700mV [41], [42] to avoid strong forward 
currents through the body diodes of the biaser in this study. The forward body bias 
voltage experienced by the source-to-body p-n junction (D1 in Fig. 9) never exceeds 
700mV, thereby ensuring the reliability of the parker. The biaser (see Fig. 9) is sized 
minimum (0.12µm) to lower the area and leakage current overheads. The peak ground 
bouncing noise produced by different tri-mode MTCMOS circuits are shown  
in Fig. 24. 

Mode transition noise is significantly reduced by the tri-mode MTCMOS circuits 
as compared to the standard ground-gated adder as listed in Table 1. The ground 
bouncing noise is suppressed by up to 61.93%, 67.77%, and 72.50% with the ZBB tri-
mode, FBB tri-mode H, and FBB tri-mode L circuits, respectively, as compared to the 
standard ground-gated MTCMOS circuit. The FBB tri-mode L produces the lowest 
activation noise among the MTCMOS circuits that are evaluated in this case study. As 
shown in Fig. 24, the peak ground bouncing noise with the FBB tri-mode L is 27.76% 
lower as compared to the ZBB tri-mode MTCMOS circuit.  
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Fig. 23. The optimum DC bias voltages (Vbias) that minimize the activation noise in the FBB 
tri-mode H and FBB tri-mode L circuits with different sizes of parkers. The minimum parker 
width on the x-axis is 0.12µm. FBB: forward body bias.  
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Fig. 24. The peak ground bouncing noise produced by different tri-mode MTCMOS circuits for 
various parker widths. The minimum parker width on the x-axis is 0.12µm. ZBB: zero body 
bias. FBB: forward body bias. 

The peak noise produced by different MTCMOS circuits on the real power 
distribution network are also listed in Table 1. Similar to ground bouncing noise, the 
FBB tri-mode L produces the lowest peak power bouncing noise. The peak power 
bouncing noise is reduced by 71.66% and 26.35% with the FBB tri-mode L as 
compared to the standard ground-gated and ZBB tri-mode MTCMOS circuits, 
respectively. 

The FBB tri-mode L has the smallest optimum parker size (that minimizes the peak 
ground bouncing noise) among the tri-mode MTCMOS circuits evaluated in this case 
study as listed in Table 1. The FBB tri-mode L reduces the optimum parker size by 
85.71% as compared to the ZBB tri-mode MTCMOS circuit.  

Table 1. Peak Activation Noise and Optimum Parker Sizes with Different MTCMOS Circuits 

Circuit Technique 
Peak Ground  

Bouncing Noise (mV) 
Peak Power 

Bouncing Noise (mV) 
Optimum  

Parker Size (µm) 

Standard Ground-Gated 60.29 57.19 N/A 

ZBB Tri-Mode 22.95 22.01 21 

FBB Tri-Mode H 19.43 18.57 10 

FBB Tri-Mode L 16.58 16.21 3 

* ZBB: zero body bias. FBB: forward body bias. 

5.3.2   Activation Delay 
The activation delays of MTCMOS circuits are compared in this section [36] – [38]. 
Due to the two-step activation mechanism, the activation delay of a tri-mode 
MTCMOS circuit is 
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Activation Delay Relaxation Time Wake Up Delay= + ,          (1) 

where wake up delay is the time interval from the 50% rising edge of the SLEEP 
signal until the virtual ground voltage stabilizes below 10mV. Relaxation time is 
defined in Fig. 18 caption. For the standard ground-gated MTCMOS circuits that 
directly transition from SLEEP mode to ACTIVE mode, there is no relaxation time 
and the activation delay is equal to the wake up delay. 

Table 2. Activation Delays (ns) of Different MTCMOS Circuits 

Circuit Technique Relaxation Time Wake Up Delay Activation Delay 

Standard Ground-Gated N/A 15.29 15.29 

ZBB Tri-Mode 107.82 12.16 119.98 

FBB Tri-Mode H 101.12 9.36 110.48 

FBB Tri-Mode L 75.95 4.84 80.79 

* ZBB: zero body bias. FBB: forward body bias. 

Due to the two-step activation mechanism, all the tri-mode MTCMOS circuits 
significantly increase the SLEEP to ACTIVE mode transition delay as compared to 
the standard ground-gated MTCMOS circuit, as listed in Table 2. Among the noise-
aware MTCMOS circuit techniques, the ZBB tri-mode MTCMOS circuit has the 
longest activation delay. Alternatively, FBB tri-mode L provides the quickest 
activation primarily due to the lowest steady-state PARK mode voltage on the virtual 
ground line, the lowest threshold voltage of the forward-body-biased parker, and the 
fastest discharging of C3 (see Fig. 19) among the tri-mode MTCMOS circuits that are 
evaluated in this case study. The FBB tri-mode L reduces the activation delay by 
32.66% as compared to the ZBB tri-mode MTCMOS circuit. 

5.3.3   Leakage Power Consumption  
The worst case leakage power consumptions of the standard single low-|Vth|, standard 
ground-gated MTCMOS, ZBB tri-mode, FBB tri-mode H, and FBB tri-mode L 
circuits in the SLEEP mode are evaluated in this section. The leakage power 
consumed by the circuits at 25˚C and 90˚C are listed in Table 3. The percent leakage 
power savings provided by different MTCMOS circuit techniques as compared to the 
standard single low-|Vth| circuit are shown in Fig. 25. The input vectors applied to the 
32-bit adders are “0” [6]. 

The standard ground-gated MTCMOS circuit consumes the lowest leakage power 
among the circuits that are evaluated in this case study. As listed in Table 3, the 
leakage power consumption is reduced by up to 99.75%, 41.01%, 92.44%, and 
95.05% by the standard ground-gated MTCMOS circuit as compared to the standard 
single low-|Vth|, ZBB tri-mode, FBB tri-mode H, and FBB tri-mode L circuits, 
respectively. Since the threshold voltage of the parker is the lowest and the forward 
biased p-n junction currents through the parker and biaser are the highest, the FBB tri-
mode L consumes the highest leakage power in the SLEEP mode among the  
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MTCMOS circuits that are evaluated in this case study. Up to 20.20x and 11.92x 
higher leakage power is consumed by the FBB tri-mode L as compared to the 
standard ground-gated and ZBB tri-mode MTCMOS circuits, respectively. 

Table 3. Leakage Power Consumption (nW) of Different Circuits 

Circuit Technique 25˚C 90˚C 

Standard Single Low-|Vth| 6971.40 30896.94 

Standard Ground-Gated 60.92 75.74 

ZBB Tri-Mode 65.41 128.40 

FBB Tri-Mode H 341.12 1001.24 

FBB Tri-Mode L 390.76 1530.14 

* ZBB: zero body bias. FBB: forward body bias. 
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Fig. 25. Percent leakage power savings provided by different MTCMOS circuit techniques in 
SLEEP mode as compared to the standard single low-|Vth| circuit. ZBB: zero body bias. FBB: 
forward body bias. 

As shown in Fig. 25, up to 99.75%, 99.58%, 96.76%, and 95.05% leakage power 
savings are provided by the standard ground-gated MTCMOS, ZBB tri-mode, FBB 
tri-mode H, and FBB tri-mode L circuits, respectively, as compared to the standard 
single low-|Vth| circuit. Despite the leakage overhead of the threshold voltage tuning 
techniques that are explored in this case study, all the tri-mode MTCMOS circuits 
(regardless of the body bias voltage of the parker) maintain the effectiveness in 
significantly suppressing the leakage power consumption as compared to a standard 
single low-|Vth| Brent-Kung adder. 

5.3.4   Active Power Consumption 
The active power consumptions with different circuits are evaluated in this section. 
The input vectors applied to the 32-bit adders for the measurement of active power 
consumption are “FFFFFFFF” and “0”. A 1 GHz square wave (rise and fall times are 
50ps) is applied to the carry input of the adders. The simulation temperature is 90˚C. 
The active power consumed by different circuits are listed in Table 4.  
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Due to the resistive voltage drop across the sleep transistors, the effective supply 
voltage experienced by the MTCMOS circuits is lower as compared to the standard 
single low-|Vth| adder. The active power consumptions of MTCMOS circuits are 
therefore lower as compared to the low-|Vth| adder as listed in Table 4. The standard 
ground-gated and tri-mode MTCMOS circuits reduce the active power consumption 
by up to 9.69% as compared with the standard single low-|Vth| circuit.  

Table 4. Active Power Consumption (μW) of Different Circuits 

Circuit Technique 90oC 

Standard Single Low-|Vth| 681 

Standard Ground-Gated 615 

ZBB Tri-Mode 615 

FBB Tri-Mode H 616 

FBB Tri-Mode L 618 

* ZBB: zero body bias. FBB: forward body bias. 

5.3.5   Layout Area 
The layout area comparison of different circuits is provided in this section. The layout 
areas are listed in Table 5. Sleep transistors utilized in power and ground gated 
MTCMOS circuits increase the layout area as compared to a standard single low-|Vth| 
adder. The area overheads of different MTCMOS circuit techniques as compared to 
the standard single low-|Vth| Brent-Kung adder are shown in Fig. 26.  

The additional DC voltage source Vbias in the forward-body-biased tri-mode 
circuits is assumed to be already available in the power management unit on chip. The 
overhead of this additional DC voltage source Vbias is not taken into consideration in 
area comparison.  

The standard ground-gated MTCMOS circuit has the lowest area overhead among 
the MTCMOS circuits that are evaluated in this case study. Alternatively, the ZBB tri-
mode MTCMOS circuit suffers from the highest area overhead as shown in Fig. 26. 
The ZBB tri-mode MTCMOS adder increases the layout area by up to 12.18% as 
compared to the standard single low-|Vth| adder. 

Table 5. Layout Areas (μm2) of Different Circuits 

Circuit Technique Layout Area (μm2) 

Standard Single Low-|Vth| 1388 

Standard Ground-Gated 1505 

ZBB Tri-Mode 1557 

FBB Tri-Mode H 1535 

FBB Tri-Mode L 1520 

          * ZBB: zero body bias. FBB: forward body bias. 
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Fig. 26. The area overheads of different MTCMOS circuit techniques as compared to the 
standard single low-|Vth| Brent-Kung adder. ZBB: zero body bias. FBB: forward body bias. 

5.3.6   Comprehensive Comparison for Overall Quality 
Tri-mode MTCMOS circuits rank different for various design metrics as discussed in 
the previous sections and as listed in Table 6. A comprehensive electrical quality 
metric that simultaneously considers ground bouncing noise, activation delay, and 
circuit layout area is evaluated in this section to rank the tri-mode MTCMOS circuit 
techniques. The Quality Metric (QM) is 

1
QM

Activation Noise Activation Delay Layout Area
=

× ×
.         (2) 

FBB tri-mode L is identified as the most preferable circuit technique due to the lowest 
activation noise, fastest activation speed, and smallest area among the tri-mode 
MTCMOS circuits that are evaluated in this case study based on this Quality Metric. 
Alternatively, the zero-body-biased tri-mode MTCMOS circuit has the lowest overall 
quality. Quality Metric is enhanced by 2.11x with the FBB tri-mode L as compared 
with the zero-body-biased tri-mode MTCMOS circuit. The primary overhead of the 
forward-body-biased tri-mode MTCMOS techniques is the increased SLEEP mode 
leakage power consumption as compared to the zero-body-biased tri-mode MTCMOS 
circuit as discussed in Section 5.3.3.  

Table 6. Performance Comparison of Different Tri-Mode MTCMOS Circuit Techniques 

Primary Design Metric Best Technique Worst Technique 

Ground Bouncing Noise FBB Tri-Mode L ZBB Tri-Mode 

Activation Delay FBB Tri-Mode L ZBB Tri-Mode 

Leakage Power Consumption ZBB Tri-Mode FBB Tri-Mode L 

Active Power Consumption ZBB Tri-Mode FBB Tri-Mode L 

Area FBB Tri-Mode L ZBB Tri-Mode 

Quality Metric FBB Tri-Mode L ZBB Tri-Mode 

* ZBB: zero body bias. FBB: forward body bias. 
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6 Chapter Summary 

Power and ground bouncing noise that are produced during SLEEP to ACTIVE mode 
transitions are the most important reliability issues in MTCMOS circuits. Activation 
noise in MTCMOS circuits is examined in this chapter. Factors affecting the 
amplitude of mode transition noise are identified. A specialized MTCMOS technique 
with three modes of operation is described to suppress the activation noise in power 
and ground gated integrated circuits. A two-step wake-up mechanism with an 
additional intermediate PARK mode is employed with the tri-mode MTCMOS 
circuits. The activation noise is reduced by lowering the voltage swing on the virtual 
power and ground lines and limiting the current surges through the sleep transistors 
during the transitions from SLEEP mode to ACTIVE mode through PARK mode in a 
tri-mode MTCMOS circuit. 

Different tri-mode MTCMOS circuit design options are explored to minimize the 
mode transition noise with smaller sleep transistors and shorter activation delay. The 
principal mechanisms of activation noise suppression and parker size reduction with 
threshold voltage tuned tri-mode MTCMOS circuits are explained. Design guidelines 
are provided for appropriate sizing of noise-control transistor and selection of body 
bias voltage to fully utilize the benefits of tri-mode MTCMOS circuit technique. 
Alternative applications of tri-mode MTCMOS for data preservation and leakage 
power reduction in idle memory elements are also described in this chapter. 
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with Simultaneous Wirelength
and Displacement Minimization
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Abstract. Legalization is one of the most critical steps in modern place-
ment designs. Since several objectives like wirelength, routability, or tem-
perature are already optimized in global placement stage, the objective of
legalization is not only to align the cells overlap-free to the rows, but also
to preserve the solution of global placement, i.e., the displacement of cells
needs to be minimized. However, minimizing displacement only is not
enough for current timing-driven SoC designs. Blind displacement mini-
mization may increase the half-perimeter wirelength (HPWL) of nets sig-
nificantly that degrades the chip performance. In this paper, we propose
a fast legalization algorithm for standard cell placement with simultane-
ous wirelength and displacement minimization. The main contributions
of our work are: (1) a fast row selection technique by using k-medoid
clustering approach; (2) an exact linear wirelength model to minimize
both wirelength and total displacement; (3) a constant time approach
to determine the median in trial placement stage. Compared with the
state-of-the-art legalization algorithms, experimental results show that
our legalizer acquires much better achievement in terms of HPWL, total
and maximum displacements, and running time on legalized NTUplace3
global placement results on both ISPD 2005 and 2006 placement contest
benchmarks.

Keywords: Displacement, Legalization, Placement, Wirelength.

1 Introduction

The conventional standard cell placement includes three stages: global place-
ment, legalization, and detailed placement. Typically, global placement gener-
ates an initial placement with minimum total half-perimeter wirelength (HPWL)
and tries to optimize some objectives such as routability, timing, temperature,
and etc. This results in few cell overlap and the cells are not aligned to the rows.
There has been several researches in the area of global placement in the past
few years [3,5,4,11,16,18]. After global placement stage, legalization targets (1)
to remove overlaps between cell instances, (2) to put all instances on the rows
in the core area, and (3) to minimize the displacements of instances between
the initial placement and the legalized one. That is, legalization tries to make
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c© IFIP International Federation for Information Processing 2012



292 T.-Y. Ho and S.-H. Liu

the placement legal and to preserve the result from the global placement stage.
After legalization, detailed placement is used to improve the solution quality of
the legal placement. Legalization with only displacement minimization may sig-
nificantly induce the solutions with more HPWL than global placement stage.
For example, if cell a is to be legalized in Figure 1 (a), blind legalization with
only displacement minimization may increase the HPWL as shown in Figure 1
(b). However, by taking HPWL into consideration, we can legalize cell a with
both displacement and HPWL minimization.

Obstacle

a
Legalized Cell

Handling Cell

Row

Wire(a) Original

a

a

(c) Smaller HPWL(b) Larger HPWL

Fig. 1. (a) Original placement before legalizing cell a. (b) Placement with larger
HPWL after legalizing cell a. (c) Placement with smaller HPWL after legalizing cell a.

1.1 Previous Work

Existing legalization techniques include network flow [2,6], ripple cell
movement[8], dynamic programming [1], simulated annealing[17], single row
optimization[10], diffusion-based method [15], computational geometry [13],
packing [7], and quadratic programming [18]. Domino [6] partitions cells in sub-
cells (all having the same height and width) and rows in places, and assigns them
by using a min-cost-max-flow approach. Similar to Domino, [2] assigns sets of
modules to row regions. Mongrel [8] uses a greedy heuristic to move cells from
overflowed bins to under capacity bins in a ripple fashion based on total wire-
length gain. Fractional Cut [1] assigned cells to rows by dynamic programming
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and the cells of each row are packed from left to right. Sarrafzadeh [17] uses sim-
ulated annealing for legalization. The authors of [10] assigned cells to the rows
by cell juggling and the cells of each row are placed by finding a shortest path in
a graph. Diffusion-based placement migration is presented in [15] to remove cell
overlap incrementally. In [13], cells are spread and aligned to rows by compu-
tational geometry techniques. Sarrafzadeh [17] uses a cell shifting technique to
reduce the maximum bin density. HPWL-driven legalizers only target on HPWL
minimization within a row by dynamic programming approach [9,10].

Tetris is a fast greedy heuristic which is widely used in industry [7]. Tetris
sorts the cells first, and legalizes one cell at a time then. The legalization of one
cell is done by moving the cell over the rows, and within a row by moving the
cell over free sites. This movement is done until the best free site is found. Once
a cell has been legalized, it will not be moved anymore. This results in a high
total cell displacement during legalization. Recently, Spindler et al. present a
similar approach, called Abacus [19], that it places a cell from row to row until
the location with the smallest displacement is found. However, as a cell is placed
into a row, the legalized cells in that row are re-placed by dynamic programming
technique to minimize the total displacement. Both Tetris and Abacus scan rows
with minimum cost vertically. Tetris scans all rows (see Figure 2 (a)). Abacus
sorts the rows by the y-position. A lower bound of the cost is computed by
assuming cells are only moved vertically. Abacus moves the cell to the best row
first, and then tries to move the cell to the rows with the lower bound not
exceeding the minimal cost of an already found legal position (see Figure 2 (b)).
In this paper, our legalizer constructs the binary index tree for the rows via
clustering techniques. By traversing the binary index tree, our legalizer only
scans some candidate rows then the running time is significantly reduced (see
Figure 2 (c)).

1.2 Our Contribution

The main contributions of our work are: (1) a fast row selection technique by
using k-medoid clustering approach; (2) an exact linear wirelength model to
minimize both total displacement and HPWL; (3) a constant time approach
to determine the median in trial placement stage. The remainder of this paper
is organized as follows. Section 2 details our algorithm. Section 3 shows the
experimental results. Finally, concluding remarks are given in Section 4.

2 Algorithm

Figure 3 shows the overview of our legalization algorithm. First, a binary index
tree for rows is constructed for fast row scanning (line 1). After that, cells are
sorted according to the sum of their x-position and the half of their width (line
2). Then, cells are legalized one by one according to the sorting order (line 3-8).
“DFS” (line 5) adopt depth-first search manner to search the best row for each
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Obstacle

Cell

Scanned Row

Free Row

( ) T t i(a) Tetris

(b) Ab ( ) O(b) Abacus (c) Ours

Fig. 2. (a) Tetris scans all rows. (b) Abacus scans the rows by y-position. (c) Our
legalizer only scans the rows when they are necessary.

cell; i.e., the cost (the sum of HPWL and displacement of the cell) of the row is
minimum by using the binary index tree for row scanning (line 1). Then the cell
is inserted to the best row for HPWL and displacement minimization (line 6).

2.1 Binary Index Tree

Fast row scanning can be achieved by searching a binary index tree constructed
by top-down row clustering technique. In this paper, we adopt k-medoid [12]
clustering algorithm as the main method for clustering rows. Typically, k-medoid
algorithm clusters items by using their similarity. To cluster rows, we define the
similarity between rows as the distance between each row. If the distance between
each row is far, the similarity is small, and vice versa. Initially, all rows are in
a cluster, called root cluster. Then all rows are clustered into two clusters
by using k-medoid algorithm (k=2) where the centers are central rows of row
clusters. Iteration of clustering terminates until the number of rows in every
cluster is less than 3. Finally, we construct a binary index tree for row clusters.
The relation between rows and binary index tree is shown in Figure 4.
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Algorithm 1: Overall Legalization Algorithm 

1    Construct a binary index tree for rows; 

2    Sort cells according to (x-position + width / 2); 

3 foreach cell do

4 rowbest = null;

5 rowbest = DFS(root_cluster,cell);   

6           Insert cell to rowbest;

7    end 

Fig. 3. Overall algorithm of our legalizer

row

central row of 1st row cluster

l f d lcentral row of 2nd row cluster

root cluster

1st row cluster

2nd row cluster

Binary Index Tree

2nd row cluster

Fig. 4. Top-down clustering constructs a binary index tree for rows

2.2 Row Scanning

Before placing cells into the rows, legalizers perform row scanning then do trial
placement for cells. Different from previous legalizers that scan all rows, our
legalizer can find the best row efficiently by searching on the binary index tree. As
mentioned earlier, the nodes in the binary index tree represent row clusters. The
edge cost in the binary index tree is the distance from a cell to the row cluster.
To compute the distance from a cell to the row cluster, we need to compute the
distance between rows first. Dmin(rowi, rowj) and Dmax(rowi, rowj) are two
kinds of the distance from rowi to rowj . We adopt Dmin(rowi, rowj) as the
distance for clustering rows by using k-medoid algorithm and Dmax(rowi, rowj)
as the distance used for computing the edge cost of the binary index tree. If
rowi overlaps rowj horizontally, Dmin(rowi, rowj) is the vertical distance from
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rowi to rowj (see Figure 5 (a)). If rowi does not overlap rowj horizontally,
Dmin(rowi, rowj) is the sum of vertical and horizontal distance from rowi to
rowj (see Figure 5 (b)). Dmax(rowi, rowj) is the sum of the vertical distance
and maximum horizontal distance from the left of rowi to the left (see Figure
5 (c)) of rowj or from the right of rowi to the right of rowj (see Figure 5 (d)).
Moreover, the computation of distance from cells to row clusters is the same
with distance between rows.

Dmin(rowi, rowj)

i

j

i

j

(a) (b)

i i

Dmax(rowi, rowj)

j
j

(c) (d)

Row

( ) ( )

Vertical Distance Horizontal Distance

Fig. 5. (a) Dmin(rowi, rowj) with horizontal overlaps. (b) Dmin(rowi, rowj)
without horizontal overlaps. (c) Dmax(rowi, rowj) with horizontal overlaps. (d)
Dmax(rowi, rowj) without horizontal overlaps.

After the distance between rows is computed, we defined radius of a row
cluster is the farthest distance between its central row to other rows. Ac-
cording to triangle inequality, the distance from a cell to the row cluster, i.e.
Dmin(cell, row cluster), can be derived as shown in Figure 6.

A depth-first search (DFS) approach is used for finding the best row. Algo-
rithm 2 describes the function DFS. DFS starts from root cluster. The cell is
always moved into the nearer cluster for trial placement first (line 5-18). The cell
is not moved to cluster if Dmin(cell, row cluster) is larger than the current best
displacement. The cost of the row is the sum of both HPWL and displacement of
the cell after the cell is moved to the row (line 21). After DFS, the best row can
be found quickly, then cells will be inserted into it. For simultaneous wirelength
and displacement minimization, the cost of row for placing a cell depends on the
displacement and the HPWL of it. Since a cell may be connected by multiple
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row cluster

cell

o c us e

cell

Radiusrow_cluster row cluster

row

central row
Dmin(cell, central_row)

Dmin(cell, row_cluster)

Dmin(cell, row_cluster) > Dmin(cell, central_row) Radiusrow_cluster

Fig. 6. Illustration of the minimum distance computation between a cell and a
row cluster

nets, the cost by simply adding the displacement and the HPWL of a cell may
not be precise. Furthermore, we not only target to minimize total displacement
but also to minimize maximum displacement, we consider both factors by a
combined cost function. The cost function is defined as follows:

Cost(i) = HPWL+Ni(α · (DPS) + β · (DPP )) (1)

where Ni represents the number of the net belongs to cell i. DPS is the cell
displacement between original position and legalized position. DPP is the total
increased displacement caused by inserting one cell into row. α, β are user-
specified parameters. An example of cost computation is shown in Figure 8.

2.3 Obstacle-Aware Cell Ordering

Modern chip designs often consist of many preplaced blocks, such as analog
blocks, memory blocks, and/or I/O buffers, which are fixed in the chip and
cannot overlap with other blocks. These preplaced blocks, i.e., obstacles, impose
more constraints on the legalization problem. A legalization algorithm without
considering obstacles may significantly induce increasing cell displacement or
inferior solutions. Different from all previous works that insert cell according
to its x-position in the global placement, we insert cell according to its central
position (i.e., x-position of cells + cell width/2). As illustrated in Figure 9, an
obstacle lies in the middle of the row shred the row into two subrows. If cells
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Algorithm 2: Function DFS 

1 Function DFS(cell, row_cluster)

2 if row_cluster is not a leaf then 

3    DR = Dmin(row_cluster.RightChild, cell);

4    DL = Dmin(row_cluster.LeftChild, cell);

5 if (DR < DL) then

6       if rowbest is null or displacementbest > DR then

7 DFS(cell, row_cluster.RightChild);

8          if rowbest is null or displacementbest > DL then

9 DFS(cell, row_cluster.LeftChild);

10 end

11       end 

12 else

13       if rowbest is null or displacementbest > DL then

14 DFS(cell, row_cluster.LeftChild);

15          if rowbest is null or displacementbest > DR then

16 DFS(cell, row_cluster.RightChild);

17          end 

18       end 

19    end 

20 else

21    foreach row in row_cluster do

22 displacementcandidate = TrialPlace(row, cell);

23 if displacementcandidate < displacementbest then

24 displacementbest = displacementcandidate;

25 end

26    end 

27 end

Fig. 7. The algorithm of function DFS
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are inserted by x-position, the larger cell 1 will be inserted first but cause larger
displacement for cell 2 and 3 since they are inserted to another subrow that
across the obstacle (See Figure 9 (a)). It is not worth because only cell 1 is
inserted into the left subrow with smaller displacement and cell 2 and 3 are
squeezed to right subrows with larger displacement. If cells are inserted by their
central position, most of the smaller cells that are capable of being inserted to
fragmentary subrows can reduce the total displacement significantly (See Figure
9 (b)). Moreover, it is capable of handling the relative order problem.

Legalized cellai g

b Handling cell

Candidate position
cost Row

Net1

cost

Net2

Displacement (DP)

HPWL of net1

Net2

HPWL + DP

HPWL DP*2

HPWL of net2

distance
a b

HPWL + DP*2

Fig. 8. Illustration of the cost(i) to find the best row

2.4 Cell Insertion

Most of previous works use simple quadratic wirelength model to measure cell
displacement. The drawback lies in the preciseness since the square of larger cell
displacement will have dramatically difference. Different from Abacus that uses
quadratic model, we adopt an exact linear wirelength model for measuring cell
displacement. Cells of one row are abutting in the legal placement and form a
cluster. Assume the row has c clusters and clusterc has n cells which are sorted
by their global x-position + width/2. To minimize the cell displacement, the
objective function is defined as follows:

min

n∑
i=1

|xc
i − x′c

i | (2)
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b Row
c

Scanned line

a

b

Original

Row

Cell

Obstacle

b
c

a bc
a

(a) Scan by left. Order is a>c>b. Total displacement

a bc

(b) S b t O d i b Total displacement

b
c

a
abc

(b) Scan by center. Order is c>b>a. Total displacement

Fig. 9. Ordering for obstacle-aware cell insertion

where x′c
i and xc

i are initial and legalized position of cluster c. The constraint
(2) assures that there is no overlap between the cells and is defined as follows:

xc
i − xc

i−1 ≥ wc
i−1 i = 2, ..., n (3)

where wc
i is cell width. However, solving linear programs with “≥” constraints is

time consuming in general. If the same solution of the linear program is found by
“=” constraints, then the linear program is solved quite fast by solving one linear
equation. The situation that “=” constraints are sufficient is given if all cells of
one row are abutting in the legal placement and form a cluster. There, two cells
are “abutting” if there is no free space between them in the legal placement.
With only “=” constraints, (2) is transformed to:

xc
i = xc

1 +

i−1∑
k=1

wc
k i = 2, ..., n (4)

By (3), we can transform (1) into (4) such that the optimal value only depends
on variable xc

1.

min

n∑
i=1

|xc
1 − [xc

i −
i−1∑
k=1

wc
k]︸ ︷︷ ︸

dc
i

| (5)

where dci is the candidate position of cluster c for cell i and all dci form a set Dc.
The optimal xc

1 can be derived by finding the median m of all dci .
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2.5 Find Median

As shown in Figure 10, a row has several clusters. The positions of these clusters
are determined by Xc. If the clusters are overlapped, they will be merged and
form a new cluster.

celli

…

celli

clustercclusterc 1cluster1 ……

…

clusterc 1cluster1 ……

Row Cell Cluster

Fig. 10. Illustration of cluster merging

The intuitive method for finding the median is to sort n elements in Dc

while the time complexity of sorting for trial placement and insertion are both
O(nlogn). An efficient method for finding the median is to apply the determin-
istic partitioning algorithm from quicksort while the time complexity for trial
placement and insertion are both O(n). In this paper, we adopt red-black trees
for finding the median while the time complexity for trial placement and inser-
tion are both O(logn). Moreover, red-black trees can be used to record already
sorted Dc since Dc will not be changed after cells are placed. Thus, we can derive
the set of Xc as follows:

Xc = {xc(i)} i = 2, ..., n (6)

where xc(i) corresponds to the already sorted elements in Dc.
Since cells are not really placed on rows in trial placement stage, unnecessary

movement of cells can be pruned in this stage. By exploring all possible move-
ments of clusters, we found only the rightmost cluster (i.e., clusterc) will move
to the left and others will stay still. By this observation, we have 3 lemmas for
our trial placement stage. By these 3 lemmas, the time complexity of our trial
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placement is only O(1) since we only need to compare 3 possible positions then
we can find the best position for all clusters. The comparison of time complexity
in listed in Table 1.

Table 1. Time complexity for trial placement and cell insertion

Trial InsertTrial Insert
Sorting algorithm O(nlogn) O(nlogn)
SELECT algorithm O(n) O(n)
Red Black tree O(logn) O(logn)Red Black tree O(logn) O(logn)

Ours O(1) O(logn)

Lemma 1. If the number of the cells in clusterc is even, the cell i is placed to
the right of clusterc and the position of clusterc will not be changed.

Proof: Let c is the number of clusters in a row. Nc is the number of the cells
in clusterc. Wcis the width of clusterc. The candidate position for cell i is xi

which is the difference of Wc and the original x position of cell i. If cell i and
clusterc overlap horizontally, xi is less than the original x position of clusterc.

As shown in Figure 11, assume Nc is an even number. The original x position
of clusterc is the median of Xc (i.e., Nc

2 ). Therefore, there are Nc

2 − 1 elements

that are smaller than the original x position of clusterc, and
Nc

2 elements that
are larger than the original x position of clusterc. After cell i and clusterc are
merged, xi is added into Xc. Since xi is smaller than the x position of cluster c,
the number of Xc which smaller than the original x position of cluster c is Nc

2 .
Therefore, the median of Xc does not changed. The new x position of clusterc
is the original x position of clusterc. ��
Lemma 2. If the number of the cells in clusterc is odd, the cell i is placed to
the right of clusterc and the position of clusterc will shift to the left.

Proof: As shown in Figure 12, assume Nc is a odd number and the original x
position of clusterc is the median ofXc (i.e.,

Nc+1
2 ). Therefore, the number of Xc

which smaller than the original x position of clusterc is Nc+1
2 − 1. The number

of Xc which larger than the original x position of clusterc is Nc+1
2 − 1. After

cell i and clusterc are merged, xi is added into Xc. Since xi is smaller than the
original x position of clusterc, the number of Xc which smaller than the original
x position of clusterc is

Nc+1
2 . Therefore, the median of Xc will be changed. The

new x position of clusterc is
Nc+1

2 of new Xc instead of the original x position of
clusterc. In other words, new x position of clusterc is the maximum one between
(Nc+1

2 − 1) of original Xc and xi). ��
By Lemma 2, clusterc may overlap with clusterc−1 when clusterc shifts to the
left. In this situation, clusterc−1 and clusterc are merged and then form a new
and bigger clusterc−1 and the number of the clusters of the row becomes c− 1.
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Nc is a even Original position of clusterc

Xc:{xc(1) , xc(2), xc(3), …, xc(Nc/2), xc(Nc/2+1), …, xc(Nc 2), xc(Nc 1), xc(Nc)}

Original position of clusterc

Nc/2 Nc/2

New position of clusterc

Xc:{xc(1) , xc(2), …, x, …, xc(Nc/2 1) , xc(Nc/2) , xc(Nc/2+1), …, xc(Nc 2), xc(Nc 1), xc(Nc)}

Nc/2 Nc/2

Fig. 11. Nc is an even number

Nc is an odd Original position of clusterc

Xc:{xc(1) , xc(2), xc(3), …, xc((Nc 1)/2), xc((Nc+1)/2), xc((Nc+1)/2+1), …, xc(Nc 2), xc(Nc 1), xc(Nc)}

(Nc 1)/2 (Nc 1)/2

New position of cluster

Xc:{xc(1) , xc(2), …, x, …, xc(Nc/2 1) , xc((Nc+1)/2), xc((Nc+1)/2+1), …, xc(Nc 2), xc(Nc 1), xc(Nc)}

New position of clusterc

(Nc+1)/ 2 (Nc+1)/ 2
oror

New position of clusterc

Xc:{xc(1) , xc(2), …, xc(Nc/2 1), x, xc((Nc+1)/2), xc((Nc+1)/2+1), …, xc(Nc 2), xc(Nc 1), xc(Nc)}

(Nc+1)/ 2 (Nc+1)/ 2

Fig. 12. Nc is an odd number

Under this circumstance, we further observe that although clusterc shifts to the
left, the positions of other c− 1 clusters will not be influenced by clusterc. The
details are described in Lemma 3.
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Nc 1 is an odd

X { (1) (2) ((N 1)/2) ((N 1)/2) ((N 1)/2 1) (N 1) (N ) }

Original position of clusterc 1

Xc 1:{ xc 1 (1) , xc 1 (2), …, xc 1 ((Nc 1 1)/2), xc 1 ((Nc 1+1)/2), xc 1 ((Nc+1)/2+1), …, xc 1 (Nc 1 1), xc 1 (Nc 1) }

(Nc 1 1)/2 (Nc 1 1)/2( c 1 )/ ( c 1 )/

Nc is an even

X’c:{ x’c (1) , x’c (2), x’c (3), …, x’c (Nc/2), x’c (Nc/2+1), …, x’c (Nc 2), x’c (Nc 1), x’c (Nc) }

Nc/ 2 Nc/ 2

x’c (Nc/2) <xc 1 ((Nc 1+1)/2)< x’c (Nc/2+1)c ( c/ ) c 1 (( c 1 )/ ) c ( c/ )

Xc 1 merge X’c:{:{ … , xc 1 ((Nc 1+1)/2), … }

(Nc 1 1 +Nc)/ 2 (Nc 1 1 +Nc)/ 2

xc 1 ((Nc 1+1)/2) is also themedian

Fig. 13. Merge process of clusterc−1

Lemma 3. clusterc has no influence on other n− 1 clusters.

Proof: As shown in Figure 13, X ′
c is the difference between Xc and Wc−1. If a

new cell added to the row, it will cause clusterc overlapped with clusterc−1, then
clusterc−1 and clusterc will be merged together. After clusterc−1 and clusterc
are merged, the position of the new clusterc−1 is found by the median of new
Xc−1 (i.e., original Xc−1 merged with X ′

c). The median of original X ′
c (i.e.,

X ′
c(Nc/2 + 1)) is larger than the median of Xc−1 (i.e., Xc−1((Nc−1 + 1)/2)),

because clusterc−1 and original clusterc are not overlapped. Once a new cell
added to the row, it will cause clusterc overlaps clusterc−1, the median of new
X ′

c (i.e., X
′
c(Nc/2)) will be smaller than the median of Xc−1 (i.e., Xc−1((Nc−1+

1)/2)). Therefore, after clusterc−1 and clusterc are merged, the median of new
Xc−1 is unchanged (i.e., Xc−1(Nc−1+1)/2). It means that the x position of new
clusterc−1 is unchanged, and the position of cell is the sum of (Xc−1(Nc−1 +
1)/2), Wc−1, and Lc.

In trial place step, the position of the cell on the row can be calculated by
finding the maximum of the following three numbers: x’, the sum of the Nc+1

2 -1)
of Xc and Wc, and the sum of the x position of clusterc−1 (i.e., (Xc−1((Nc−1 +
1)/2))), Wc−1, and Lc. ��
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3 Experimental Results

We have implemented our legalizer in the C++ language on a 2-GHz 64-bit Linux
machine with 16GB memory. For fair comparison, we evaluate NTUplace3 [5],
Tetris [7], Abacus [19], and Kahng [9] on the same platform. Furthermore, to
verify the efficiency and effectiveness of our legalizer, we perform experiments
on two benchmark suites, such as ISPD 2005 and 2006 placement contest bench-
marks [22]. The global placement results are obtained from NTUplace3 [5]. Ex-
tensive experiments demonstrate that in terms of HPWL, total and maximum
displacements, and running time, we acquire much better achievement than all
the state-of-the-art algorithms such as Tetris [7], Abacus [19], and Kahng [9] in
any aspect.

3.1 Benchmarks

The cell numbers of the ISPD 2005 benchmarks range from 210K to 2169K, the
fixed macro numbers range from 543 to 23084, and the row numbers range from
890 to 2694. The cell numbers of the ISPD 2006 benchmarks range from 330K to
2507K, the fixed macro numbers range from 337 to 26582, and the row numbers
range from 930 to 4182. The benchmark information is listed in Table 2.

Table 2. Statistics of two benchmark suites of the ISPD placement contest

3.2 HPWL

In the first experiment, we evaluate the HPWL of our legalizer on the both
benchmarks. On legalized NTUplace3 [5] global placements on ISPD 2005 place-
ment contest benchmarks, the HPWL is 1.92X, 1.19X and 1.92X of our legalizer
compared to Tetris [7], Abacus [19], and Kahng [9], respectively. It should be
noted that Kahng [9] only focusing on HPWL minimization. Moreover, we also
compare the HPWL after our legalizer with the original HPWL of NTUplace3
global placement results [5], we can further reduce HPWL by 18%. The details
of HPWL experiments on ISPD 2005 benchmarks are listed in Table 3.
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Table 3. Wirelength comparison between NTUplace3, Tetris, Abacus, Kahng, and
ours on ISPD 2005 benchmarks

On legalized NTUplace3 [5] global placements on ISPD 2006 placement con-
test benchmarks, the HPWL is 1.44X, 1.25X and 1.43X of our legalizer compared
to Tetris [7], Abacus [19], and Kahng [9], respectively. Compare the HPWL after
our legalizer with the original HPWL of NTUplace3 global placement results [5],
we can further reduce HPWL by 19%. The details of HPWL experiments on
ISPD 2006 benchmarks are listed in Table 4.

Table 4. Wirelength comparison between NTUplace3, Tetris, Abacus, Kahng, and
ours on ISPD 2006 benchmarks

3.3 Displacement

In the second experiment, we report the total and maximum displacement on
both ISPD benchmarks. On legalized NTUplace3 global placements on ISPD
2005 placement contest benchmarks, the total displacement is 25.76X, 1.09X, and
27.16X, the maximum displacement is 1.88X, 1.04X, and 2.40X of our legalizer
compared to Tetris [7], Abacus [19], and Kahng [9], respectively. The details of
displacement experiments on ISPD 2005 benchmarks are listed in Table 5.
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Table 5. Displacement comparison between NTUplace3, Tetris, Abacus, Kahng, and
ours on ISPD 2005 benchmarks

On legalized NTUplace3 global placements on ISPD 2006 placement contest
benchmarks, the total displacement is 5.27X, 1.15X, and 5.43X, the maximum
displacement is 1.51X, 1.35X, and 1.51X of our legalizer compared to Tetris [7],
Abacus [19], and Kahng [9], respectively. The details of displacement experi-
ments on ISPD 2006 benchmarks are listed in Table 6. It should be noted that
Abacus [19] achieved the best published results in displacement but our legalizer
still get better results due to the exact linear wirelength model.

Table 6. Displacement comparison between NTUplace3, Tetris, Abacus, Kahng, and
ours on ISPD 2006 benchmarks

3.4 Running Time

In the third experiment, we evaluate the running time on both ISPD bench-
marks. On legalized NTUplace3 global placements on ISPD 2005 placement con-
test benchmarks, the running time is 5.79X, 36.18X, and 5.94X of our legalizer
compared to Tetris [7], Abacus [19], and Kahng [9], respectively. The details of
running time experiments on ISPD 2005 benchmarks are listed in Table 7.

On legalized NTUplace3 global placements on ISPD 2006 placement con-
test benchmarks, the running time is 6.28X, 26.15X, and 6.49X of our legalizer
compared to Tetris [7], Abacus [19], and Kahng [9], respectively. The details of
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running time experiments on ISPD 2006 benchmarks are listed in Table 8. It
should be noted that Tetris [7] achieved the fastest published results but our
legalizer still get better results due to the row indexing and fast trial placement
techniques.

Table 7. Runtime comparison between NTUplace3, Tetris, Abacus, Kahng, and ours
on ISPD 2005 benchmarks

Table 8. Runtime comparison between NTUplace3, Tetris, Abacus, Kahng, and ours
on ISPD 2006 benchmarks

Figure 14 (a) shows the global placement result of “adaptec1” obtained from
NTUplace3. To further reveal the difference of Tetris, Abacus, Kahng, and ours,
we plot the movement pictures during legalization in Figure 14 (b), (c), (d), and
(e).
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(a)

(b) (c)

(d) (e)

Fig. 14. (a) Global placement result of adaptec1. (b) Cell movement during Tetris [7].
(c) Cell movement during Abacus [19]. (d) Cell movement during Kahng [9]. (e) Ours.
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4 Conclusions

In this paper, we proposed a fast legalization algorithm with simultaneous dis-
placement and HPWL minimization. The main contributions of our work are:
(1) a fast row selection technique by using k-medoid clustering approach; (2) an
exact linear wirelength model to minimize both wirelength and total displace-
ment; (3) a constant time approach to determine the median in trial placement
stage. Compared with the state-of-the-art algorithms, experimental results have
shown that our legalizer obtains very high-quality results on legalized NTUplace3
global placements on both ISPD 2005 and 2006 placement contest benchmarks.
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Abstract. Miniaturization of sensors and actuators up to the point of active 
features in endoscopic capsules, such as locomotion or surgery, is a challenge. 
VECTOR endoscopic capsule has been designed to be the first endoscopic 
capsule with active locomotion. It is equipped with mini-legs driven by 
Brushless DC (BLDC) micro motors. In addition it can be also equipped with 
some other sensors and actuators, like a liquid lens, that permits to enable 
advanced functions. Those modules are managed by an Application Specific 
Integrated Circuit (ASIC) specifically designed for the VECTOR capsule. The 
ASIC is a complete System-On-Chip (SoC) and integrates all the electronics 
needed to enable the legged locomotion and the sensing and actuating functions 
of the capsule in an unique chip. The SoC also permits other functions for 
endoscopic capsules such as drug delivery and biopsy. The size of the SoC is 
5.1 mm x 5.2 mm in a 0.35 µm high voltage CMOS technology. 

Keywords: Active capsular endoscopy, gastrointestinal exploration, Brushless 
motor, liquid lens, control ASIC, electronics. 

1 Introduction 

The gastro intestinal (GI) tract, like any other part of the human body may be affected 
by infections or diseases. Because of the length of the GI tract and its location inside 
the human body, the detection and diagnosis of these diseases is very complicated. 
The method used by doctors when analyzing the GI tract is endoscopy. Basically, the 
endoscopy consists in introducing, inside the GI tract, a thin tube with a video camera 
and light at the beginning. The basic function of this system is to show to doctors the 
GI tract without any need of surgery. The tube can be inserted both orally and 
rectally. Endoscopy in the digestive tract is named differently depending on the area 
under study and the applied techniques, the procedures most widely used are: 

• Esofagogastruoduodenoscopy (EGD), which includes the study of the 
oesophagus, stomach and duodenum. This procedure is used to discover the 
reason for swallowing difficulties, nausea, vomiting, reflux, bleeding, 
indigestion, abdominal pain, or chest pain. In particular, for this procedure the 
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endoscope can be introduced through the nose or the mouth of the patients, who 
have been previously sedated in order to reduce the pain during the examination. 
In addition, the scope also blows air into the stomach in order to expand the folds 
of tissue and give the possibility of look through the folders. 

• Double Balloon Enteroscopy, which is used to study the small bowel. It is a 
newly developed endoscopic method which permits to explore the small 
bowel without any need of surgical intervention [1]. Using a simple push and 
pull method two balloons are used in this procedure to examine the small 
intestine in steps approximately 40 cm long.Double balloon endoscopy [2] is 
indicated in cases of unclear bleeding in the digestive tract, Chron’s disease, 
unclear chronic diarrhoea, abdominal pain, intestinal polyposis, intestinal 
dysplasia and Celiac disease. 

• Push Enteroscope, which is also used for the study of the small bowel. During 
this procedure, a long, narrow, flexible gastrointestinal endoscope, known as 
a push enteroscope, is advanced into the upper gastrointestinal tract to 
examine and evaluate the proximal section (first one third) of the small bowel 
[3]. This procedure is indicated when the doctors are not able to identify the 
cause of obscure bleeding or some other GI disorder. 

• Colonoscopy, which is used to study the colon. The colonoscopy is the less 
invasive technique that uses a scope to examine the colon and the distal part 
of the small bowel. Colonoscopy has been available since the early 1970s and 
has become critical to the diagnosis and management of colorectal disorders 
4].Although colonoscopy is a safe procedure, complications can sometimes 
occur. These include perforation a puncture of the colon walls, which could 
require surgical repair. Sedation during the examination, post-procedural 
abdominal pain and irritable bowel syndrome are the main drawbacks. 
However, with this procedure biopsies can be taken of any abnormal areas at 
the same time as the screening or diagnostic test is being done. Any polyps 
found can be removed during this procedure [4-8]. 

• Flexible Sigmoidescopy (FS), which is similar to the colonoscopy. However, 
this procedure only examines the region from the rectum to the colon (also 
known as sigmoid). This procedure is one of the screening modalities for 
colorectal cancer. From the point of view of screening, FS clearly cannot 
completely exclude the presence of colon cancer in all asymptomatic people. 
However, flexible sigmoidoscopy every 5 years with or without fecal occult 
blood test (FOBT) is one of the screening methods recommended by major 
professional organizations. It identifies 50 to 70% of the advanced neoplasms, 
if any discovery of a distal neoplasia is followed up with a total examination 
of the colon by colonoscopy [9-10]. 

Endoscopy allows us to examine the digestive tract. Nevertheless, it also has some 
disadvantages. For example, it is a painful treatment for the patient because requires 
the introduction of a tube inside the human body (the scope has a diameter of 7-8 mm, 
however the pain associated with the procedure is not caused by the insertion of the 
scope but from inflating of the colon in order to do the inspection). Furthermore, 
endoscopy can not access the entire GI tract. For example, doctors are only able to 
study a small part of the small fine. Finally, endoscopy is not always effective, as the 
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conditions are so adverse in the GI tract (long extension, folds of tissue, poor lighting) 
that the doctor is not always able to detect diseases, requiring a second observation or 
some alternative method. 

The need to improve the existing method and the fact that the number of people 
around the world that access to endoscopy is about 15 million [11] has led to the 
emergence of alternative methods like capsular endoscopy.  

Capsular endoscopy is a minimally invasive procedure that permits to study the 
whole GI tract. Capsular endoscopy consists in a small capsule with the shape of a 
pill, which contains some electronic elements needed to perform the same task as the 
traditional endoscopy. In standard devices such electronic elements are basically a 
tiny camera, some LEDs for the illumination of the GI tract, a radiofrequency (RF) 
system needed to transmit the acquired images to the doctors and a battery (needed to 
supply the capsule)[12-13]. Figure 1 shows a picture of a capsular endoscope. 

 

Fig. 1. Picture of a capsular endoscope 

The significant development in medical diagnostics and imaging has brought up a 
lot of new capsular endoscope products coming to the health care market. The 
capsular endoscopes have been able to minimize patient discomfort and pain during 
digestive tract screening with less risk of infection and harmless to body organs. This 
kind of medical procedure is less invasive and gives a great impact compared to the 
traditional method. As it occurs with classical endoscopes, capsular endoscopy also 
has some disadvantages. For example, being a portable device, the quality of the 
images and the frame rate is usually not the same as in traditional endoscopy. In 
addition, there is the possibility that the capsule suffers an obstruction in any part of 
the digestive system [14], and for this reason, capsule endoscopy is not recommended 
for those patients suspected of having a capsular obstruction, fistulas, motility 
disorders, patients with pacemarkers or other implanted electro-medical devices, 
dysphagia, and pregnancy [15-16]. 
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The capsular endoscopes are known by different names such as wireless capsule 
camera, video pill, PillCam [12,17], EndoCapsule [13] or Sayaka [18]. Their shape 
look similar to a pill or capsule and they are able to see areas, which traditional 
endoscopes are unable to see. Capsular endoscopes also gives extra convenience to 
the patient. After swallowing one of the aforementioned capsules, the patient may 
leave the hospital and return later after 8 hours. During this long period, the capsule 
captures images along the gastrointestinal (GI) tract while the patient is continuing the 
daily activity.  

Although pill-shaped micro-cameras have existed for over 9 years by now, these 
systems are passive and are dependent to the peristaltic movement of the gastric wall to 
actively locomote. The camera takes thousands of pictures as it passes through the GI 
tract, but its position during this time cannot be controlled. Therefore, many research 
institutions around the world are exploring the possibility to have an active endoscopic 
device for medical inspection and therapy in the form of capsular robot [19]. 

Compared to traditional endoscopy, capsular endoscopy performs similar operations 
in a less invasive way. In order to functionally emulate a traditional endoscope, a capsule 
endoscope must be equipped with 3 basic functions. These functions are: 

• Vision system, which is in charge of illuminating the GI tract and acquiring 
images. The vision system is composed by at least one camera and some LEDs. 

• Communications system, which is in charge of sending the acquired images 
to the receiver placed outside the human body. It can be also in charge of 
receiving external orders. 

• Supply system, which is in charge of supplying the whole capsule. The supply 
system can be composed by batteries or by other systems like wireless power 
supplier. 

Although these basic functions are always needed, a capsule endoscope can be equipped 
with more functions (i.e. advanced functions) which will improve the diagnosis or add 
therapeutic possibilities. Figure 2 shows a scheme with the basic and advanced functions 
that can be added in a capsule endoscope and the components (sensors/actuators) 
required. Figure 2 describes also the electronics needed to enable each included function. 
The basic functions are those functions which are essential to build an operative capsular 
endoscope. Those functions have been described above. In addition, figure 2 also shows 
some of the most important advanced functions that can be added, as for example 
fluorescence, high frame rate, auto-focus/zoom, locomotion, drug delivery and biopsy. 
Basically, the fluorescent function permits a visible detection of early stage cancer by 
only adding some fluorescent LEDs to the capsule endoscope [20-21]. The high frame 
rate function permits to achieve more images of the GI tract and it also permits to 
perform the examination in real time. The autofocus/zoom functions requires the 
inclusion of a liquid lens (which is operated with high voltages), and it permits to acquire 
better images of the regions of interest. Finally, the drug delivery, biopsy and locomotion 
need special mechanism in order to perform their functions, for example it is needed a 
syringe or a pump for drug delivery, or a cutting mechanism for biopsy or some 
legs/vibration/magnetic system for active locomotion. 
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Fig. 2. Basic scheme of the functions that can be added in a capsule endoscope. It also resumes 
the required electronics needed to enable such functions. 

The inclusion of new functionalities is accompanied almost always with the 
incorporation of additional electronics in the capsule endoscope. Therefore, the space 
constraints imposed by the capsule endoscope plays an important role because they 
limit the electronics that can be added. In addition, the packaging of the electronics is 
also important. For example, enabling each function with off-the-shelf components 
requires so much more volume than designing an ASIC with specific drivers.  

The aim of this chapter is to present the architecture of an advanced capsule 
endoscope designed in the framework of the “Versatile Endoscopic Capsule for 
Gastrointestinal Tumour Recognition and Therapy” (VECTOR) FP6-European project. 
Such capsule must include some advanced functions in order to enhance capsular 
diagnosis and to enable therapeutic functions. The requirements envisioned for the 
VECTOR capsule are: 

• Improving image analysis. In order to improve the diagnosis the system has to be 
capable of performing NBI or fluorescence analysis. In the VECTOR capsule 



 Control Electronics Integration toward Endoscopic Capsule Robot 317 

these different analysis are achieved by using different LEDs in each case (e.g. 
for the Fluorescence function the capsule uses fluorescent LEDs). 

• Improving the vision system by enabling the autofocus and zoom function. 
This is achieved by adding a liquid lens. 

• High frame-rate: the state-of-the art capsules have a low frame rate. By 
increasing the frame rate the doctors are able to analyse more images. In order 
to achieve a high frame-rate it is necessary to implement a compressor 
between the camera and the transceiver. 

• Active locomotion. It permits to create space, stop and move forward and 
backwards the capsule inside the GI tract. The movement can be achieved by 
adding some legs to the VECTOR capsule or by using magnets. 

• Enabling therapeutic functions like drug delivery and/or biopsies. 

Implementation of the above functions with off-the-shelf components requires too much 
space. So, a specific solution in which a unique ASIC is used has been performed. 

2 System Architecture 

An active capsular endoscope needs the intervention of a medical doctor during the 
exploration. Guiding of the capsule endoscope is necessary to explore in detail a region or 
to do therapy. This procedure depends on the acquired images and the criteria of the 
medical doctor, therefore the possibility of a human error have to be considered. 
Nevertheless, if some robotic capabilities are added into the capsule endoscope, the 
possibility of a human error can be highly reduced. For example, if the robotic capsular 
endoscope also processes the images searching for polyps or abnormalities. The robotic 
functions can be also very useful during navigation. Such robotic functions can be enabled 
by adding a central processing unit (CPU), like a microprocessor, into the capsule. 

As the VECTOR project pursues the goal of improving capsular endoscopy by 
adding advanced functions, enabling therapy and robotic behaviour, the basic and 
essential blocks of the smart VECTOR capsule must be: powering unit, vision system, 
telemetry system, locomotion system and a CPU. The powering, vision and telemetry 
units are the basic functions for a passive capsular endoscope, however, for an active 
capsule it is needed to add the locomotion function. The CPU is required to enable the 
robotic behaviour of the capsular endoscope. 

Due to the space limitations and the low power consumption requirements, it is 
preferable to use ICs. For this reason, the trend for this system architecture is to unify 
the CPU and the locomotive system in one ASIC (the control IC). With this system 
architecture the robotic behaviour is enabled by software.  

Figure 3 illustrates the concept of the VECTOR capsule. The ASIC, the CMOS 
camera, the telemetry system and supply system are in charge of enabling the basic 
functions of an active capsular endoscope. The ASIC includes the drivers needed to 
enable advanced vision functions and locomotion. The selected actuator for enabling 
locomotion in the VECTOR capsule is a brushless (BLDC) micromotor. The most 
important feature of this actuator is that it can also be used to enable drug delivery 
and biopsy functions. Therefore, with the inclusion of a BLDC motor driver into the 
control ASIC it is possible to enable 3 different functions. 
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Fig. 3. Basic scheme showing the VECTOR capsule concept 

Figure 4 shows a representative schematic of the proposed architecture for the 
microrobotic VECTOR capsule. The next functions can be distinguished: 

• The Powering Unit, which is the most important module, since energy feeding is 
mandatory for all the other modules. A bottleneck affecting all the commercial 
capsules is the limited available battery power, providing typically 25mW for 6-8 
hours [22]. This amount of power is barely sufficient for low resolution images 
transmitted at low data-rates and certainly not enough for actuators and highly 
consuming modules. In the VECTOR capsule, a 3D inductive link is used to 
supply up to 400 mW (4). Details of the 3D inductive link can be found in [23-
24]. In order to take full advantage from wireless power transfer, an energy 
storage system is also implemented, in order to provide high current peaks when 
needed.  

• The vision system, which is formed by a CMOS camera and 16 LEDs. The 
CMOS camera acquires images while the LEDs illuminate the GI tract. In 
particular, the camera is a monolithic 320×240 active-pixel RGB/gray level 
camera-on-a-chip sensor that has been developed by Neuricam [25]. It has 
been fabricated using 0.18μm CMOS technology from UMC. 

For the illumination, the solution is to use narrow bandwidth color LEDs 
switched on alternatively at high frequency to deliver a composite white light 
illumination. This solution has the great advantage to allow recording white 
images and chromatic images with a single illumination unit. 
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• The transceiver: The endoscopic capsule needs a bidirectional data transmission 
for its correct operation, the endoscopic capsule has to receive orders from the 
medical doctors and it also has to be capable of sending the acquired data outside 
the human body. The downlink from the capsule to the outside world must be 
able to transmit a large amount of data. In addition, the available data rate 
defines the image quality of the endoscope. However, to get a high data rate one 
needs to increase the radio frequency of the carrier wave of the signal; but the 
higher the frequency, the higher the absorption of the waves by the human body. 
As the available power for the transmission is limited, a dedicated 2 Mbps FSK 
near-field transmitter has been designed and implemented to the endoscopic 
capsuled. The data error detection and correction are performed at the 
transceiver. Further details of the transmitter are given in [26].  

• The control IC, which has the control of the whole system. It controls the 
CMOS camera and the RF transceiver via the I2C bus. Taking into account 
the speed data transfers, an I2C bus has been selected to perform the 
interconnection of the different elements because it uses less wires (i.e. 2 
wires), compared to other communication strategies like SPI bus (4 wires). In 
addition, the I2C bus is standard and it is widely used. 

The control IC is also the one in charge of blinking the LEDs, driving 2 different motor 
drivers (used to enable locomotion, drug delivery and biopsy when it is needed) and 
driving a liquid lens (used for the autofocus and zoom functions).  

 

 

Fig. 4. Schematic of the proposed architecture for the microrobotic VECTOR capsule 
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As can be seen in figure 4, the ASIC does not control the compression system. 
Compression should be included in the CMOS camera or in the RF transceiver, however, 
as it will be described later, none of them include it. For this reason, in order to enable 
high frame rate it is needed to add an external element which has to be able to compress 
the acquired images and send it to the transceiver. 

3 Control IC Description 

Looking at the basic features implemented on the commercial capsule endoscope, it is 
a big challenge to keep these inherent features of the capsule camera and integrate 
additional and advanced capabilities on a robot capsule, such as active locomotion 
and an auto-focusing. Especially if it is taken into account that it is needed a mixed 
signal ASIC in order to control and manage all these devices. Moreover, Such ASIC 
must be capable of working with low voltages and high voltages. 

Beyond the trivial problems of integrating additional electronics on the same space, 
the difficulties arise to manage the actuators that enable the robotic functions. One of 
the key elements to solve such difficulties is to correctly select the technology to 
design the ASIC. For this reason, in this chapter the technology selection is detailed 
before entering in detail in the architecture of the ASIC and the design of the drivers. 

3.1 Technology Selection 

The definition of the technology for the fabrication of the ASIC is a very important part 
in the design flow. Considering that only some technologies are available in Europe at 
low cost and that not all the features of the technology are available for low-volume 
users, the technology selection has to be done at the beginning of the design flow.  

To fabricate the ASIC several technologies have been evaluated. It has been taken into 
account the integration density, the power consumption and the powering and driving 
voltages required for the capsule elements. All the technologies evaluated are available 
through Europractice Consortium or through Circuit Multi Projects (CMP) which offer 
low cost fabrication through Multi-Project-Wafer (MPW). On Table 1 there is a 
summary of technologies which can be used to design the IC for the VECTOR project. 
Deep-submicron technologies can not be used in VECTOR because the high-voltage 
requirements. 

Table 1. High Voltage Technologies Available in Europractice and CMP 

Technology L (um) Price (€) V (core) V (I/O) Runs/Year 
AMIS I2T100 0.7 600/mm2 5 5 / 100 5-EU 
AMIS I3T80 0.35 990/mm2 3.3 3.3 / 80 4-EU 
AMS CXZ 0.8 650/mm2 3.3 / 5 2.5 / 50 3-EU 
AMS H35b4 0.35 1000/mm2 3.3 / 5 20 / 50 4-EU/4-CMP 

 
The maximum voltage required for the liquid lens of the capsule is 60V, although the 

driving can be done at 50V. The high voltage technologies presented on Table 1 are 
designed to achieve voltages from 50V to 100V. Comparing these four technologies a 
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higher integration is obtained with a lower characteristic size, which is obtained with 
AMIS I3T80 and AMS H35b4. Between these two possibilities it has been chosen 
Austria-Micro-System (AMS) H35b4 technology which can work with four metals, in 
front of the three metals on AMIS technology, giving the possibility to reduce the 
interconnections complexity and also the total area required for the system. Further 
reasons to choose the AMS technology is that EEPROMs can be available in the H35b4 
technology.  

3.2 Control IC Architecture 

All the drivers and control electronics of the VECTOR capsule have been embedded 
in the same IC fabricated with a 0.35 um HV CMOS technology except compression 
and error correction.  

Figure 6 shows the architecture of the IC. The main block of the IC is the embedded 
8051 microprocessor which is the control unit (8051 IP). The inclusion of the 
microprocessor into the endoscopic capsule it is needed because it gives more flexibility 
to the system and facilitates the debug. In addition, as the functions of the capsular 
endoscope are not known in detail, the addition of a finite state machine (FSM) is 
excluded. Finally, the microprocessor permits to add robotic functions to the capsule 
endoscope. 

The microprocessor is equipped with 256 B of SRAM internal memory. It also has 2 
kB SRAM of data memory and 8 kB SRAM of program memory. This numbers has been 
selected from previous experiences [27]. After the test of the ASIC it will be possible to 
exactly determine the amount of memory that is really needed. The memory type used is 
volatile. Therefore, each time the VECTOR capsule is powered-up, the program has to be 
uploaded in the program memory area. EEPROM memories have not been selected 
because they are not available by the technology provider in the case of MPW projects. 
The programming process is carried out by the Boot Loader (BL) that interprets and sends 
binary code received from serial port to particular program memory area. After the 
program is uploaded a Power On Reset is done to the processor and configuration 
registers. Figure 5 shows a simplified diagram of how the ASIC is programmed. 

Specific peripherals have been included for each of the functions of the capsule. 
The peripherals determine the dynamic power consumption of the capsule. This 
strategy allows to administrate the instantaneous power to not overpass the powering 
capabilities. The peripherals are the time stamp control unit (TSCU), the I2C control 
unit (I2CCU), the LEDs control unit (LCU), the lens control unit (LeCU), the clock 
generator unit (CGU), the communications control unit (CCU) and two locomotion 
control units (LoCU). Detailed description of the ASIC features is given next. 

Time Stamp Control Unit: The TSCU is a simple FSM which is in charge of sending a 
synchronization bit to the transceiver. With this strategy the doctor is able to know when 
the images have been acquired. 

I2C Control Unit: The interconnections between the different elements are done using a 
standard serial bus I2C [28]. It is also possible to implement this bus with slight 
modifications. 
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Fig. 5. Simplified block diagram of the ASIC configuration during the wake up process 

Here are some of the features of the I2C bus: 

• Only two bus lines are required; a serial data line (SDA) and a serial clock line 
(SCL) 

• Each device connected to the bus is software addressable by a unique address 
and simple master/slave relationships exist at all times; masters can operate as 
master-transmitters or as master-receivers 

• It is a true multi-master bus including collision detection and arbitration to prevent 
data corruption if two or more masters simultaneously initiate data transfer 

• Serial, 8-bit oriented, bi-directional data transfers can be made at up to 
100kbit/s in the Standard-mode, up to 400kbit/s in the Fast-mode, or up to 
3.4Mbit/s in the High-speed mode. 

• On-chip filtering rejects spikes on the bus data line to preserve data integrity 
• The number of ICs that can be connected to the same bus is limited only by a 

maximum bus capacitance 
Figure 7 shows a schematic of the connections of the I2C bus. 

Comunications Control Unit: The CCU is in charge of receiving data from the 
telemetry system. It has to decode such data and send it to the microprocessor. The data 
is received at 4’8 kHz by a serial input. Therefore, the RX channel is used to send orders 
and information to the control ASIC. The communication link permits to control the 
capsule endoscope from outside. 
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Liquid Lens Control Unit: The liquid lens used in the capsule is the ARCTIC 416 
liquid lens from Varioptic. It uses two different electrodes to apply the driving signal. 
This liquid lens can be modelled as a resistor with a capacitor in series between each 
electrode. The working principle is simple, the focal of the lens is changed when it is 
driven with a PWM signal of amplitude between 30 V and 50 V. The impedance of the 
lens depends on the frequency of the driving signal, and a PWM signal of 1 kHz has 
practical utility. Figure 9 shows how the focal of the lens is changed depending on the 
applied voltage (Vrms). 

Although there are some ICs in the market which have been designed to drive the 
liquid lens [29-30], they consume too much area and, therefore, in the VECTOR 
capsule context, it is more suitable to design the liquid lens driver and implement it in 
the same ASIC where the other drivers are also placed.  

The most typical circuit to drive an actuator like the liquid lens is an H-bridge driver. 
The main drawback is that the liquid lens requires high voltages (up to 50 V). Figure 10 
shows the overall architecture of the liquid lens driver. The main element of the lens 
driver is the H-bridge (HB), which has two HV-PMOS transistors and two HV-NMOS 
transistors. The two outputs of the HB are connected directly to the liquid lens electrodes. 
The supply voltage of the lens driver (up to VDDH = 50 V) is generated by a DC-DC 
boost converter integrated partially (the inductor is external) into the SoC. The High 
Voltage level-shifters are needed to raise the driving signals to the operating gate 
voltages of the HV-PMOS transistors. Thus, the HV-PMOS transistors of the HB are 
driven with signal from VDDH to VDDH – 2 VTHP (where VTHP is the threshold 
voltage of the HV-PMOS transistor). Under normal operation the driver focuses the 
liquid lens by changing the duty cycle of the boost converter control signal. The voltage 
supply is then changed between 30 V and 50 V. The control of the driver is performed by 
a FSM which is also included in the driver. 

 

Fig. 9. 1/f versus the applied voltage at the liquid lens 
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Fig. 10. Overall architecture of the liquid lens driver 

A more detailed schematic of the boost converter is depicted in figure 11. As the 
technology used can afford 50 V, the boost converter also includes a small circuit to 
prevent the generation of a voltage greater than 50 V. Such circuit is composed by a 
resistor divider, a comparator and an AND gate. When the output voltage is greater 
than 50 V the output of the comparator supplies a logic zero to the AND gate, which 
automatically switches off the transistor M1. If the output voltage is lower than 50 V, 
the comparator supplies a logic one, and the control is performer normally by the 
FSM. 

The M1 and M2 transistors are HV transistors. The M1 transistor is HV-NMOS 
transistor used as a switch. The M2 transistor is a HV-PMOS transistor used as a HV-
Diode. 

 

Fig. 11. Schematic of the DC-DC boost converter. Outside the box are placed the external 
components 

Locomotion Control Unit: The micromotor to be used in the capsule endoscope is a 
micro BLDC motor SBL04 (4mm diameter) from Namiki. It is a very attractive solution 
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for engineers working in micro technologies and medical field, servo lens and 
micropumps. The strong construction allows the operation also in extreme environmental 
conditions. In combination with planetary geared SPG04, 4 different reduction ratios, the 
micro motor is suitable for a wide range of applications [31]. 

The driver of the Namiki motor is based on a 3-phase structure. This driver is the 
most popular and simplest solution for the control of the BLDC motor. Figure 12 
shows the driver composed by 6 MOSFETs and controlled by 6 different signals [32]. 
Usually the MOSFETs are accompanied with a schottky diode in anti-parallel in order 
to manage the current generated in the inductance of the motor when one of the 
driving transistors is switched-off. Basically, the diodes maintain the transistors in the 
safe operating area (SOA). The better size reduction of the motor driver is achieved 
eliminating this external component. Despite its simplicity, it is needed to pay 
attention while designing the driver in order to minimize the gate voltage and the  
size of the transistors and, more important, to avoid freewheeling currents in the chip 
[33]. 

The motor works feed by current. When one phase has an input current, the second 
phase has an output current, and the third phase remains inactive. Alternating these 
phases the motor works properly. According to figure 12, in one stage the transistors 
1 and 5 are switched on (a). Hence, the current flows through transistor 1 to transistor 
5. In the second stage, transistor 5 is switched off and transistor 6 is switched on (b). 
In this case the current flows through transistor 1 to transistor 6. When going from (a) 
to (b), e.g., when transistor 5 is switched off, the parasitic inductance of the  
motor induces a freewheeling current that goes through the anti-parallel diode of 
transistor 2. 

As commented, in order to reduce the area of the driver the diodes are not used. If no 
external diodes are used the freewheeling current must be driven by the parasitic anti-
parallel diode of one of the MOSFETs. This implies a large quantity of current going into 
the substrate and, if possible, this current must be avoided or reduced. Therefore, the 
driving strategies used to avoid or reduce freewheeling currents in the design of a typical 
3-phase driving structure with the h35 CMOS technology of AMS are: 

• To implement a Synchronous Rectification (SR) with the controller [34-35]. 
• To control the induced freewheeling current by accurate control of the driving 

transistors [36]. 

In this case, the control of the induced freewheeling current by an accurate control of 
the driving transistors was selected because the control is simpler than in the SR 
solution. Further details of this controlling method are given in [36]. 

Figure 13 presents the architecture needed for the driving of the motors. The 
charge pump is in charge of generating up to 5 V and the level-shifter are in charge of 
adapting the controlling digital signals from the level 0 - 3.3 V to the level 0 - 5 V. 
Operating the transistors of the 3-phase inverter with 5 V gate voltage allows the use 
of smaller transistors compared with 3.3 V driving.  
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Fig. 12. Scheme of the basic function of the motor in two consecutive steps 

The charge pump is based on the Dickson-style charge pump [37] (Figure 14). It is 
designed for low voltage applications and has low power consumption. To generate 
any supply signal from 0 to 5 V, the charge pump must be supplied with an external 
voltage between 0 and 1.8 V. The maximum power consumption is achieved when it 
is supplied by 1.8 V (an output of 5 V) and it is of 0.45 mW. 

The driver is also equipped with a feedback stage to perform a sensorless control 
based on the measurement of the back electromotive force (BEMF) generated at the 
motor. The feedback stage is composed by three comparators and a R-2R digital to 
analog converter (DAC). Each comparator senses each motor phase. The DAC 
generates the voltage reference for the comparators.  

Finally, in normal operation, the driver is programmed with a start-up sequence, 
and configured to achieve the maximum speed possible. The start-up sequence 
consists of aligning the rotor to a known position and soon afterward commutating it 
in slow speed. This start-up sequence is necessary to generate BEMF feedback from 
the motor coil, because BEMF feedback can only be detected when the rotor turns. If 
everything goes well and the BEMF reading shows an adequate value, the next 
commutation should be triggered by the incoming BEMF signals. The proper BEMF 
reading can be achieved through skipping one electrical commutation ahead by 120 
degree and waiting for the zero crossing on the respective floating coil. 

(b) 

(a) 
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Fig. 13. Architecture of the motor driver 

 

Fig. 14. Schematic of the charge pump 

4 Implementation Results 

The die photo is shown in figure 15a. The size of the SoC is 5.1 mm x 5.2 mm. The IC 
needs 2 externals capacitors of 36 nF and 300 nF, and an external inductor of 220 uH for 
its correct operation. The test of the ASIC has been performed using a wired VECTOR 
capsule prototype equipped with 8 mini-legs and 4 white LEDs. The procedure for 
testing was straightforward on an experimental board comprising one microcontroller 
and the ASIC. The microcontroller (PIC18F2550) is used to configure the ASIC each 
time we want to experiment with new programs. On the test bench, three connectors for 
BLDC motors and LEDs are connected to the ASIC. Further details of the test are given 
in [38-39]. 
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Fig. 15. a) Die photography. b) Image of the Test board and the Capsule prototype. 

A graphical user interface (GUI) application written in JAVA language has been 
developed to communicate with the PIC18F2500 through USB port. Figure 15b shows 
the VECTOR capsule prototype connected to the experimental board. In the 
accompanying video it is shown how the capsule opens and closes the legs while the 
illumination is turned on and off simultaneously. 
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The wired capsule prototype allows us to measure the power consumption. Figure 
16 presents the measured power consumption of each task performed by the 
VECTOR capsule prototype. The tasks are enabled/disabled by the microprocessor. 
The maximum power demand is in the LoCU module. Each BLDC motor is 
connected to 4 legs. Therefore, it is possible to move 4 or 8 legs. The power 
consumption of the motor during the start-up is higher than in the stationary. 
However, the start-up does not alter the behavior of the VECTOR capsule because it 
is done in a short time (i.e. 10 ms).  

 

Fig. 16. Measured power consumption 

Nevertheless, more exhaustive tests have been performed on the liquid lens driver 
and in the BLDC motor drivers in order to determine the correct operation of each 
block. 

In the liquid lens driver the most problematic device is the boost converter, because 
if it fails it is required to use an external high voltage generator, which cannot be 
added in the capsule.  

The DC-DC boost converter reported good results compared. An output of 50 V is 
achieved using a capacitive load at the output and 3.3 V at the input. Figure 17 shows 
the output voltage achieved using two different duty cycles (0.85 the red points and 
0.7 the black ones) and different resistive loads connected at the output. 

Although the liquid lens is not able to supply high voltages with low resistive 
loads, it is able to supply up to 50 V to the liquid lens. For this reason, the test of the   
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full driver was prepared. The liquid lens has two electrodes in the external shape, for 
this reason it is needed to prepare a special board to connect the liquid lens in the right 
way. Figure 18 shows the boards used to connect the liquid lens 

 

Fig. 17. Output voltage of the DC-DC boost converter versus the resistive load connected at the 
output. Results obtained using a duty cycle of 0.85 (red points) and a duty cycle of 0.7  
(black points) 

Figure 19 shows the test platform used for testing the complete system. It contains 
the liquid lens, a camera used to acquire images, the ASIC and the supplies sources 
needed to supply the ASIC. The liquid lens is in front of the camera, therefore it is 
possible to change the focal of the liquid lens and acquire different images with 
different focals. 
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Fig. 18. Board uses to mount and test the liquid lens 

 

Fig. 19. Board uses to mount and test the liquid lens 

The test consisted in generating an increasing voltage from 30 V to 50 V and 
applying the control signals generated by the driver to the liquid lens. With this 
strategy, it is possible to see how the focal of the liquid lens changes because the 
camera is acquiring images. Using this methodology, different images were acquired 
per different focals (i.e. different supply voltages). Figure 20 shows two pictures 
acquired by the camera using the liquid lens with a supply voltage of 30 V and 48 V. 
It can be seen that in the first image the liquid lens is not focalized while in the second 
image the liquid lens is focalized. 
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Fig. 21. Start-up of the improved driver using 12 steps to align the rotor 

5 Conclusions 

The next step needed to make capsular endoscopy the golden standard procedure in 
endoscopy consist in improving the diagnosis functions and enabling therapeutic 
functions. The solution proposed in this chapter consists in equipping a capsule 
endoscope with robotic functions. Such robotic functions can be enabled by equipping 
the capsule endoscope with more sensors and actuators, needed to increase the 
capabilities, and adding a control system, which will control such sensors and 
actuators. Instead of using multiple chips, the solution has been to concentrate all the 
control electronics in a unique chip which is able to generate high current and high 
voltages required for today actuators in microrobotics. 

In addition, the ASIC can be programmed with an RTOS which permits to control 
the capsule robot in real time. This allows the capsule robot to act according to the 
input stimuli and devote more efforts to events which are more important. 

The microrobotic solution improves the medical diagnosis because the doctors 
have a total control of the endoscopic robot. This provides better accuracy during the 
exploration because the capsule robot is able to approach and focus over the desired 
section of the GI tract. Furthermore, thanks to the active locomotion, it is possible to 
do a faster exploration, compared with existing solutions. It permits to exclude the 
heal area and a faster approaching to the diseased area. However, the microrobotic 
solution has still some problems due to space limitations and power consumption 
requirements. 
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Although miniaturization of sensors, actuators, control electronics, telemetry 
system, wireless power system, compression system, CMOS camera and illumination 
system is a fact, the inclusion of all these elements in an small capsule of reduced 
dimension is still a challenge. In particular, for the presented microrobotic solution, 
the size of the capsule robot is d 10mm and length 33 mm, which is bigger than the 
state of the art capsule endoscopes. Furthermore, the addition of so many elements to 
the capsule robot increases the power demand. Despite the fact that the wireless 
power system is capable of supplying 400 mW, it is not enough power for the capsule 
robot to perform more than one task simultaneously. Besides, the addition of the 
compression to the presented capsular endoscope introduces a problem because it 
cannot be integrated in the control IC due to the technology selection. It was finally 
implemented in a small FPGA (silicon blue FPGA), however the best solution is to 
integrate it in an IC specially devoted for this operation. 

In conclusion, although the trend in capsular endoscopy is to equip the capsule 
endoscope with robotic functions and increase diagnostic and therapeutic capabilities, 
current limitations of space and power consumption makes this solution unfeasible at 
the moment. For this reason, new solutions have to be applied. 
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Abstract. Interactive virtual paint systems are very useful in editing all kinds of 
graphics artwork. Because of the digital tracking of strokes, interactive editing 
operations such as save, redo, resize etc. are possible. The structure of artwork 
generated can be used for animation in artwork cartoons. A novel System-on-
Chip Smart Camera architecture is presented that can be used for tracking 
infrared fiber based brushes as well as real brushes in real-time. A dedicated 
SoC hardware implementation avoids unnecessary latency delays caused by PC 
based architectures, that require communication-, PC and GPU frame-buffer 
delays, thereby considerably enhancing the interactivity experience. The system 
is prototyped on an FPGA. 

Keywords: System-on-Chip, SoC, FPGA, digital painting, active canvas, 
animation, cartoons, artwork, editing, Video Processing, HCI, human-computer 
interface, real-time, Smart Camera, embedded video, FTIR, video pipeline.  

1 Introduction 

During the centuries several kinds of art and graphics representations have been in use 
up till today. Most of the artwork is still produced by means of traditional tools such as 
pencil and paint-brushes. Since the introduction of graphic computer displays, software 
painting applications have been developed [1]. Most current computers provide 
software where simple paintings can be made by means of a computer mouse, a touch 
screen or a stylus/tablet input device. Usually a color bit-map file is generated by the 
input device by adding and combining one or more bit-map layers of the canvas and 
the virtual brush at the mouse pointer or pen-stylus cursor. 

The most widely available paint systems make use of the “rubber stamp principle”. 
This means that a specific two-dimensional image “a stamp”, with texture, size and 
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color is attached to the mouse or stylus cursor. When moving the mouse or drawing 
pen over the canvas, the image of the “rubber stamp” is added to the background 
bitmap image. 

The use of computers in art- and graphics image creation has several advantages. 
The artwork can be saved for later retrieval. It is also possible to edit the artwork to 
adapt it better to the ideas of the artist or graphics designer. Mistakes can be coped 
with in an easier way by means of “undo” operations. Parts of designs can be selected, 
copied and pasted to generate other images. When individual strokes are recorded and 
represented as parametric curves, they can be manipulated afterwards by the user, to 
adapt the shape and size. An even further step is the composition of artwork for use in 
the generation of moving images and cartoons [18,19]. 

Besides simple “rubber-stamping” based paint systems more complex models have 
been developed over the years as discussed next. 

1.1 Active-Canvas Digital Paint Methods 

More detailed models for digital painting have recently been developed which attempt 
to mimic the real painting process using detailed simulation of the complex interaction 
between brushes and the paint canvas. These are so-called "active-canvas" methods. 
They model the paint as a solvent fluid that can flow and evaporate and that contains 
color pigments and  a fixation binder glue. The pigments are small 10..150nm particles 
having their own dispersion and color characteristics. The canvas is characterized by 
its non-uniform texture and solvent/paint absorption characteristics. 

Curtis e.a. [2] introduce an empirically based watercolor  paint system that is based 
on an ordered set of translucent glazes. Each wash is simulated by three layers: a 
shallow-water layer, a pigment deposition layer and a capillary layer where the water is 
absorbed by and diffused in the paper. Hereby all kinds of water-color effects such as 
wet-on-wet and wet-on-dry, dry-brush effects, edge darkening, backruns, granulation 
and separation of pigments, flow patterns etc. can be simulated. This process is based 
on the finite element simulation of the Navier-Stokes fluid-dynamics equations, 
Poisson diffusion equations and Kubelka-Munk color model. The IMPaSTo system [3] 
specifically models paint methods such as oils, acrylics or gouache, based on a 
conservative advection scheme that simulates the basic dynamics of paint. These 
physical based painting models are computationally very intensive, posing a problem 
for real-time execution. Van Laerhoven e.a. [4] realized new algorithms suited for the 
real-time execution on GPUs (Graphics Processing Units). The above methods [2-4] 
are all based on differential equations like Navier-Stokes and Poisson, describing the 
macroscopic effects of the paint dynamics. Numerical integration methods of the 
differential equations based on forward Euler can result in unstable behavior in case of 
fast changes (fast brush strokes). Backward Euler based methods on the other hand, 
although stable, require a number of iterations, adding to the computational 
complexity. To cope with these problems, Chu e.a. [5] introduced the use of the 
Lattice-Boltzmann equations for paint-simulation, modeling the physics of the 
movement of paint particles at a mesoscopic level. This method is implemented on 
GPU's and can model the physics of ink flow in absorbent paper. 

A massively parallel hardware implementation of the Lattice-Boltzmann model for 
active canvas simulation has recently been prototyped making use of FPGA’s [20]. 
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1.2 Artist-Computer Interfaces for Digital Paint systems 

To create digital paintings, a computer mouse can be used. Although computer mice 
have proven their usefulness in a lot of daily computer tasks, the expressiveness for 
digital painting is rather limited. Computer mice only record relative movements and 
have little expressiveness for pressure input. Therefore professional artists currently 
prefer tablets and stylus pens. These systems have a good absolute accuracy with 
respect to the drawing tablet and also provide a measurement of the drawing force 
along the axis of the pen stylus shaft. This allows paint programs to model the force 
exercised on the pen tip while drawing and consequently generating thinner or thicker 
pen strokes depending on the force employed by the artist. 

Mueller [9] describes a real-time painting system based on frustration of internal 
reflected light in a prism. The light in the prism is generated, via an optical setup, by 
the scan signal of a CRT (Cathode Ray Tube) image. The frustrated light generated by 
a drawing utensil can be detected by a (photo multiplier) light sensor in a synchronous 
way with the CRT scan signal. This enables a quasi real-time brush detection. The 
rendering of the painting result on the screen is not co-located with the drawing 
surface. 

Greene [6] introduced the drawing prism, commercialized under the name OptiPaint 
[7]. This is a drawing system built around a prism. One side of the prism is used as a 
drawing surface. Wet brushes and other drawing tools can be detected by means of 
frustration of a light source which is normally reflected on the drawing surface side of 
the prism by means of total internal reflection.  The frustrated light caused by the 
contact of drawing tools is captured by means of a video camera located at an other 
side of the drawing prism. This system requires a setup with a bulky optically 
transparent prism of which one side is at least the size of the drawing surface and the 
other side is at least large enough for enabling a good imaging by a video camera. The 
aspect ratio of the camera side deviates from the standard aspect ratios of video 
cameras, thus requiring a special optical setup or camera design. The rendering of  
the painting result on the screen is separate from the drawing surface [6,7] just like the 
method of Mueller [9].  This means that a user is drawing or painting on a tablet or 
surface where he/she does not directly see anything of his/her artwork. The 
coordination of drawing on one surface and viewing the result on a separate screen 
requires special training and concentration. It is not intuitive to users. 

Carver Mead et al. [8] proposed a paintbrush stylus sensed by a capacitive sensor 
array. Because of the resolution of the capacitive sensors the main input parameters are 
the coordinates. Because of the capacitive sensing mechanism only electrically 
conductive brushes can be used in this system. The capacitive sensor technology is 
what is used in current tablet computers and smart phones such as the Apple iPad and 
iPhone. 

Electro-magnetic tablets are probably the most widely used input devices for paint-
systems. In Wacom tablets, in one phase, two orthogonal grids of wires generate 
alternating and localized electromagnetic fields on the tablet. This transfers some 
energy to an LC tank inside the stylus pen. This energy is used in an other phase to 
generate an electromagnetic field from the pen that can than be sensed by the same 
orthogonal grid of wires in the tablet. These tablets can generate an accurate stylus 
position and can also often sense the one dimensional force in the direction of the 
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stylus axis. By using a layer of optically transparent wires on top of an LCD display, 
the Wacom Cintic system [10] integrates the input tablet with the drawing screen. This 
provides direct feedback of the drawing result under the pen tip. Because tablet based 
systems use stiff styluses, painting with a stiff stylus is different than painting with real 
brushes with flexible tufts made of camel, hog, squirrel hair or other natural or 
synthetic fibers. In Western painting and Chinese calligraphy, the specific movement 
and deformation of the brush tuft is crucial for achieving special effects. Although 
some tablet systems [10] provide co-located drawing input/painting display, they suffer 
from the distance between the drawing plane and the display plane which causes a 
parallax effect. Depending on the relative position of the artists, the pen tip and its 
drawing result on the screen will be different.  

 

Fig. 1. Infrared brushes used in the IntuPaint system [12] 

The IntuPaint system [12] uses electronic brushes with bristles made of optically 
transparent fibers (Fig. 1.). An infrared light source inside the brush propagates light 
through the transparent fibers by means of total internal reflection. The light exits at 
the bristle tips. When IntuPaint brushes are in contact with a diffuser screen, the tuft 
footprint and position can be imaged by an infrared camera behind the screen.  In 
IntuPaint, the diffuser screen is used to display the result of painting, thereby providing 
co-located input/display. By using a brush with bristles, an artist can exploit the 
deformation of the brush tuft during drawing by brush movements, inclination and 
pressure on the canvas. Fig. 2. shows the system in use. Because of its infrared light 
emission operating principle, the IntuPaint system requires specially built brushes and 
drawing tools.  
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Fig. 2. IntuPaint system [12] in use 

All previous methods still limit artists in their expressiveness in comparison to 
traditional painting with brushes and paint. To solve this problem, the authors have 
introduced the FluidPaint system [13]. Both the IntuPaint and the FluidPaint system are 
built on top of physical based painting simulation software [4] running on a high-end 
GPU powered PC. The novelty of FluidPaint is that it uses real brushes on a co-
located painting input/display canvas surface. To enable the real-time and low-latency 
virtual painting, a dedicated Smart Camera based SoC architecture has been developed 
and is presented in this paper.  

In Section 2, the system setup of the FluidPaint virtual painting system with real 
brushes is presented. In Section 3 the usage of the Smart Camera is introduced. The 
Smart Camera hardware architecture and prototype is presented in Section 4. Section 5 
formulates conclusions and further work. 

2 Virtual Painting with Real-Brushes 

FluidPaint is a novel digital painting system that operates with real brushes. In this 
section the operation principle of FluidPaint is briefly described. The reader is referred 
to [13] for a more in-depth presentation and user tests. 

The FluidPaint paint canvas constitutes the key component of the system. It is a  
3-layered system as shown in Fig. 3.  

Layer 1 consists of a 0.6mm thick transparent surface layer. On the four sides of the 
transparent layer there is an array of 950nm infrared (IR) LEDs, introducing IR light 
inside the transparent layer, which acts as an optical waveguide. This IR light is 
propagated in the layer by means of total internal reflection and normally exits the layer 
at the other side.  

Layer 2 consists of a diffuser screen. A projector positioned below the paint canvas 
can project an image of a painting on the diffuser screen (Fig. 2).  

Layer 3 is a transparent support layer giving mechanical strength to the drawing 
surface. 
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Fig. 3. Operation principle of the FluidPaint digital painting system 

 

Fig. 4. FluidPaint global system setup 

Fig. 4. illustrates how the paint canvas is set up as a painting system. Two mirrors 
(M1 and M2) are used for folding the optical projection path of the projector. A hot 
mirror placed before the projector lens blocks the infrared light emitted by the 
projector. Fig. 5. is a photograph of the side view of the actual FluidPaint prototype. 
The bottom side of the paint canvas in use and mirror M2 is clearly visible. 



 Smart Camera System-on-Chip Architecture for Real-Time Brush Painting 345 

 

Fig. 5. Photograph of the FluidPaint System Setup 

 

Fig. 6. Left: dry brush A (12mm) and wet brush B (10mm). Right: the infrared footprint of the 
two brushes. Notice the clear footprint  image for the wet brush B caused by frustrated total 
internal reflection. Dry brush A does not generate a footprint image. 

When a wet brush makes contact with the top layer, as illustrated in Fig. 3, the IR light 
inside the top layer is not internally reflected anymore and can propagate outside the 
layer and propagate inside the water in the wet brush until it arrives at the brush bristles. 
Here the IR will be scattered in different directions according to the bristle structure. An 
IR camera placed below the screen can capture this IR image. It is in fact a footprint of 
the brush contact surface as illustrated by brush B in Fig. 6.. When a dry brush is put into 
contact with the surface layer, there is nearly no optical contact and consequently the 
light inside Layer 1 remains internally reflected and is not frustrated. Consequently no 
image is visible by the IR camera as is illustrated by brush A in Fig. 6.. When using wet 
brushes, wet traces are left on the drawing surface. As shown in Fig. 3 these waterfilms 
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do not frustrate the internal IR light reflection. At the interface of the Layer 1 surface and 
the waterfilm the IR light leaves Layer 1 and propagates further inside the waterfilm 
under a similar angle. When it reaches the top of the waterfilm it is internally reflected 
again and propagates back into the transparent Layer 1. 

This input method of painting with real and wet brushes results in a feeling and 
expressiveness like in real-world painting. The feeling and brush-hand feedback to the 
artist is similar as when painting with real paint. The IR camera only images the brush 
contact surface. During real painting it is also only the contact surface that really 
matters. The image of the contact surface images the real brush and bristle structure in 
the contact zone. Such a brush footprint can be very well used in physical model based 
painting systems [4]. This enables an artist to express very small nuances due to the 
specific brush movements and complex tuft deformation during the act of painting. 
The painting input and rendered painting canvas display is co-located. The artist 
directly sees the result of the painting under the brush as illustrated in Fig. 7. In Fig. 8 
the bristle structure dependent brush stroke output and paint result is visible. 

Although also based on the principle of total internal reflection, multi-touch systems 
as introduced by Han [17] are not directly usable for painting like the 3-Layer structure of 
FluidPaint. These multi-touch systems usually consist of a ~1cm thick transparent acrylic 
layer with IR leds on the side. On top of this acrylic layer there is a "compliant layer", 
usually made of silicone. On top of the compliant layer is a diffuser screen. Touch is 
detected by the IR light frustration of the contact points of the middle silicone with the 
bottom acrylic layer. Using a brush on such a system requires an unnatural high force 
from the brush to make contact through the diffuser screen and through the silicone layer 
with the acrylic layer. No detailed footprint as in FluidPaint is possible with such a 
system. Multi-touch systems without compliant layer have also been realized. They 
consist of a ~1cm thick acrylic layer with a diffuser screen under it. Although here wet 
brushes could be used like in FluidPaint, the distance (~1cm) between the brush contact 
surface and the diffuser screen is too high, resulting in a very unclear and blurred image 
below the diffuser screen and would also reintroduce an undesired parallax. 

 

Fig. 7. Interactive Painting in FluidPaint with real wet brushes 
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Fig. 8. FluidPaint screenshot showing how the bristle structure of the brush influences the 
rendered painting result on the virtual canvas 

2.1 Smart Camera Usage 

The constant evolution in VLSI technology expressed by Moore's Law is an enabler for 
the complete integration of Systems-on-Chip (SoC). Because of the use of compatible 
silicon technologies, several applications already integrate CMOS cameras and image 
processing in Smart Cameras [16] on the same SoCs [11]. A widely used Smart Camera 
SoC is the PixArt infrared blob-position detector in the Nintendo Wii remote controller. 
In this section the usage of a Smart Camera in the FluidPaint digital painting system is 
presented. 

The first prototype of the FluidPaint system [13] made use of a standard machine 
vision camera. It was a PointGrey GRAS-20S4C camera with an IEEE 1394b FireWire 
interface to the host PC. Using standard cameras has the advantage of fast prototyping. 
The disadvantage is however that in applications such as digital painting, there are very 
stringent real-time requirements, both on the overall processing time as well as on the 
latency between brush input and processed display reaction. A standard machine vision 
camera sends full images to the PC, where further image processing is to be done to 
detect the brush footprint images and positions. It is well known that streaming video 
data and real-time image processing are very computation intensive. Delays in a 
traditional video pipeline occur in the camera, the transmission via Cameralink, Firewire 
or Ethernet, the capture in the receiving PC, the preprocessing, the transfer from the PC 
memory to the GPU memory and the displaying. In addition, standard cameras add 
delays between the capture of the image in the camera sensor and the delivery of the 
image processed results to the painting application. This delay which usually consists of 
several frame periods, causes a latency between painting with a brush and displaying the 
result on the screen. This is noticed by the fact that the paint on the canvas screen does 
not immediately follow the brush movements. 

As the application PC is already very occupied with the paint simulation software, 
the combination with the camera image streaming communication and processing 
limits the real-time simulation effects. 
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A Smart Camera SoC architecture can 1) perform the required image processing in 
hardware and 2) reduce the delay time from image capture to processing. 
Implementing the image processing in dedicated hardware relieves the host PC from a 
compute intensive part, but also allows to reduce the required communication to the 
brush position and footprint only. The direct processing of the image data in hardware 
can avoid the use of unnecessary frame buffers in the camera and the PC. In a SoC, 
frame buffers can be reduced to the absolute minimum and can directly be employed 
for the required image processing at hand. In case of a controlled environment lighting, 
frame buffers could even be avoided. 

An SoC architecture also allows for a direct per-frame camera control without lost 
frames. Hereby the SoC can directly change the camera field of view, shutter times, 
gains, black level calibration etc. 

3 Smart Camera SoC Architecture 

3.1 Image Processing Pipeline 

An infrared camera captures the image of the contact of the wet brush with the canvas 
as shown in Fig. 6. Image processing [14,15] and segmentation enable the accurate 
determination of the brush location on the canvas and the determination of the detailed 
brush footprint image. The segmented brush footprint image is the input for the 
physical model-based paint simulation software [4]. 

The image processing consists of the following actions: 

• Preprocessing of the sensor data. 
• 5x5 Low pass Gaussian filter. 
• Background subtraction. 
• 5x5 Population thresholding. 
• Contrast enhancement. 
• Segmented Footprint Center of Gravity Determination. 
• Brush footprint image identification. 
• Camera/Screen image rectification. 
• Transmission to PC application. 

The first steps in the image processing isolate and enhance the image of the footprint. 
The location of the footprint could be determined by its edges or its horizontal or 
vertical histograms. In order to obtain a more accurate and stable position 
determination, the center of gravity of the footprint is determined. The footprint image 
around this center of gravity is transmitted to the painting application on the PC. 
Painting applications can make use of this property. 

The co-location of the brush input/canvas screen requires a transformation of 
camera coordinates to screen coordinates of the projector. Careful placement of the 
mirrors M1 and M2 (see Figure 2.) can generate a rectangular projector image 
corresponding to the canvas screen. It is however very difficult to position the camera 
so that its canvas field of view corresponds to the projector canvas field of view.  
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Distortions due to the other placement of the camera, due to lens distortions (cushion 
effect), due to different pixel densities etc. need to be compensated. This camera image 
rectification is done by a grid of calibrated control points in which camera coordinates 
are transformed to projector coordinates by means of bilinear transformation [15]. 

3.2 Smart Camera SoC Processor Architecture 

Fig. 9 illustrates the Smart Camera architecture. The architecture consists of a 
programmable interconnect fabric that allows the flexible arrangement of image 
processing operations in a pipeline. This architecture supports the operators required 
by the Image Processing Pipeline: camera preprocessing, lowpass Gaussian filtering, 
Background subtraction, Population based Thresholding, Contrast enhancement, 
Center of Gravity Calculation, Histogram calculation. The 5x5 lowpass filter and the 
5x5 population thresholding operators use on-chip line buffer memories. Two 
independent DRAM frame buffer based memories can be used. A first frame buffer 
stores the background image for background subtraction. This background image is 
used for an adaptive background determination by means of a first order IIR (Infinite 
Impulse Response) temporal image filter. This can be interesting in environments with 
(slowly) changing infrared background lighting. A second frame buffer is used to store 
the incoming image. After the location of the brush has been determined, the brush 
position and footprint image are sent to the host PC via a direct Ethernet link. 
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The image sensor camera and all of the image processing operators and 
communication are controlled by a 32 bit RISC processor. The processor can also 
communicate via a USB link to the host PC. In this way the application PC can 
indirectly control all of the functions in the Smart Camera system. 

Due to transportation, the camera/projector setup could become misaligned. 
Therefore four 950nm infrared LEDs have been placed on the corners of the lower side 
of the canvas screen. The RISC processor can control these LEDs and their location 
determination. In this way the camera coordinates can automatically be aligned with 
the projector screen coordinates. 

infrared
Calibration

LEDs

Drawing Screen

 

Fig. 10. Calibration LEDs for direct camera/projector alignment 

3.3 Prototype Implementation 

The Smart Camera SoC architecture has been designed using Verilog and implemented 
on an Altera Cyclone II EP2C70 FPGA.   

A 5 mega pixel (2592x1944) digital camera is used with an infrared sensitive lens 
and 950nm infrared bandpass filter. The camera can be programmed in resolution and 
field of view. The camera has on-chip 12-bit ADC and is used in our application at its 
maximum parallel pixel output rate of 96 MHz. The frame rate is determined by this 
maximum output speed, by the resolution chosen and by the shutter width. The full 
resolution frame rate is 15 frames/sec. At 640x480 VGA resolution frame rates of 150 
frames/sec are possible. In our application we use a camera resolution of 1024x768 
pixels for the brush image capture. This resolution and the field of view matches the 
resolution and the field of the projector. With this resolution a frame rate of 60 
frames/second is used. There is a tradeoff between footprint resolution and frame rate. 
Higher resolutions and higher frame rates result in lower shutter times and weak 
lighting of the image sensor. 

Using the image processing pipeline, described in the previous section, the brush 
position is determined by a real-time center-of-gravity calculation of the segmented 
footprint image. This is calculated immediately after the last pixel of a frame has been 
received. During the vertical blanking period of the camera, the footprint image around 
the center-of-gravity is retrieved from memory and sent to the application PC as UDP 
packets over the Ethernet connection. 

The synthesis results with Quartus II 9.0 are shown in the Table 1: 
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Table 1. Synthesis Results Overview 

Description  

Total logic elements 12,867 

Total combinational functions 11,547 

Dedicated logic registers 4,891 

Total registers 5,012 

Embedded Multiplier 9-bit elements 7 

Total memory bits 724,548 

A 50 MHz NiosII/e processor is used as a 32 bit RISC processor for the overall 
control. For the Gaussian lowpass filtering power-of-two coefficients are used to 
economize on multipliers. Completely programmable coefficients would also be possible 
as in the current prototype architecture only 2% of the available multipliers are used (7 / 
300). 

The frame buffers for the storage of the current image and background image are 
implemented in ISSI DRAM memories. In case of controlled lighting environments 
both frame buffers can be left away. 

3.4 User Experience 

The user interface to the FluidPaint real-brush based painting system is very obvious 
and self explaining. As even young children are familiar to the water paint paradigm, 
they can use the FluidPaint system immediately (Fig. 11). 

 

Fig. 11. Without any previous training, 4-year old Ann and 6-year old Ryan can use the water 
and real-brush based intuitive FluidPaint system in seconds 
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Fig. 12. FluidPaint painting artwork made in 30 minutes 

A number of test persons, that never used the FluidPaint system before have been 
invited to make paintings. For each test 30 minutes were provided. Fig. 12 shows a 
painting made by artist Karel Robert. All test persons found the system to be very 
intuitive in its use. 

4 Conclusions and Further Work 

The Smart Camera SoC removes several frame period delays in the image transmission 
and processing chain for determining the brush footprint in the real-time real-brush 
FluidPaint system to a maximum of a single frame delay. It frees up the processing 
power on the host PC thereby drastically enhancing the response time of the overall 
system. 

User interaction tests are planned in the future to evaluate the Smart Camera 
enhanced FluidPaint system and to get feedback on possible future improvements. 

As the architecture has been designed in the Verilog HDL, it can be integrated 
together with an image sensor on the same CMOS chip as a Smart Camera System-on-
Chip. Further research focuses on setting up a generic architecture for Smart Cameras 
in such a way that vision processors can easily be configured for other applications as 
well. 
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