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Abstract. Many research work in cost-sensitive learning focused on
binary class problems and assumed that the costs are precise. But real-
world applications often have multiple classes and the costs cannot be ob-
tained precisely. It is important to address these issues for cost-sensitive
learning to be more useful for real-world applications. This paper gives
a short introduction to cost-sensitive learning and then summaries some
of our previous work related to the above two issues: (1) The analysis
of why traditional Rescaling method fails to solve multi-class problems
and our method Rescalenew . (2) The problem of learning with cost in-
tervals and our CISVM method. (3) The problem of learning with cost
distributions and our CODIS method.

1 Introduction to Cost-Sensitive Learning

1.1 Unequal Costs

Machine learning and data mining methods often aim at minimizing error rate.
This implies that the costs of different misclassification errors are all equal. But
in many real-world applications misclassification costs are often different. For a
guard system, it is very dangerous to let in a stranger by mistake while a false
alarm can be endured. In medical diagnosis, the cost of misdiagnose a patient
having a life-threatening disease being healthy is much larger than the cost of
misdiagnose a healthy person as a patient.

Here are two real applications of unequal costs. The first one is the network
intrusion detection problem of KDD Cup 1999 [11]. The goal is to detect four
types of network intrusions from normal connections: DOS (denial-of-service),
R2L (unauthorized access from a remote machine), U2R (unauthorized access to
local superuser (root) privileges) and probing (surveillance and other probing).
The costs of different types of classification errors are different. For example, the
consequence of giving access to a R2L connection is much more serious than to
a probe one.
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In this application, the costs are only dependent on classes. That is to say,
the costs of misclassifying the examples of one class to another class are all the
same. This kind of cost is called class-dependent cost, and it can be represented
by a matrix which is called cost matrix.

The second one is the donation problem of KDD Cup 1998 [11]. The task
is to send promotions by mail to potential donors to achieve maximum benefit.
The donation amounts are different for different person. Some people will donate
more than $100, some people will donate about $5, while some others will not
donate at all resulting a loss of $0.68 of sending a mail. Therefore, the cost of
missing a major donor is quite larger than missing a common one, and sending
to those who will not donate will lose money.

In this application, there are two classes, i.e., donor and non-donor. The cost
of sending a mail to a non-donor is mail cost, and the benefit of sending a mail to
a donor is donate amount−mail cost. So the costs dependent on examples. This
type of cost is called example-dependent cost. It is different from class-dependent
cost and cannot be represented by a cost matrix.

1.2 Formulation

Cost-sensitive learning tries to minimize total cost instead of error rate to handle
unequal costs.

Suppose X is the d-dimensional input space and Y is the output space with
y ∈ {1, 2, ..., c}. When costs are class-dependent, a training set S = {(xi, yi)}n

i=1

are i.i.d. drawn from distribution D over X×Y . Assume the cost of misclassifying
an i-th class example to j-th class is costij . The learning goal is to learn a
hypothesis h : X → Y to minimize the expected cost:

argmin
h

E(x,y)∼D[costyh(x)]. (1)

When costs are example-dependent, let cost(x, y, y1) denote the cost of predict-
ing example x belong to class y to class y1, and C̄x,y denote the cost vector of
[cost(x, y, 1), . . . , cost(x, y, c)]. Then, a training set T = {(xi, yi, C̄xi,yi)}n

i=1 are
i.i.d. drawn from distribution D over X ×Y ×R+c. The learning goal is to learn
a hypothesis h : X → Y to minimize the expected cost:

argmin
h

E(x,y,C̄x,y)∼D[cost(x, y, h(x))]. (2)

1.3 Evaluation

It is reasonable to use total cost for evaluation when costs are fixed for a specific
application. To evaluate a cost-sensitive learning method, it should be tested
with different costs since learning methods are designed for general usage. Cost
curve [6] is a popular evaluation method for cost-sensitive learning. The x-axis
is the probability-cost function for positive examples, which is defined as:

PC(+) =
p(+)cost+,−

p(+)cost+,− + p(−)cost−,+
, (3)
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where, p(+)/p(−) is the prior distribution of positive/negative class. The y-axis
is the total cost normalized by the cost of every example being misclassified:

Norm(E[Cost]) =
fnr ∗ p(+) ∗ cost+,− + fpr ∗ p(−) ∗ cost−,+

p(+)cost+,− + p(−)cost−,+
, (4)

where, fpr is the false positive rate and fnr is the false negative rate. The lower
a cost curve, the better the performance.

ROC curve [9] can also be used to evaluate cost-sensitive learning methods.
It plots (fpr, tpr) (tpr is true positive rate) pairs. ROC curve is a dual represen-
tation of cost curve. But it cannot directly show how a method performs with a
specific cost. While Cost curve is designed particular for cost-sensitive learning,
and it has many good properties that ROC curve does not have.

1.4 Learning Methods

Cost-sensitive learning has attracted much attention from machine learning
and data mining communities and has become an important research field
[3,31,37,32,2]. The inclusion of costs into learning has been regarded not only as
one of the most relevant topics of future machine learning research [22], but also
one of the most challenging problems in data mining research [34].

Many cost-sensitive learning methods are developed, which can be roughly
categorized into two types: (1) general methods which can adapt any standard
classification methods minimizing error rate to handle unequal costs, includ-
ing threshold-moving, sampling, and instance-weighting; (2) embedded methods
which embed cost sensitivity specifically for a particular learning method.

Threshold-moving is a very popular cost-sensitive learning method and it is
guaranteed by Bayes risk theory [25]. It lowers the decision threshold of posterior
probability p(y|x) for the class with higher cost so that expensive examples are
easier to be predicted right. Suppose there is a positive class and a negative
class, an example x should be predicted as positive when p(+|x) ≥ 0.5 according
to Bayes theory. When positive class has higher cost, the decision for x to be
positive is made when p(+|x) ≥ p0, where p0 is smaller than 0.5. This is because
Bayes risk theory predicts an example to the class with the minimum expected
loss. MetaCost [4], one of the pioneering work, is a threshold-moving method.
It uses bagging on decision trees to predict posterior probability p(y|x), then
relabels training examples to the class with the minimum expected risk. After
that, the relabeled data is used to train a classifier minimizing error rate. Many
work devoted to improve the quality of probability estimation since threshold-
moving relies greatly on it, such as [35,20].

Sampling methods gain cost-sensitivity by altering the class distributions p(y).
This type of methods increases or decreases examples for the class with higher
cost or lower cost, respectively. Then a classifier trained to minimize error rate
of the new data is sensitive to unequal costs of the original problem. Sampling
methods are guaranteed by Elkan theorem [7]. Over-sampling can increase ex-
amples and under-sampling can decrease examples. Random over-sampling has
the risk of over-fitting since it replicates examples and the new data is not i.i.d.



Towards Cost-Sensitive Learning for Real-World Applications 497

sampled. Costing is proposed [36] to overcome this problem by using rejection
sampling which samples an example from the data and then keep it with a prob-
ability proportional to its misclassification cost. The size of the sampled data by
rejection sampling is usually small. Costing uses bagging to ensemble classifiers
trained by multiple sampled data to ease this problem. Roulette sampling [23] is
proposed to solve this problem further. It can generate sampled data sets with
different sizes.

Instance-weighting methods assign weights to examples proportional to their
misclassification costs. The examples with higher costs have larger weights so
that they are easier to be predicted correctly. C4.5CS [28] is very popular in
cost-sensitive learning and it is one of instance-weighting methods. It exploits
C4.5’s ability of handling missing values [21] to utilize weighted examples. That
is, the weights are used to calculate the probability of node t belong to the
j-th class p(j|t). There are also other instance-weighting methods, such as cost-
sensitive Naive Bayes [36] and cost-sensitive support vector machines [36,1].

Though threshold-moving, sampling and instance-weighting make classifiers
sensitive to unequal costs in different ways, they are closely connected to each
other via Bayes risk theory. These general cost-sensitive methods are called
Rescaling methods [41], since they all rescale the influence of different exam-
ples in the learning process in proportion to their misclassification costs. This
will be introduced with more details in Section 3.1.

There are many embedded methods which design cost sensitivity in a par-
ticular way. Many efforts were devoted to make AdaBoost [10] cost-sensitive,
such as CSB0, CSB1, CSB2 [27], AdaC1, AdaC2, AdaC3 [24], AdaCost [8],
Asymmetric-AdaBoost [30] and Asymmetric Boosting [18]. And there are many
cost-sensitive decision trees [5,29], cost-sensitive neural networks [14,40], and
cost-sensitive Naive Bayes [12,13].

2 Towards Real-World Applications

Though cost-sensitive learning has gained some achievements, there are often
strong assumptions for these methods to be applied successfully in real-world
applications.

Before the year of 2004, most of the cost-sensitive learning methods were
designed for binary-class problems. While many real-world applications have
multiple classes, such as the network intrusion detection problem of KDD Cup
1999 (see Section 1.1). Simple extension of the methods designed for binary-class
cases failed to reduce total cost for these multi-class problems.

In 2004, Lee et al. [15] proposed a multi-class cost-sensitive SVM and Abe et
al. proposed an iterative method GBSE for multi-class cost-sensitive learning. In
2006, our previous work [39] analyzed why Recaling method fails to solve multi-
class problems and proposed Rescalenew

1, which will be introduced in Section 3.
These are some early work on multi-class cost-sensitive learning. Recent advances
on this problem include a logistic regression method mcKLR proposed by Zhang
1 A longer version is [41].
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and Zhou [38], a Boosting method Lp-CSB proposed by Lozano and Abe [17],
a threshold-moving method proposed by O’Brien et al. [19], and a reduction
method proposed by Xia et al. [33]. Though our method Rescalenew is one of
the early methods, it still achieves good results compared to many others [33].

On the other hand, the cost information is provided by domain knowledge
and is assumed to be precise. The classifiers will then be well tuned to reduce
the total cost w.r.t. this particular cost value. However, in many real-world
situations, although the user knows that one type of mistake is more severe than
another type, it may be difficult to specify a precise cost value. The aspects that
can lead to imprecise costs include but not limited to:

• Inherent impreciseness. Some information is naturally stochastic, e.g., one
may donate $1 or $5 randomly.

Unknown information. Sometimes we can’t know everything about a sys-
tem. For example, customers’ SSN and salary information can’t be obtained
because of privacy.

•• Variations in modeling. In the process of modeling risk, the approach may
sample data, transform input space, or using different parameters. Due to
these variations, the model may not provide precise assessment for costs.

• Expert opinions. Experts may have different opinions. And sometimes, ex-
perts can just give fair estimates of real risks.

• Dynamic environments. Environments always change. The risk assessed to-
day may change tomorrow, e.g., due to the appearance of a new competitor.

Our previous work [16] quantifies imprecise costs with cost intervals and cost dis-
tributions and then proposed methods for both cases, which will be introduced in
Section 4. Current cost-sensitive methods can be applied only when precise costs
are given. To the best of our knowledge, there is no methods learning with cost
intervals or cost distributions. A related work is [26], which considers that costs
change over time. But it assumes true cost is known at time of classification. In
our assumption, true cost is always unknown. ROC curve can evaluate classifiers
under imprecise class distributions or misclassification costs. The classifiers with
larger AUC (area under ROC curve) are regarded as better ones. This essentially
assumes that nothing whatsoever is known about the relative severity of costs,
which is a very rare situation in real-world problems. In our problem settings,
cost interval or cost distribution is known.

3 Extending Rescaling to Multi-class Problems

Our previous work [39] analyzed why traditional Rescaling methods are not
effective for multi-class problems and then proposed Rescalenew method.

3.1 Analysis

Suppose the costs are class-dependent. Recall the notations defined in
Section 1.2. We further assume that correct predictions cost zero, i.e., costii = 0
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for i = 1, . . . , c. Let ni denote the size of the i-th class. To simplify the discussion,
all classes have the same size, that is, ni = n/c, (i = 1, . . . , c).

Bayes risk theory predicts x to the class with the minimum expected cost.
When there are 2 classes, the optimal decision of x to be the 1st class when the
following holds:

(1 − p) × cost21 ≤ p × cost12, (5)

where p = p(class = 1|x). The left and right term is the expected cost of
predicting the 1st class and 2nd class, respectively (recall that correct predictions
cost zero). When the inequality of Eq. 5 becomes equality, predicting either class
is optimal. And the p value making the equality holds is called decision threshold,
which is denoted by p∗:

p∗ =
cost21

cost21 + cost12
. (6)

When p ≥ p∗, the optimal decision for x is the 1st class. Threshold-moving
directly applies Bayes risk theory. It firstly estimates posterior probability p(y|x),
then makes decisions according to Eq. 5. In threshold-moving, the reverse of the
decision threshold for a class reflects how important this class is, which satisfies:

1/p∗

1/(1 − p∗)
=

cost12
cost21

. (7)

Sampling methods are guaranteed by Elkan theorem, which can be easily derived
from Bayes risk theory. Due to page limit, please refer to [7] for details.

Theorem 1. Elkan Theorem [7]: To make a target probability threshold p∗ cor-
respond to a given probability threshold p0, the number of the 2nd class examples
in the training set should be multiplied by p∗

1−p∗
1−p0

p0
.

When the classifier has no bias to any class (i.e., minimizing error rate), the
threshold p0 is 0.5. Then according to Elkan Theorem and Bayes risk theory,
when the number of the 2nd class examples is multiplied by cost21/cost12, p∗

is the optimal solution of Bayes risk theory. This means when the 2nd class
has higher cost, its size should be increased. Thus, a cost-sensitive problem can
be reduced to a standard classification problem by altering class distributions
accordingly. Suppose n′

i is the altered class size, then we have:

n′
1/n1

n′
2/n2

=
1

cost21
cost12

=
cost12
cost21

. (8)

That implies the change of the size of a class reflects its importance.
Instance-weighting uses examples’ weights to reflect their importance. Assum-

ing wi is the weight for the examples in the i-th class, then,

w1

w2
=

cost12
cost21

. (9)

Therefore, threshold-moving, sampling and instance-weighting can be repre-
sented in a unified framework, which is Rescaling method. It rescales the 1st
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class against the 2nd class according to:

τopt(1, 2) =
cost12
cost21

. (10)

Where, τopt(1, 2) is called the rescaling ratio.
When there are c classes with c > 2, the rescaling ratio should satisfy:

τopt(i, j) =
costij
costji

. (11)

The traditional Rescaling method uses costi to reflect the importance of a class:

costi =
∑c

j=1
costij , (12)

τold(i, j) =
costi
costj

. (13)

When c = 2, τold(i, j) = τopt(i, j). When c > 2, τold(i, j) is usually not equal to
τopt(i, j). This explains why tradition Rescaling method fails to solve multi-class
problems.

3.2 Rescalenew

Suppose each class is assigned a weight wi by instance-weighting. In order to
appropriately rescale all the classes simultaneously, the weights are expected to
satisfy:

wi

wj
= τopt(i, j) =

costij
costji

. (14)

This implies the following (2c) constraints should hold in the meanwhile:

w1
w2

= cost12
cost21

, w1
w3

= cost13
cost31

, . . . , w1
wc

= cost1c

costc1
w2
w3

= cost23
cost32

, . . . , w2
wc

= cost2c

costc2

. . . . . . . . .
wc−1
wc

= costc−1,c

costc,c−1

(15)

When these constraints hold simultaneously, Rescalingnew directly applies the
rescaling method, with the weights being the values that satisfy these constraints.
When they can not hold simultaneously, Rescalingnew splits the multiclass prob-
lem into a series of binary-class problems via pairwise coupling, then uses Rescal-
ing to solve them one by one. The pseudo code can be found in [41].

4 Handling Imprecise Costs

Our previous work [16] studies two forms of imprecise costs: cost intervals and
cost distributions.

Cost intervals is the cost information represented by intervals. There are sev-
eral ways to obtain cost intervals, including but not limited to:
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1. Natural cost intervals. In some applications, costs naturally have upper and
lower bounds, e.g., stock investigating.

2. Expert opinions. It is much easier for domain expert to provide a cost interval
than “precise” costs.

3. Transforming from confidence intervals. When there’s no clear upper and
lower bound of cost, we can use a confidence interval of cost instead. For
example, the 95% confidence interval indicates cost will appear in the interval
with a probability of 0.95.

In additional to cost intervals, sometimes we can known more information about
costs, such as cost distributions. In some applications, experts can provide the
costs distributions according to their experience. For example, the normal and
uniform distributions are very popular and can be easily recognized from ex-
perience. For complex distributions, we can build models to assess costs. Then
the values provided by different models can be regarded as samples from the
underlying cost distribution.

4.1 Learning with Cost Intervals

We consider class-dependent costs and binary classification problems with y ∈
{= 1,−1}. Assume correct prediction cost 0, and let c+ and c− denote the cost
of misclassifying a positive and negative example, respectively. Assume positive
class has higher cost, i.e., c+ ≥ c−. Since the optimal decisions are unchanged
when a cost matrix is multiplied by a positive constant [7], we can simplify the
costs by fixing the cost of negative class so that we only need to consider the
cost of positive class, i.e., c− = 1, c+ = c (c ≥ 1). Let Cμ = 0.5(Cmin + Cmax)
denote the mean cost. The empirical risk w.r.t. a cost value c of a classifier h is:

R̃(h, c) =
∑n

i=1 l(c, h(x), y), (16)
l(c, h(x), y) = cI(h(x) �= y ∧ y = +) + I(h(x) �= y ∧ y = −) (17)

where, l(c, h(x), y) is the real loss of x, I(a) = 1 if a = true and 0 otherwise.
When the true cost is unknown and a cost interval is available, we assume that

the unique true cost C∗ is a random value in the interval [Cmin, Cmax]. The goal
is to learn a classifier H∗ minimizing the true risk R̃∗ = R̃(h, C∗). Unfortunately,
since the true cost is unknown, R̃∗ can’t be obtained to guide the learning
process. To overcome this difficulty, some risk R̃s can be used instead to learn a
classifier, which is in fact determined by some cost Cs, i.e., R̃s = R̃(h, Cs). Since
in general R̃s and Cs are different from the true risk R̃∗ and the true cost C∗,
respectively, we call them “surrogate risk” and “surrogate cost”. By minimizing
surrogate risk R̃s, the optimal classifier h∗

s is expected to minimize the true risk
R̃∗. But this is infeasible since R̃∗ is unknown. However, since the true cost can
be any value in the cost interval, it is expected that any possible risk of h∗

s should
be small enough. Obviously, not all surrogate risk will be good enough for this
purpose, so an appropriate surrogate cost Cs must be carefully chosen. Thus,
in order to learn a classifier making any possible risks small enough, we can
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formulate the problem of learning with cost intervals as Eq. 18, by considering
Cs as a variable for learning.

min
h,Cs

R̃(h, Cs) (18)

s.t. p(R̃(h, c) < ε) > 1 − δ, ∀c ∈ [Cmin, Cmax]
Cmin ≤ Cs ≤ Cmax.

Since there are infinite constrains in Eq. 18, it is intractable to get optimal
solutions. To overcome this difficulty, CISVM tries to solve a relaxation with a
small number of informative constraints. The first one is the worst case risk which
is the upper bound of the risks w.r.t. any c in [Cmin, Cmax]. its optimal solution
can make all the constraints in Eq. 18 hold. So, the worst case risk is appropriate
to be used as surrogate risk R̃(h, Cs) to guide the learning process. However, the
worst case risk could be far away from the true risk. So its optimal solution could
not make the true risk small enough sometimes. CISVM overcomes this difficulty
by minimizing a second risk, the “mean” risk (the risk w.r.t. the mean cost Cμ)
in the meanwhile to avoid overfitting to surrogate risk. This is because when
cost distribution is unknown, the mean risk has the smallest maximal distortion
of the true risk, so it is the best choice to reflect how good a classifier performs
on the entire interval.

Assuming that the prediction function is f = wTx + b, CISVM utilizes a
surrogate loss in the following form:

L(Cp, f(x), y) = Iy=+[Cp − yf(x)]+ + Iy=−[1 − yf(x)]+, (19)

where [a]+ = max(a, 0) and Ia = I(a). It means that, the loss for a negative and
positive example is L− = [1 − yf(x)]+ and L+ = [Cp − yf(x)]+, respectively.
L(Cmax, f(x), y) is the worse case risk and L(Cμ, f(x), y) is the mean risk. This
form of loss has theoretical guarantee to have smaller risk distortion than SVM’s
hinge loss.

CISVM involves two parts: (1) minimizing the regularized worst case risk by
learning a variation of SVM:

min
w,b,ξ≥0

‖w‖2/2 + λ
∑n

i=1
ξi (20)

s.t. yi(wTφ(xi) + b) ≥ Cmax − ξi, ∀i : yi = +1
yi(wTφ(xi) + b) ≥ 1 − ξi, ∀i : yi = −1

where φ(x) is a feature map induced by a kernel function. (2) minimizing the
mean risk by parameter selection on a validation set. The pseudo code can be
found in [16].

An intuitive way to handle cost intervals is that, taking some value in a cost
interval as the true cost, such as the minimal value, mean value, or maximal
value, and then applying standard cost-sensitive learning methods. We showed
theoretically that, they are not the best solutions. Experiments showed that
CISVM is significantly superior to all of them.
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4.2 Learning with Cost Distributions

Assume that cost c is independently drawn from distribution v with domain C,
which is independent of X . Then the goal is to find a classifier h minimizing the
expected risk over v:

RCD(h, v) = Ec∼v[R(h, c)] (21)
= Ec∼vED(X,Y )[l(c, h(x), y)].

Note that, this is different from learning with example-dependent costs (see
Section 1.2) because costs are independent of examples in our settings.

An intuitive way to handle cost distributions is taking the expected cost E[c]
as true cost then exploiting standard cost-sensitive learning methods to mini-
mize R(h, E[c]) = ED(X,Y )[l(E[c], h(x), y)]. However, minimizing the risk is not
equivalent to minimizing RCD(h, v) generally. So the intuitive way is not the
optimal solution.

CODIS handles cost distributions by reducing the problem to a special case
of example-dependent cost-sensitive learning problem, which has a theoretical
guarantee (see Theorem 3 in [16]). Firstly, a cost sample ci is drawn from v
(or provided by a risk model) for each example (xi, yi) in training set S to
form a new example set Ŝ = {(xi, yi, ci)}n

i=1. Secondly, a standard example-
dependent cost-sensitive method is called to learn a classifier minimizing the
risk of Ŝ. Furthermore, to reduce the variance caused by sampling from v, cost
are sampled multiple times from v for a single example (xi, yi) since v and D
are independent. Thus, the first two steps are repeated several times and all the
classifiers form an ensemble. The pseudo code can be found in [16].

5 Conclusion

Many research work in cost-sensitive learning focused on binary class problems
and assumed that the costs are precise. But these assumptions cannot hold in
many real-world applications. This paper summaries some of our previous work
towards relaxing these assumptions: (1) The analysis of the failure of traditional
Rescaling method in multi-class problems and our method Rescalenew. (2) pro-
pose two methods to learn from cost intervals and cost distributions, respectively.
Due to page limit, we only introduce the analysis and the proposed methods in
this paper. Please refer to [39,41,16] for the detailed experimental results.
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