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Abstract. Similarity measure and visualization are two of the most in-
teresting tasks in time series data mining and attract much attention in
the last decade. Some representations have been proposed to reduce high
dimensionality of time series and the corresponding distance functions
have been used to measure their similarity. Moreover, visualization tech-
niques are often based on such representations. One of the most popular
time series visualization is time series bitmaps using chaos-game algo-
rithm. In this paper, we propose an alternative version of the long time
series bitmaps of which the number of the alphabets is not restricted
to four. Simultaneously, the corresponding distance function is also pro-
posed to measure the similarity between long time series. Our approach
transforms long time series into SAX symbolic strings and constructs a
non-sparse matrix which stores the frequency of binary patterns. The
matrix can be used to calculate the similarity and visualize the long
time series. The experiments demonstrate that our approach not only
can measure the long time series as well as the “bag of pattern” (BOP),
but also can obtain better visual effects of the long time series visualiza-
tion than the chaos-game based time series bitmaps (CGB). Especially,
the computation cost of pattern matrix construction in our approach is
lower than that in CGB.

Keywords: Time series visualization, Binary patterns, Symbol repre-
sentation, Similarity measure.

1 Introduction

Time series similarity measure is an interesting topic and also is a basic task in
time series mining, which is an important tool for behavior informatics [3]. In
the last decade, most of the studies have focused on the mining tasks based on
similarity measure, including frequent patterns discovery, abnormal detection,
classification, clustering, indexing and query. A common way to compare two

L. Cao et al. (Eds.): PAKDD 2011 Workshops, LNAI 7104, pp. 136–147, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



A Method of Similarity Measure and Visualization 137

time series is Euclidean distance measure. Since Euclidean distance treats time
series elements independently and is sensitive to outliers [1], it is not suitable
for calculating the distance between two long time series, let alone compare the
time series whose length is different. Another popular method to compare time
series is dynamic time warping (DTW)[2,4,5], which is “warping” time axis to
make a good alignment between time series points. The distance of DTW is the
minimum value and obtained by dynamic programming. DTW is more robust
against noise than Euclidean distance and provides scaling along the time axis,
but it is not suitable to measure the similarity of long time series because of its
heavy computation cost, i.e. O(mn), where m and n are the length of the two
time series respectively.

Besides similarity measure in time series, another issue concerns the high
dimensionality of time series. Two basic approaches are used to reduce the di-
mensionality, i.e. a piecewise discontinuous function and a low-order continuous
function. The former mainly includes discrete wavelet transform (DWT)[6], piece-
wise linear approximation (PLA)[7], piecewise aggregate approximation (PAA)
[8], symbolic aggregate approximation (SAX)[9,10] and their extended versions.
The latter mainly includes non-linear regression, singular value decomposition
(SVD) [11] and discrete fourier transforms (DFT)[12]. After dimensionality re-
duction by the above techniques, Euclidean distance can be used to measure the
similarity of long time series.

Recently, SAX is a popular method used to represent time series, which trans-
forms time series into a symbolic string and provides the corresponding distance
function to measure the similarity, which is applied widely in many behavior-
related cases. Especially, the bag-of-words representation [13] based SAX con-
structs the “bag of patterns” (BOP) matrix and uses it to measure the similarity
of long time series mining including clustering, classification and anomaly detec-
tion. In addition, there are more and more visualization tools based on SAX ap-
pearing in the filed of time series data mining. Two of the most popular tools are
the VizTree proposed by Lin [14,15] and chaos-game based time series bitmaps
(CGB) [16]. They first convert each time series into a symbolic string with SAX,
compute the frequency of the substrings (patterns) which are extracted from the
string according to a sliding window with a fixed length, map the frequency to
the color bar and finally construct the visualization with suffix tree [17] or quad-
tree [16]. The visualizations entitles a user to discover clusters, anomalies and
other regularities easily and fast. Especially, the chaos-game time series bitmaps
(CGB) can arrange for the icons for time series files to appear as their bitmap
representations. However, the number of alphabets used to divide normal distri-
bution space in CGB is constricted to 4, which limits its applications. Moreover,
the construction of pattern matrix demands a heavy computation cost. In most
cases, the frequency matrix of patterns used to build the bitmaps is sparse [13],
which means that little information on the time series is retained in the matrix
and much extra memory space is used to store the data of which the value is 0.
Furthermore, visual effects of time series bitmaps are not good for differentiating
the long time series.
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In this paper, we propose another alternative version to measure similarity
of long time series and visualize them. It also transforms long time series into a
symbolic string by SAX, easily constructs the matrix binary pattern which is a
substring of length 2, calculates the frequency of each binary pattern, and form
a binary pattern frequency matrix which can be used to measure the similarity
and build the long time series bitmaps. The experiments demonstrate that our
approach has the same clustering results as good as the method of “bag of pat-
terns” (BOP), can also obtain non-sparse matrix of binary patterns and better
visual effect with a lower time consumption of pattern matrix construction than
that produced by CGB.

The rest of this paper is organized as follows. In section 2 we introduce the
background and related work. In section 3 we propose our approach to measure
similarity of long time series and visualize them. The empirical evaluation on
clustering, visualization and computation cost comparison on long time series
dataset is presented in section 4. In the last section we conclude our work.

2 Background and Related Work

Symbolic aggregate approximation (SAX) is a good method to simply represent
time series. Time series is transformed into a symbolic string by SAX and the
string can be used to calculate the similarity between two time series. Further-
more, the string also can be applied to draw bitmaps for the visualization of
time series.

SAX represents time series by some fixed alphabets (words). It initially nor-
malizes time series into a new sequence with the mean of 0 and the variance of 1,
and then divides it into equal-sized w sections. The mean of each section is calcu-
lated and further represented by an alphabet whose precinct includes the mean.
Fig. 1 shows one time series transformed into one string “DACCADADBB”
by SAX.

10 20 30 40 50 60
−3

−2

−1

0

1

2

3

B

A

C

D

Fig. 1. Time series is transform into a string “DACCADADBB” by SAX

SAX representation can be used to find structural similarity in long time
series. The paper [13] presented a histogram-based representation for the long
time series, called it “bag of patterns” (BOP), presented in paper [13]. The word-
sequence (pattern) matrix can be constructed after obtaining a set of strings for
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each time series. The matrix is used to calculate the similarity by any applicable
distance measure or dimensionality reduction techniques. This approach is widely
accepted by the text mining and information retrieval communities.

Furthermore, SAX representation can also be used to create the time series
bitmaps. The authors [16] let SAX representation form a time series bitmaps by
the algorithm of “chaos game” [18], which can produce a representation of DNA
sequences. We call this Chaos-Game based time series Bitmaps CGB for short.
CGB are defined for sequences with an alphabet size of 4. The four possible SAX
symbolics are mapped to four quadrants of a square and each quadrant can be
recursively substituted by the organized pattern in the next level. The method
computes the frequencies of the patterns in the final square, linearly maps
those frequencies to colors, and finally constructs a square time series bitmaps.
Fig. 2(a) illustrates this process. The detail algorithm can be referred to the
paper [16].
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Fig. 2. (a) The process of time series bitmap construction by CGB. (b) The process of
time series bitmap construction by our approach using binary patterns.

3 Binary Patterns Based Similarity and Visualization

Although BOP [13] is superior to many existing methods to measure similarity of
long time series in the tasks of clustering, classification and anomaly detection,
one of the disadvantages is that the size of possible SAX strings (the resulting
dictionary size) is very large, which causes the word-sequence (pattern) matrix
be sparse so that only few information on the original time series is retained.
For example, with αs = 4 and w = 10, the size of the possible SAX strings is
αw

s = 410 = 1048576. Moreover, such large size needs a great of the memory
space to store the data including many data points of which the value is 0. Even
if we use a compress format [19] to store the data by compress column storage,
the extra computation cost is likely to increase.
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The chaos-game based time series bitmaps (CGB) [16] are only constructed by
four symbolics, which is often used in DNA analysis. However, its applications
are confined by the four symbolics because different number of the symbolics
used to mine time series is demanded in most cases. With the high level in
the square, the possibility of the frequent patterns in the long time series is
quite low, which affects the visual effect of time series bitmaps. Moreover, it also
needs a great of time consumption to construct the pattern matrix because of
the recursive operation. Therefore, it is not reasonable to construct the bitmaps
for long time series in the high level.

In this paper, we propose an alternative method to measure similarity and
construct the bitmaps for long time series. It at least can overcome the above
mentioned problems. For convenience, we give several definitions used to design
our approach for long time series.

Definition 1. Alphabet set. The normalized time series is subject to the stan-
dard normal distribution N(0, 1). Alphabet set S = {s1, s2, . . . , sas} is used to
equiprobably divide the distribution space into as regions.

If the position of one point in time series locates the ith region which is
represented by a alphabet si, then the point can be denoted as si.

Definition 2. The symbolic string of time series. A symbolic sequence Q′ =
{q′1, q′2, . . . , q′w} is obtained from a time series Q = {q1, q2, . . . , qm} by SAX.

Definition 3. Binary pattern. If the length of a substring is equal to 2, we call
the substring a binary pattern.

For example, if a string obtained by SAX is BAABCAC, then the set of the
binary patterns is {BA, AA, AB, BC, CA, AC}.
Definition 4. Binary pattern matrix (BPM). The alphabet set S is used to
represent the time series, then the binary pattern matrix can be defined as

⎛
⎜⎜⎜⎝

s1s1 s1s2 . . . s1sas

s2s1 s2s2 . . . s2sas

...
...

...
...

sass1 sass2 . . . sassas

⎞
⎟⎟⎟⎠ .

For example, if the alphabets S = {A, B, C}, then the binary pattern matrix is

⎛
⎝

AA AB AC
BA BB BC
CA CB CC

⎞
⎠ .

Definition 5. Binary pattern frequency matrix (BM). Suppose there is a string
and the binary pattern matrix, the frequency of the binary pattern in the string
can be computed. Those frequencies of the binary patterns constitute the Binary
frequency matrix.



A Method of Similarity Measure and Visualization 141

For example, if there is a string ababaabccbacbaa, then the binary pattern
frequency matrix (BM) is

⎛
⎝

2 3 1
4 0 1
0 2 1

⎞
⎠ .

A long time series Q, of which the length is m, is transformed into m − N + 1
strings according to a sliding window of which the length is N by SAX. Each
string produces a binary pattern frequency matrix BMi, where 1 ≤ i ≤ m−N+1.
we can sum all the BMi to obtain the total BM for the long time series, i.e.
BM = BM1 + BM2 + . . . + BMm−N+1.

The inspired mind of our approach is something like the BOF method, which
uses the word-sequence matrix to measure the similarity of long time series.
However, it is obvious that the matrix of our approach is not sparse even though
the alphabet size as is large. Moreover, since the number of binary patterns is
fewer than that of the patterns produced by BOF and CGB in the high level,
the memory used to store the binary patterns is lower.

Since the size of binary pattern matrix is small, the Euclidean distance func-
tion is a good choice to measure the similarity, i.e.

D(Q, C) =

√√√√
as∑

j=1

as∑
i=1

(BMQ(i, j) − BMC(i, j))2, (1)

where BMQ and BMC are the binary frequency matrix of the long time series
Q and C respectively.

After obtaining the BM , we also can apply it to construct the time series
bitmaps. We can normalize the elements of BM and let every element’s value
locate into [0, 1]. The normalization function is not unique and can be formed
by various ways. In our approach, the normalization function is

BFM =
BM − min(BM)

max(BM) − min(BM)
∈ [0, 1], (2)

where min(BM) and max(BM) can return the minimum and the maximum of
the values in the BM .

Each normalized element in the matrix can be mapped to the color of which
the value also locates in [0,1]. In this way, the matrix can be transform a bitmaps
as shown in Fig. 2(b). We need to point out that the Matlab color bar is pro-
vided to construct all time series bitmaps in this paper. We know that when the
alphabet size as in our approach is equal to 4 and the level L of quad-tree in the
CGB approach is equal to 2, i.e. as = 4 and L = 2, both of the approaches have
the same elements of sequence matrix so that their corresponding frequencies
and the colors of the binary patterns are also equal as shown in Fig. 2(a) and
2(b). For example, The frequency of the binary pattern AB is equal to 41 in
both approaches and their colors are also identical when there is as = 4 and
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L = 2. It demonstrates that the proposed method is available to measure and
visualize time series as well as the traditional approaches.

For larger value of the parameter in the two respective methods, as in our
method and L in the CGB approach, the number of binary patterns produced
by our method is much less than that of other non-binary patterns produced
by CGB and the binary patterns in our method can provide more sufficient
information to approximate the long time series. Our approach using the matrix
BM not only can conveniently measure the similarity of the long time series but
also can construct the time series bitmaps with a good visual effect. Moreover,
the computation cost for the pattern matrix construction is lower than the CGB.
All those information can be demonstrated in next section. It is necessary to
point out that, unlike the CGB method, the length of patterns in our approach
is equal to 2, it can’t deal with the patterns with different length except for the
length 2. That is the reason why we call our approach an alternative version of
long time series bitmaps.

4 Empirical Evaluation

In this section, we perform the hierarchical clustering to demonstrate that our
approach can produce the same result as BOP [16] does, which also means that
our approach is available for time series mining as good as BOP. We also compare
the visual effects between our approach and CGB in the setting of different
parameters to show that our approach has higher quality of visual effect of the
long time series. The computation cost comparison between our approach and
CGB for the pattern matrix construction is also discussed in the last subsection.

4.1 Hierarchical Clustering

It is well known that hierarchical clustering is one of the most widely used
approaches to produce a nested hierarchy of the clusters. It can offer a great
visualization power to analyze the relationships among the different time se-
ries. Moreover, unlike other clustering method, it does not require any input
parameters.

We experiment on the long time series dataset derived from the paper [16] , of
which the length is 1000. Fig. 3(a) and Fig. 3(b) show the resulting dendrogram
for our approach and BOP when the size of the binary pattern matrix in our
approach is equal to that of the word-sequence matrix in the BOP, i.e. 8× 8. we
can find that our method has the same clustering results as BOP does. Especially,
when the alphabets size as is equal to 4 for our approach and the level is equal
to 2, then the clustering results of two approach are identical as shown in Fig. 4.
The reason is that in that case the binary pattern matrix (BPM) of our approach
is corresponding to the word-sequence matrix of BOP.

From the clustering results we know that the performance of similarity mea-
sure in our approach is same to BOP. It also means that our approach is available
for long time series data mining as BOP had done.
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Fig. 3. (a) The clustering result of our approach is obtained when the alphabet size is
8 and , i.e. (as = 8, N = 100, w = 10). (b) The clustering result of BOP is obtained
when the level of quad-tree is 3, i.e. (L = 3, N = 100, w = 10). N is the length of sliding
window and w is the length of substring. Bold red lines denote incorrect substree.
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Fig. 4. The identical clustering result is obtained for our approach and BOP when
as = 4 and L = 2 for the two approaches and (N = 100, w = 10)

4.2 Visual Effects

We also use the previous 30 long time series to produce the bitmaps by our
approach and CGB. We compare their visual effects under the same size of
the binary pattern matrix and word-sequence matrix. We provide two groups to
make the experiments. One is under the matrix size of 4×4, that is, the alphabet
size of our approach is 4 (i.e. as = 4) and the level of the quad-tree is 2 (i.e.
L = 2). The results of the two approaches are shown in Fig. 5(a) and Fig. 5(b)
respectively. The other is under the matrix size of 8 × 8, that is, the alphabet
size of our approach is 8 (i.e. as = 8) and the level of the quad-tree is 3 (i.e.
L = 3). The results of the two approaches are shown in Fig. 6(a) and Fig. 6(b)
respectively.
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Fig. 5. (a) The bitmaps are constructed by our approach under as = 4. (b) The bitmaps
are constructed by the CGB under L = 2.

It is easy to find that in Fig. 5(a) the color of each grid of one bitmap can be
mapped to the color of each grid of the corresponding bitmap in Fig. 5(b) . As
shown in Fig. 7(a) , the color of the grid is mapped to each other in that case,
i.e. as = 4 in our approach and L = 2 in CGB. In other word, our alternative
method to visualize long time series is available as CGB does.

In Fig. 6(a) and Fig. 6(b), it is obvious that the visual effect of our approach is
better than the CGB. The hierarchical clustering results in previous subsection
tell us that the group of time series 11 and 12 and the group of time series 21
and 22 are in the different clusters. However, Fig. 6(b) produced by CGB regard
the four bitmaps as the members of the same cluster. But in Fig. 6(a) produced
by our approach it is easy to distinguish the two groups. Other bitmaps of long
time series also have such cases. Therefore, the visual effects of long time series
bitmaps produced by our approach are better than those produced by CGB.

4.3 Comparison of Computation Cost

Since the computation cost of the pattern matrix construction is one of the
most important differentia between our approach and the CGB, we make the
experiments about the computation cost of the pattern matrix construction 6
times. Every time we truncate 50 time series with the same length from the
long stock time series [20]. The average result of the computation cost is shown
in Fig. 7(b) when the alphabet size as in our approach is equal to 4 and the
quad-tree level in CGB is equal to 2. In other word, the comparison of the time
computation is carried out under the same size of the pattern matrix for the two
methods. It is obvious that the time consumption in our approach is lower than
that in CBG.
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Fig. 6. (a) The bitmaps are constructed by our approach under as = 8. (b) The bitmaps
are constructed by the CGB under L = 3.
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Fig. 7. (a) The color of the grid is mapped to each other under the matrix size of
4 × 4. (b)The time consumption of pattern matrix construction is compared between
our approach and the CGB.

5 Conclusions

In this work, we have proposed an alterative approach to measure the similarity
measure and visualize the long time series, which is based on binary patterns.
Our approach counts the frequency of the occurrences of each binary patterns
and forms a binary pattern frequency matrix. According to this matrix, we can
measure the similarity of the long time series by Euclidean distance function and
construct the bitmaps for the visualization of the long time series. In the exper-
iments we demonstrated the effectiveness of our approach on the hierarchical
clustering for the long time series, which shows that our approach can measure
the similarity well as BOP does. Furthermore, the visual effect of time series
bitmaps produced by our approach is better than the traditional one (CGB).
From the comparison of the computation cost of pattern matrix construction,
we conclude that our approach is also more efficient.
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