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Aims and Scope

This book series is devoted to the publication of high-level books that contribute
to topic areas related to intelligent engineering and informatics. This includes
advanced textbooks, monographs, state-of-the-art research surveys, as well as edited
volumes with coherently integrated and well-balanced contributions within the main
subject. The main aim is to provide a unique forum to publish books on math-
ematical models and computing methods for complex engineering problems that
require some aspects of intelligence that include learning, adaptability, improving
efficiency, and management of uncertain and imprecise information.

Intelligent engineering systems try to replicate fundamental abilities of humans
and nature in order to achieve sufficient progress in solving complex problems.
In an ideal case multi-disciplinary applications of different modern engineering
fields can result in synergistic effects. Informatics and computer modeling are the
underlying tools that play a major role at any stages of developing intelligent sys-
tems. Soft computing, as a collection of techniques exploiting approximation and
tolerance for imprecision and uncertainty in traditionally intractable problems, has
become very effective and popular especially because of the synergy derived from
its components. The integration of constituent technologies provides complemen-
tary methods that allow developing flexible computing tools and solving complex
engineering problems in intelligent ways.
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Preface 

This volume presents a next generation of computational intelligence techniques that 
will allow future engineering and information technology applications that compute 
with words, or involve evolving intelligent systems, co-evolution, nature-inspired 
optimization and artificial immune systems. 

The volume includes a selection of extended papers presented at the 6th IEEE 
International Symposium on Applied Computational Intelligence and Informatics 
SACI 2011, held in Timisoara, Romania, from 19 to 21 May 2011. 

The first chapter includes extensions of a plenary lecture given at SACI 2011. 
Hluchý et al. argue in “Towards More Realistic Human Behaviour Simulation: 
Modelling Concept, Deriving Ontology and Semantic Framework” in favor of  
semantic methods and approaches to human behavior modeling. 

Preitl et al. treat in “2-DOF and Fuzzy Control Extensions of Symmetrical  
Optimum Design Method. Applications and Perspectives” theoretical results con-
cerning the Symmetrical Optimum method, linear two-degree-of-freedom and 
fuzzy control extensions, perspectives and applications. Speed and position con-
trol of rapid plants are given as applications. 

Georgescu and Kinnunen deal in “Mixed Multidimensional Risk Aversion” 
with the risk aversion of an agent in front of a situation of uncertainty with many 
risk parameters. A general model of risk aversion is probabilistically described 
and other models are possibilistically described in this chapter. 

Gaskó et al. discuss in “Strong Berge and Strong Berge Pareto Equilibrium  
Detection Using an Evolutionary Approach” strong Berge and strong Berge Pareto 
equilibria are important refinements of the Nash equilibrium. An evolutionary 
technique based on non-domination is suggested in order to detect these equilibria. 

Butka et al. propose in “A Proposal of the Information Retrieval System Based 
on the Generalized One-Sided Concept Lattices” conceptual models based on the 
generalized one-sided concept lattices, which are locally created for subsets of 
documents represented by object-attribute table. These local concept lattices are 
combined to one merged model using an agglomerative clustering algorithm based 
on the descriptive representation of particular lattices. 

József Tick presents in “Visualization and Simulation Tool for Analyzing  
P-graph based Workflow Systems” the concept of visualization and simulation 
tool supporting workflow analysis and examination. It is proved that the analysis 
based on this concept makes the determination of resource constraints, bottlenecks 
and redundancies possible, and it enables more efficient operation. 

Johanyák and Papp examine in “Benchmark Based Comparison of Two Fuzzy 
Rule Base Optimization Methods” the performance of several fuzzy systems  
obtained by applying two different optimization methods, the cross-entropy 
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method and a hill-climbing based method. The two methods are compared in four 
benchmarking problems. 

David et al. discuss in “Three Evolutionary Optimization Algorithms in PI 
Controller Tuning” three evolutionary optimization algorithms employed in the 
optimal tuning of proportional-integral (PI) controllers dedicated to a class of sec-
ond-order processes with an integral component and variable parameters. The PI 
controllers are tuned such that to ensure a reduced sensitivity with respect to the 
parametric variations of the small time constant of the process. 

Gal and Terdik propose in “Statistical Analysis of Next Generation Network 
Traffics Based on Wavelets and Transformation ON/(ON+OFF)” several models 
for the qualitative and quantitative evaluation of physical phenomenon supervened 
on different OSI layers at the routers and switches. Aspects concerning the com-
mon usage of wavelet and ON/(ON+OFF) transformations in network traffic 
analysis are evaluated. 

Eredics and Dobrowiecki show in “Data Cleaning and Anomaly Detection for 
an Intelligent Greenhouse” that the effectiveness of greenhouse control can be im-
proved by the application of model based intelligent control. Problems of cleaning 
the measurement data collected in a well instrumented greenhouse are discussed, 
and solutions for various kinds of missing data and anomaly detection problems 
are offered. 

Hajjar and Hamdan present in “Clustering of Interval Data Using Self-
Organizing Maps – Application to Meteorological Data” a self-organizing map to 
do unsupervised clustering for interval data. The map uses an extension of the 
Euclidian distance to compute the proximity between two vectors of intervals 
where each neuron represents a cluster. 

Chiril  and Cre u suggest in “A Set of Java Metrics for Software Quality Tree 
Based on Static Code Analyzers” a fault density based quality model that relies on 
static source code analyzers and on a set of language specific metrics. The fault  
ratio for each static analyzer rule is computed. 

Andrea Tick presents in “VLearning, a New Direction for eLearning Challenges” 
the development the vLearning technology. The most significant components and 
challenges of this technology are analyzed. 

Kiss and Tevesz propose in “A Receding Horizon Control Approach to Naviga-
tion in Virtual Corridors” the Global Dynamic Window Approach with Receding 
Horizon Control (GDWA/RHC. The concept of virtual corridors is presented, and 
it is shown that this concept reduces the computational cost of navigation function 
evaluation. 

Caprita and Popa offer in “Multithreaded Peripheral Processor for a Multicore 
Embedded System” a peripheral processor architecture implemented in multi-
threaded technology. This processor is able to handle more tasks concurrently. 

Amaricai et al. present in “Using Cycle-Approximate Simulation for Bus Based 
Multi-Processor System-on Chip Analysis” a cycle approximate simulator for 
multi-processor system-on chip. This simulator has high flexibility, it offers accu-
rate modeling of features specific to multiprocessor systems, accurate implementa-
tion of a wide range of performance metrics and power consumption estimates and 
high simulation speed. 
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Parri et al. exploit in “A Case Study on Hardware/Software Codesign in  
Embedded Artificial Neural Networks” the hardware/software codesign landscape 
in the artificial neural network problem space. Design space exploration options 
are discussed here to achieve better software/hardware partitions using instruction-
set extensions and coprocessors. 

Boraci et al. present in “Pragmatic Method to Obtain Optimal Control Laws for 
Small Windgenerators” a set of pragmatic methods to obtain optimal control 
methods of variable speed fixed blades small windgenerators. Available informa-
tion values about the control object (wind speed, rotation speed, air density, 
blade's position in the air flow) are taken into consideration. 

Szalay and Kovács consider in “Applicability of Asymptotic Tracking in Case 
of Type 1 Diabetes” that the treatment of diabetes mellitus can be represented by 
an outer control loop, to replace the partially or totally deficient blood glucose 
control system of the human body. The linear controllers are extended from the 
neighborhood of a working point to a larger subset of the state-space bounded by 
specific constraints. 

Robu et al. develop in “Optimal Energetic Conditions for Cell Seeding of Scaf-
folds” computational models of biological systems formed by a cellular aggregate 
located on the plane surface of a biomaterial, respectively by a cellular aggregate 
located on a porous scaffold. The evolution of a cellular aggregate on the biomate-
rial's surface is simulated, and the energetic conditions that lead to uniform and 
rapid cell spreading are identified. 

Pozna and Precup present in “Ideas on a Pattern of Human Knowledge” some 
ideas that concern a pattern of human knowledge based on the experimentation of 
causal relations. An application scenario concerning a robot integrated in a cogni-
tive system is given. 

Krizsán and Kovács offer in “Structural Improvements of the OpenRTM-aist 
Robot Middleware” some structural and implementation details of the OpenRTM-
aist. Attractive results of the experiments done for the performance comparison of 
the original and extended system are included. 

Horváth and Rudas propose in “Decision Support at a New Global Level Defi-
nition of Products in PLM Systems” a method that establishes a global level of the 
decision making on product object parameters. This chapter gives contextual 
chains along which communication is done from human thinking to product model 
entity parameter generation. 

Hermann and Tomanyiczka discuss in “Autocollimator Calibration Using a 
Tangent Bar” a new low cost angle generator intended for the calibration of auto-
collimator. The description of the working principle is accompanied by a detailed 
calibration procedure which is based on the comparison principle. 

The last chapter is an extension of another plenary lecture given at SACI 2011. 
Ionescu et al. offer in “Gesture Control: A New and Intelligent Man-Machine  
Interface” a survey of the methods and technologies used in the gesture control 
area. A new and intelligent user interface based on a sequence of gestures linked 
in a gesture language through a sign grammar is introduced and described. 
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The editors are grateful to the authors for their excellent work and to the  
Editors-in-Chief of this new Springer series, Prof. Imre J. Rudas and Prof. János 
Fodor, Óbuda University, Hungary, for the fruitful cooperation the structure, or-
ganization and contents of this book. Many thanks are also due to Dr. Thomas 
Ditzinger and to Mr. Holger Schäpe from Springer for their editorial assistance 
and their strong effort in bringing out the volume nicely in time. We do hope that 
this first volume in the Springer series on Topics in Intelligent Engineering and  
Informatics will be appreciated by the readers. 

 
 

Radu-Emil Precup 
Szilveszter Kovács 

Stefan Preitl 
Emil M. Petriu 
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Abstract. This chapter argues in favour of semantic methods and approaches to 
human behaviour modelling. Semantic perspective can provide a seamless bridge 
between theoretical models and their software implementations, as well as contri-
bute towards elegant and generic modular structure of the resulting simulation sys-
tem. We describe our work in progress regarding highly realistic models of human 
behaviour and the impact of ontological reasoning on real-time simulations. We il-
lustrate our approach in the context of the EDA project A-0938-RT-GC EUSAS, 
where we plan to implement it. 

1   Introduction 

The principal dilemma facing human behaviour modellers is how to achieve a rea-
sonably realistic approximation of human behaviour while still preserving the 
simplicity and elegance of the underlying theoretical models. In this chapter we 
build on our earlier work [1] concerning the complexity of highly realistic behav-
iour models, and validate our approach by modelling the emergence of collective 
aggression in the context of the EDA project A-0938-RT-GC EUSAS. 

The EUSAS project deals with asymmetric security threats in urban terrain and 
aims at improving and combining mission analysis capabilities with virtual  
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training of security forces in a highly realistic 3-D cyber environment. This will be 
achieved by a detailed modelling and simulations of the behaviour of individuals 
and crowds on the basis of latest findings deriving from psychology. 

During simulations, behaviour model components are to be coordinated through 
an intermediation infrastructure and learning functionality. The main idea of the 
project is to use these common elements (behaviour models, intermediation infra-
structure and learning functionality) for both virtual training and mission analysis. 

From the technical perspective, the PECS reference model will serve as the 
modelling basis. The acronym stands for Physical conditions, Emotional state, 
Cognitive capabilities and Social status [2]. According to [3], “PECS is a multi-
purpose reference model for the simulation of human behaviour in a social envi-
ronment,” with emphasis on the “emergent behaviour… typical of the formation 
of groups and societies”. Following the general system theory, PECS agents are 
structured into input, internal state and output. Input is represented by the Sensor 
and Perception components, output by the Behaviour and Actor components, and 
the internal state by the Social Status, Cognition, Emotion and Physis components. 
These components are interconnected by an intricate network of causal dependen-
cies and information flows. The global state transition function of such a PECS 
agent consists of a collection of the state transition functions of its individual 
components. Their mathematical form is not constrained, giving the modeller an 
almost total freedom in shaping the agent behaviour. In this way, the PECS refer-
ence model serves as a blueprint for a whole class of systems with a common deep 
structure that can be adapted to individual modelling needs by filling in the pro-
vided architectural slots (components) with state variables and their state transition 
functions, and by leaving out the slots that are not needed. 

A more detailed description of the PECS reference model is provided in [2, 3]. 
Broadly following [1], the remaining portion of the Introduction recapitulates how 
we filled the PECS reference frame with content derived from the modelling re-
quirements of the EUSAS project. In Section 2 we show how these elements can 
be used to model the emergence of collective aggression. In Section 3 we describe 
the salient features of our semantic intermediation framework with particular fo-
cus on the intermediation ontology, which represents its core. Finally, in Section 4 
we experimentally validate our approach on the computational model of collective 
aggression presented in Section 2. 

Human Information Processing. In simulation models aiming at representing 
human behaviour, the main challenge is to capture the relevant aspects of human 
information processing at the right level of granularity. This includes information 
intake, construction and update of a human being's mental world view, decision 
making and behaviour control. To date, there is a variety of attempts to model 
human information processing and behaviour control. Some focus on the interplay 
between emotion and the quality of human decision making. Belavkin [4] investi-
gated effects of emotion during problem solving based upon ACT-R cognitive ar-
chitecture. Marinier [5] combined a cognitive theory of behaviour control and a 
theory of emotion in a unified computational model. Besides, there are approaches 
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to model arousal’s impact on memory. Cochran [6] proposed a framework for 
emotion to be included in an integrated cognitive architecture that originally did 
not account for emotions. 

Our global model consists of five main modules: Perception, Memory, Behav-
iour Control, Acting and Stress. Each module comprises a set of cognitive proc-
esses. Fig. 1 shows the flow of information in a single simulation step, starting 
from the environment and flowing through the different modules. 

 

Fig. 1. Modules and flow of information. 

Stress and Rule Sets. We consider three major factors that seem to influence the 
human capability to process information most: emotional arousal, exhaustion and 
time pressure. Emotional arousal is expressed by a set of single state variables, 
e.g. Fear. The modelling of the dynamics of an agent's fear is founded on the The-
ory of Cognitive Appraisal for Emotions described by Cañamero [7]. The value of 
the state variable Fear decreases continuously over time if the agent does not rec-
ognize any fear-inducing stimulus in his environment. If the agent receives infor-
mation on critical events near him, the value of the state variable increases  
discretely. This can be seen as cognitive evaluation of a perceived danger.  

The degree of exhaustion of an agent is suggested to be proportional to the span 
of time that the agent follows his mission. The cognitive resources parameter ex-
presses the maximum cognitive performance of an agent at a given time. The 
amount of cognitive resources is connected to the degree of exhaustion: as the de-
gree of exhaustion rises, the amount of cognitive resources decreases continuously. 
Computation of time pressure shall take into account the number of tasks to be 
handled by the agent, and the ratio between the estimated time to task completion 
and the maximum available time to completion per task waiting for execution. 

As shown in Fig. 1, the proposed model consists of different cognitive modules, 
each responsible for performing a different set of tasks. Each of these tasks can be 
performed by real human beings in different ways, for example quick, easy and 
vague or time-consuming but precise. The agent’s performance depends on the re-
quirements of the current situation and the agent's internal state. In order to take 
this into account, rule systems were introduced, which are based on the concept of 
classifier-systems (see [8]). Accordingly, a set of rules is specified, which relates 
the way of information processing in mental processes to the influencing factors: 
cognition intensity, time pressure and emotional arousal. The rule system RS 
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which is connected to a generic cognitive process is formally defined as set of 
quadruples {(T, S, I, R)} with the following interpretation: for a given cognitive 
task T, a logical rule R assigns a strategy S. The parameter I defines a set of con-
crete values for the influencing factors (the description of R contains correspon-
dent variables). In the choice of a strategy, the rule including the most restricting 
conditions according to given requirements is preferred. A strategy, which is cho-
sen to perform a task, is said to be active. In the case of time pressure, quick 
strategies should be preferred for cognitive tasks connected to a rule system. 
Hence, only simple problem solving strategies are considered by the agent, if the 
cognitive resources are low. Otherwise, complex and precise strategies are  
preferred. 

Memory. The Memory module shall be responsible for storing and providing the 
set of cognitions in the agent’s mental world view. Cognitions of an agent are 
mental representations of real world objects as well as of the relations between 
them, such as approaching, communicating, threatening, etc. Besides, the mental 
world view contains background information relevant for the agent, e.g. mental 
representations of all known buildings and streets in the environment. The agent 
uses two different kinds of mental representations: observations and expectations. 
Observations are actually perceived objects that are transformed to representations 
by the perception process. Expectations are generated by mental simulation and 
represent possible future states of real world objects. 

Perception. The Perception module is mainly responsible for creating mental rep-
resentations of perceived objects in the environment, including characterizing in-
formation like position, type, etc. The perception process compares single  
perceived objects to accessible observations and expectations already stored in 
memory in order to identify the perceived objects. Perceived objects for which no 
mental representations exist in memory – that means, they are seen for the first 
time – are marked as "new objects". This allows emulation of a possible error: 
confusion of perceived objects in the agent’s mental world view. A filter process 
deletes mental representations with low significance in terms of low salience and 
low relevance depending on the cognitive resources of the agent. Salience means 
the accentuation of a stimulus out of its context, which makes this stimulus more 
easily accessible for the human consciousness. A salient stimulus automatically at-
tracts attention. Perceptions with low salience and relevance are not deleted, if the 
amount of cognitive resources is high enough, that means a filter threshold de-
creases with increasing cognition intensity. In consequence, different perceptions 
can be important for the agent depending on the situation. 

Behaviour Definition. The model elements described above enable us to capture 
the emergence of collective aggression, as we show in Section 2. They also help 
us model errors in human cognition and decision making: the delay of information 
intake, mental confusion of real world objects, disregarding important information 
and the resulting inaccuracies in the mental world view, or the selection of inap-
propriate problem solving strategies, behaviour patterns and actions to execute. 
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2   Computational Model of Collective Aggression 

This section describes a social-psychological model of collective aggression 
emergence that is based on empirical psychological findings. The model intends to 
enable an analyst to investigate the evolvement of missions especially in the envi-
rons of stabilization operations based on the simulated interplay between soldiers 
and civilians. This allows for example to analyze the dependencies between the 
soldiers' behaviour and the escalation or de-escalation of a situation. 

This aggression emergence model focuses on modelling collective aggression 
on the civilian side. In Summers [9], collective violence is defined as follows: 
"‘collective violence’ refers to situations in which people are harmed by the joint 
contributions of others. The number of perpetrators can range from a small group 
to an entire society. The number and type of victims can also range widely." Thus, 
collective violence describes the instrumental use of violence by people who iden-
tify themselves as members of a group against another group or set of individuals, 
in order to achieve political, economic or social objectives. 

The model characterizes civilian agents by several personality factors and in-
ternal processes that generate a situation-dependent behaviour driven by their mo-
tivational and emotional state. The modelling is persistently based on empirical 
findings from the psychological research on aggression. Basic literature was Ber-
kowitz [10], Prentice-Dunn et al. [11], and Staub [12]. 

The aggression model contains three basic processes which determine the indi-
vidual level of aggression (see Fig. 2): (1) Needs and emotions influence the level 
of aggression, (2) a process of de-individuation decides how strongly personal 
norms of anti-aggression come into play, and (3) a process of social influence 
forces agents to adjust their behaviour according to the role models from their in-
group with regard to emotions and readiness for aggression. 

Following the blocks in Fig. 2, the aggression model can be described as fol-
lows. The occurring events or actions are assessed by the agent (event assess-
ment). Actions of other agents refer here for example to actions performed by the 
soldiers like pacifying, threatening or defending. Of course, actions performed by 
other civilians are evaluated as well. All these actions may evoke fear, anger and 
arousal, depending on the cognitive assessment of the situation.  

The social influence by other agents is modelled according to Latané's formula 
of strength, immediacy and number of other agents [13]. This means that the so-
cial influence is exerted by the sum of the influence strengths and the proximity of 
each in-group agent. Fear, anger and readiness for aggression are related to the 
social influence of agents of the in-group of the agent. This means, for example, 
that by observing other agents with high fear, the agent’s own fear will increase. If 
the agent observed has a certain social status, like being a respected mayor, the 
“strength” in Latané's formula is higher, so the influence in increasing the fear of 
other agents in our example will also be higher. 
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The agent's behaviour mainly depends on his motivation. Motives are seen as 
psychological forces that drive an organism to show certain behaviour in order to 
reach a goal that is connected to the corresponding motive. At each point of time 
in the simulation run, the motive with the highest motive intensity determines the 
behaviour of an agent. This motive is called action-guiding or action-leading. 

  

Fig. 2. Socio- psychological model for the emergence of aggression. 

The modelling approach suggests a connection between motives and behav-
iours in the sense that each motive can, dependent on the motive intensity, trigger 
the execution of different predefined behaviour patterns. If e.g. the fear- motive is 
action guiding, it depends on the fear intensity if the agent will show a conscious 
and controlled withdrawal from a dangerous scene (in case of low motive inten-
sity) or the agent will show a panic flight (in case of high motive intensity). 

The course of a motive's intensity is defined by a continuous part and a discrete 
calculation part. The continuous part describes an increase or decay of the motive 
intensity over time regarding dynamically changing environment aspects (e.g. 
number of agents in the environment or the strength of social influences generated 
by the present agents). The discrete part of the intensity computations is based on 
the theory of cognitive appraisal for emotions as described by Cañamero [7]. Ac-
cordingly, individuals constantly evaluate perceptions concerning events taking 
place in the environment. The evaluation result can have an impact on the motive 
intensity by means of a discrete increase or decay of the corresponding motive  
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intensity. In such a manner, the detection (or assumption) of a possible threat can 
cause a rise of the emotional motive fear in the form of a sudden discrete increase. 

According to Schmidt [14], a single emotional state like fear can, in keeping 
with the system- theoretical modelling approach, be modelled by a single state 
variable that does not directly depend on other internal states of an agent.  

Besides fear, the motives anger and need are introduced. Need is a motive to 
satisfy a certain need (e.g. to enter a certain location in order to fulfil a certain 
task). The main driver for the behaviour of an agent is the action leading motive. 
The motive with the highest value at a particular point of time is selected as action 
leading and predetermines the main direction of the behaviour. That means for ex-
ample, if the action leading motive is fear, the agent will – depending on the pos-
sibilities and the strength of the fear – try to achieve more safety. 

The internal arousal is influenced by the event assessment and the number of 
people surrounding the agent. The higher the number of people surrounding the 
agent, the stronger is the increase of an individual's arousal. 

The de-individuation describes a state of the agent were he considers himself as 
part of a crowd and not as an individual. So the higher the agent's arousal is and 
the more he feels like belonging to the surrounding people (intensive feeling of 
group cohesiveness), the higher is the de-individuation. 

The readiness for aggression is determined by norms for anti-aggression, de-
individuation, and social influence in the following way: (a) the higher the norms 
for anti-aggression, the lower the readiness for aggression; (b) the higher the de-
individuation the higher the readiness for aggression; and (c) the more the social 
influence tends to aggression the higher the readiness for aggression. 

It is important to note that, according to psychological theories, the execution 
of aggressive actions primarily depends on the existence of readiness for aggres-
sion. Without readiness for aggression, a human being, even if very angry, would 
not try to harm others or cause damage. We capture it in our model as follows: If 
anger is action-guiding, then the level of the readiness for aggression and the  
intensity of anger jointly determine the extent of an individual's aggressive  
behaviour. 

These mechanisms are further influenced by various moderators, such as emo-
tional arousal (reflecting the intensity of the agent’s own emotions) and the ex-
haustion (reflecting the lack of physical energy). While the exhaustion moderator 
primarily affects the duration of the agent’s actions and its speed, the emotional 
arousal moderator affects its sensory perception: when it crosses a certain event 
type-specific threshold, the events of that type are no longer perceived by the 
agent. 

3   Semantic Intermediation Framework 

As we stated in the EUSAS architecture overview in [1], the core of our interme-
diation infrastructure is a common ontology, which guarantees a unified semantic 
description of all the behaviour models based on RDF/OWL standards. The  
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architecture of the EUSAS system splits the behaviour-related knowledge into two 
parts. The static part is captured in the ontology, the dynamic one in the software 
code of the objects (classes) representing the ontological entities in the simulation. 
In the following sections we focus on the salient aspects of the EUSAS system re-
garding the actual or potential use of semantic methods and approaches, starting 
with the role and the structure of the ontology itself. 

Role and Structure of Intermediation Ontology. Put briefly, the role of ontol-
ogy in the EUSAS project is to support the agent-type creation from the existing 
behaviour elements, enhance matchmaking capabilities and context-specific object 
identification, and to support discovery and composition of action plans by agents 
based on their current motive and location in the environment. In later project 
phases it will also support behaviour cloning techniques. Although some attempts 
at supporting the environment and behaviour modelling with ontologies in multi-
agent crowd simulation already exist [15, 16, 17], they do not provide a concise 
and universal way for application in simulation frameworks requiring both 2D and 
3D simulations and complex behaviour models. Additionally, none of them covers 
the concepts necessary for military contexts, where specific types of weapons, ac-
tions and behaviour patterns must be modelled. 

Our intermediation ontology is divided into two major parts: environmental and 
behavioural. The environment ontology provides the means for annotating the 
elements of the terrain and urban area, the dynamic objects which can be found 
and used by agents, weapons and control force facilities, as well as possible  
actions which can be performed on the objects in a given context and numeric 
properties about the objects such as energy cost or breakability. The behaviour on-
tology on the other hand provides means for annotating the different elements of 
agents in order to allow users to configure/build different agent types according to 
the requirements of a particular scenario. This entails, among others, concepts rep-
resenting inputs and outputs of different behaviour model elements, or verification 
whether two parts can be combined in one agent type. Another important aspect of 
this ontology will be the modelling of typical civilian and military behaviour  
patterns.  

The core concept which merges all the aspects of the ontology including ob-
jects, actions and motives is the ContextAction, which allows to define types of 
possible actions by putting constraints on the range of its properties. An example 
of such a concept is presented in Fig. 3, where we can see AttackWithFirearm ac-
tion which is an indirect subclass of ContextAction that requires objects to be of 
type FireArm, subjects of type Agent and elementary actions of type Effective-
Shot. The possible results include wounding or killing the agent. Such a structure 
allows to model actions and objects separately and to define custom action types 
which connect objects and actions including effects and preconditions, and to sig-
nificantly limit the amount of explicit information which has to be introduced by 
the system, while all the valid combinations of actions, object and subject along 
with the numerical properties for their energy cost and effectiveness can be ob-
tained automatically through ontological inference. 
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Fig. 3. Excerpts from the intermediation ontology. 

User-defined Agent Types. The importance of the intermediation ontology be-
comes apparent when we consider the process of defining new agent types by the 
users who are not technical experts. As we explained in [1], we designed our 
agents to be compatible with the PECS reference frame, but also to be as generic 
as possible. With this end in view, we split the agent’s internal state into two 
loosely structured collections. One is a set of motivational factors (motive compo-
nents) broadly corresponding to human emotions (e.g. fear, anger), physical drives 
(thirst, hunger, etc.) and cognitive motives. The other is a set of behaviour patterns 
triggered by these motives. In our architecture, it is the task of Behavioural Cogni-
tion (or Behavioural Intelligence) to decide which behaviour pattern should be ac-
tivated based on the inner state of the motive components. Users define new agent 
types by choosing appropriate motive components and behaviour patterns from a 
repository, and by setting their parameters, as shown in Fig. 4. Users may also add 
new motive components and behaviour patterns to the system, but doing so re-
quires a certain level of technical expertise. 

 

Fig. 4. Definition of New Agent Types. 

The Agent Definition Tool scans all the available agent components (motives 
and behaviours) in a repository and offers them to the user. Each component con-
sists of two files: a JAVA file implementing the functionality of the component, 
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and an XML file containing the values of its parameters. If the user includes a par-
ticular component in the new agent type, he or she will be given a chance to adjust 
its parameters. Since the execution of behaviour patterns during the simulation 
consists in generating a sequence of elementary actions (the smallest uninterrupti-
ble action units that an agent may perform subject to certain preconditions), the 
available repertoire of elementary actions can be considered as automatically in-
cluded in each agent type. Behavioural ontology contains the details of the logical 
coupling between the motives and the behaviours, so it can provide the reasoning 
services for verifying the consistency of the new agent type: 

1. Along with each behaviour pattern, the motives that trigger it must also be in-
cluded in the agent definition, or else the behaviour would never be activated. 
This is illustrated in the figure by showing two motives – Anger and Fear – 
along with the two behaviours they trigger: Attack and Flight to safety. 

2. Along with each component, the components on which it depends must also be 
included. Thus, for example, the physical energy component must always be 
present since the basic precondition for executing elementary actions is that the 
agent must have enough energy to perform them. 

The resulting agent type is saved as an XML file containing references to the 
JAVA component classes that need to be instantiated at runtime. This helps to pre-
serve the light-weight character of the simulation: although the repository of 
available agent motives and behaviours can grow large over time, only the needed 
components will be actually instantiated at runtime. 

Supporting Behavioural Intelligence. Another task for the intermediation ontol-
ogy is to support the process of activating the behaviour patterns by the motives 
during the simulation. If the coupling between the agent’s motives and behaviours 
were always straightforward, then the ontological reasoning would not be needed. 
But our aim of realistic human behaviour modelling led us to the point where the 
coupling was no longer trivial. A good example is human aggression. To non-
experts it might seem that aggression is triggered by anger, and the angrier we are, 
the more aggressively we behave. A deeper psychological inquiry, however, belies 
such simplistic notions. More sophisticated models need to take into account addi-
tional factors. In our model of collective aggression, anger really has to be action-
leading, but the actual form of aggression is determined by another composite  
factor termed “readiness for aggression”. This factor reflects, among other things, 
the agent’s level of de-individuation, model influence of others, as well as his per-
sonal norms for anti-aggression and expectation of negative consequences. 

In this respect we still face challenges. Our earlier experiments in [1] showed 
that ontological reasoning required substantial time and might not be feasible for 
simulations that needed to run in real time. That was unfortunately the case of our 
project, where the Agent-based Simulation Component is to be included in a 3-D 
cyber environment for the purpose of real-time virtual training of security forces. 
As we explained and partially validated in [1], our proposed solution is to invoke 
the reasoning at the initialisation stage (before the simulation starts) and store its 
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results in efficient in-memory structures (e.g. key-value maps) for quick access 
during the simulation. To design such structures for storing non-trivial reasoning 
results is a task that we have yet to tackle in subsequent stages of the project.  

Modular Structure of Simulation Scenarios and Generic Agents. Semantic ap-
proach to software development requires adequate support in the underlying plat-
form. JAVA programming language, besides its support of XML, also offers 
JAVA reflection and JAVA annotations. Although the scope of this chapter does 
not permit details, we shall briefly outline how we used them to streamline the 
structure of our simulator. 

As mentioned before, we store the values of component parameters in XML 
files. The same applies to agent types, physical environments and simulation sce-
narios – each is serialised to (and deserialised from) a special kind of XML file. 
Just as each agent type XML refers to the XML files of its components, so each 
simulation scenario XML refers to the XML files of the physical environment and 
the agent types that are instantiated in it. Our simulator first reads the scenario 
XML file. Next, it loads all the referenced XML files and cascades further down 
the reference chain until all the needed classes are loaded. Then a “parameter 
override” (a special sub-phase of the simulation initialisation) takes place. 

“Parameter override” concerns mainly the motive components and allows the 
user to adjust their parameters without losing the default values recommended by 
the component creators. Since components may have dozens of parameters of 
which typically only one or two need to be adjusted for a given simulation, we 
preferred to avoid making separate copies of the whole component XML files. In-
stead we chose to develop a new feature enabling us to specify the new values of 
component parameters directly in the simulation scenario XML file itself. To this 
end we included there an optional element corresponding to the component pa-
rameter that we wish to modify. We use a generic element for all the components 
and identify each component parameter by a reference string – the name of the 
component JAVA class, followed by the name of the parameter variable. During 
the “parameter override”, we invoke JAVA reflection to override its default value. 
In this form there is nothing particularly semantic about our approach except that 
we use JAVA reflection, which qualifies as a kind of meta-information about 
JAVA classes. However, as we extended this mechanism to kindred purposes, its 
semantic dimension became more prominent. 

This is particularly true of the dependence of some components on others. The 
real challenge is not when the dependence is on a unique component, for then the 
previous method – the reference string with the name of the component class and 
the name of the variable – does the job. The difficult case is when the dependence 
is meant to be more abstract. For instance, there can be alternative models of how 
the agent’s available physical energy changes over time depending on the actions 
he has performed and suffered. Assuming the competing models can provide en-
ergy in the same units (e.g. in percents, with 100% representing maximum energy, 
0% representing immobility or death), we may wish to be able to say: “I need the 
current percentage value of the available physical energy, whatever the name of 
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the component and the variable holding it.” In this case, clearly, the previous kind 
of reference string will not work. It is here that the utility of the intermediation on-
tology comes to the fore. The alternative energy models can annotate their energy 
status variables with a Unified Resource Identifier (URI) that points to the corre-
sponding concept in the ontology. This goes beyond the notion of a common soft-
ware interface, since the ontology can describe additional attributes of the concept 
(e.g. its units, minimum and maximum) and by reasoning derive further informa-
tion about it far beyond what could be expected from a typical software interface.  

4   Experimental Validation 

This chapter describes our work in progress and not all the design ideas presented 
above could have been experimentally verified yet. Moreover, our validation of 
the model of collective aggression had to be largely qualitative – on the basis of 
expert opinion – since it is notoriously difficult to predict the behaviour of multi-
agent systems on a rigorously quantitative basis. Nevertheless, our preliminary re-
sults justify optimism regarding the utility of the proposed approach for realistic 
human behaviour modelling. Regarding our modular architecture based on “plug-
gable” agent components, we had several opportunities to appreciate its flexibility. 
The first came as we moved from the simple exemplary scenario, which we used 
to evaluate the existing simulation frameworks in [18], to the much more sophisti-
cated model of collective aggression presented here. It turned out that our modular 
framework required surprisingly few adjustments to accommodate the new model. 
The second opportunity presented itself as we tackled the logging of events and 
key variables during the simulation for subsequent data analysis. After a thorough 
deliberation we realised that the best way to implement the logger was in the form 
of an agent component – as if it were just another motive like fear or anger. We 
were again surprised at the brevity and elegance of the resulting implementation. 

Below we present our validation scenario and the findings that were the basis 
for our conclusion. The overall setting is captured in Fig. 5: 

The numbered circles represent agents: those numbered 1-5 in the upper part 
are soldiers/guards; the others numbered 6-25 are civilians. The area in the top left 
corner represents the inside of a military base; the dark border around it is the 
wall. Its upper part enlarges into a watchtower manned by the guards Nos. 1-3. 
The pedestrian entrance is shown as a thinner wall just below the watchtower and 
is secured by the guards Nos. 4 and 5. The civilians move and interact with sol-
diers in the central portion of the figure. The bottom right shows the safety area 
where civilians flee when fear dominates their behaviour. Fig. 5 captures the situa-
tion after the escalation of civilian aggression, when the soldier responses (mainly 
warning shots in the air) triggered panic in some civilians. The panicking agents 
(Nos. 12, 14, 8, 15, 20, and 10) are seen flying towards the safety area (bottom 
right). 
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Fig. 5. Validation scenario snapshot. 

Our scenario is broadly modelled along the lines of the current ISAF Mission in 
Afghanistan. The civilians represent daytalers and employees of the base waiting 
for their entry into the base. They are divided into two groups (A and B) along 
with their respective leaders (agents 6 and 7). At the beginning of the simulation, 
the civilian leaders approach the gate guards and start negotiating. Since the nego-
tiation does not seem to lead anywhere, it results in a build-up of anger and  
frustration, which manifests in the aggressive behaviour of civilians towards the 
soldiers. The soldiers are expected to react according to the rules of engagement. 

In our simulator, the interaction between civilians and soldiers is modelled as 
an exchange of events corresponding to performed elementary actions. These 
events are available to other (observing) agents subject to a filtering process 
through which we model their sensory perception. In our initial experiments, we 
had our simulated soldiers use simplified rules of engagement listed in Table 1. 

Civilian actions in the table are listed in the order of increasing aggressiveness 
(starting with “provoke slightly”) and the soldier responses in the order of increas-
ing severity. The two are coupled through a numerical value called “Cognitive 
Evaluation”. Each form of civilian aggression is assigned a numerical “Cognitive 
Evaluation” in the range <0, 100>, and each soldier response is assigned a Cogni-
tive range consisting of min-max Cognitive Evaluations for which it is to be used. 

All actions shown in the table are perceived by the observing civilians and cause 
discrete changes in the intensity of their motives. In this way they contribute to the 
overall scenario development over time. Moreover, civilians are endowed with a 
simple “proto-anticipation” mechanism: when a civilian agent decides to execute a 
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certain behaviour pattern, it first estimates the time it would normally take if the 
physical movement were in a straight line and without any physical obstacle along 
the way. If more than twice this time elapses without the agent being able to com-
plete the chosen behaviour pattern, then the agent’s anger and readiness for aggres-
sion increase, which forces the “frustrated” agent to switch to more aggressive be-
haviours. We term this mechanism “the civilian escalation principle”. 

Table 1. Simplified rules of engagement: coupling of soldier responses with civilian actions 

Civilian action Cognitive
Evaluation 

Standard soldier response Cognitive Range 

Negotiate (only civilian leaders) 10 Communicate calm <0, 20) 

Provoke slightly 35 Communicate warning <20, 40) 

Provoke aggressively 45 Gesticulate <40, 50) 

Threaten 55 Show of weapon <50, 60) 

Attack without weapon 70 Load gun <60, 80) 

Attack by throwing stone 90 Warning shot in the air <80, 100> 

 
Regarding soldiers, we treat their cognitive evaluation as a kind of motive with 

a few departures from the standard motive dynamics: First, in each simulation cy-
cle each soldier reacts only to the event with the largest cognitive evaluation, and 
ignores all the other events. Secondly, in the preparation for a new simulation step, 
the Cognitive Evaluation variable is always reset to zero in order to prevent any 
cumulative or memory-effects (continuous dynamics) over time. 

Our model for soldier behaviour stipulates a “soldier escalation principle” simi-
lar to the civilian one: if the soldiers perceive an aggressive civilian action and if 
the same or more aggressive civilian action has already occurred earlier in the sce-
nario, then their response is to be one degree more severe than the standard re-
sponse listed in the table. It means, for instance, that while a soldier agent responds 
to the first “provoke aggressively” with a “gesticulate” action, it would respond to 
all the repeated occurrences of “provoke aggressively” with a “show of weapon.”  

In order to implement the “soldier escalation principle”, the soldier agents are 
equipped with a “proto-memory” that records the last time when each particular 
form of civilian aggression occurred in the scenario. This proto-memory is a kind 
of inverted index – a map with all the possible Cognitive Evaluations as keys. 
Each key points to a timestamp recording the most recent occurrence of each 
Cognitive Evaluation in the scenario. 

In subsequent stages of the EUSAS project we plan to endow our agents with a 
full-fledged memory and anticipation mechanisms, as well as standard path-
planning and collision-avoidance logic. However, even the simplified model pre-
sented above sufficed to validate the model of collective aggression in the  
relatively simple and obstacle-free environment of our validation scenario.   

As we varied the parameters of civilian agents, we observed synchronised 
changes in their emotional (motivational) state as well as global changes in the 
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scenario evolution. Overall, the project modelling group felt that the observations 
confirmed the validity of our model. We intend to perform a deeper analysis 
through Data Farming (multi-parametric studies), but the theory underlying these 
techniques is beyond the scope of this chapter. 

Multi-agent systems are known to give rise to complex patterns of global behav-
iour based on relatively simple rules governing individual agents. The resulting be-
haviour is often not derivable analytically and tends to strike observers as unusual. 

 

Fig. 6. Average number of panicking agents (z-axis) based on the initial readiness for ag-
gression (RFA) of civilian leaders (L) and ordinary civilians (o). 

We witnessed this as we tried to figure out which parameter settings would 
maximise the number of panicking agents. After an extensive experimentation we 
found out that the most relevant parameter was the “readiness for aggression” 
(RFA), but we had to differentiate between the RFA of the civilian leaders and that 
of the ordinary civilians. Fig. 6 shows the number of panicking agents as a function 
of the initial level of RFA of civilian leaders (L) and ordinary civilians (o). The 
number of panicking civilians is calculated as an average from ten independent 
simulation runs for each parameter setting. To a casual observer it is far from obvi-
ous, first, why RFA should be at all significantly correlated with the number of  
panicking civilians and, second, why the maximum of 12.5 panicking civilians (on 
average) should occur for the medium rather than the more extreme values of RFA. 
Due to space constraints, we can only briefly indicate the reasons here. First, panic 
tends to occur after severe soldier responses, such as warning shots in the air, which, 
by the rules of engagement, are only permitted after highly aggressive civilian ac-
tions. These, in turn, require high RFA, so RFA must not be too low. At the same 
time, our model stipulates that high emotional arousal (in terms of intense fear or 
anger) blocks the sensory perception of the agents. When RFA is high, it feeds back 
and fuels anger, so the agents become “blind with anger” and continue in their ag-
gressive behaviour in spite of warning shots in the air. So, RFA must not be too high 
either. This is, of course, only a very brief and tentative outline of the dynamics of 
our model, not a comprehensive explanation. It should not be taken to imply that 
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panic depends only on RFA – there are in fact many other factors, which we simply 
kept at their default values recommended by the model developers. A more compre-
hensive exploration of our model in a more representative spectrum of influencing 
factors remains one of our key future tasks. 

5   Conclusions and Future Work 

We have demonstrated an approach to realistic human behaviour modelling lean-
ing heavily towards semantic perspective and methods. Our modelling basis was 
the PECS reference model specifically designed to facilitate the uptake of sound 
sociological and psychological models of human behaviour. In Section 2 we have 
presented such a novel computational model of collective aggression. In Section 3 
we have indicated how this model might be implemented in a modular fashion 
with the support of semantic elements, such as ontology, JAVA reflection and 
JAVA annotations. In Section 4 we have partly validated our approach experimen-
tally on a simple, yet representative scenario in the context of the EUSAS project. 
In the subsequent stages of the project, we intend to validate our model and archi-
tecture on increasingly demanding scenarios and in a growing spectrum of  
functionalities. The most demanding of these is undoubtedly behaviour cloning – 
an attempt to learn and improve our models by imitating human experts. It will re-
quire a substantial enhancement of our present implementation, yet we believe our 
architecture has the needed flexibility and can accommodate these new demands. 
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Abstract. This chapter treats theoretical results concerning the Symmetrical Op-
timum method (SO-m), linear 2-DOF and fuzzy control extensions, perspectives 
and applications. The theoretical results are related to the Extended SO-m (ESO-
m) and the double parameterization of the SO-m (2p-SO-m) introduced previously 
by the authors. Digital implementation aspects are given. The applications deal 
with speed and position control of rapid plants in mechatronic systems with focus 
on electrical drives with BLDC motors and variable moment of inertia. 

1   Introduction 

The basic version of the Symmetrical Optimum method (SO-m) was elaborated by 
Kessler for an efficient (model-based) design of the controllers for servo systems. 
The method is characterized by the fact that in the open-loop transfer function 
(abbreviated with t.f.) )(0 sH , [1], [2]: 

)()()(0 sPsCsH ⋅= ,                                           (1) 

)(sC  – the controller’s t.f. and )(sP  – the controlled plant t.f., the result is a 

double pole (by the SO-m) in the origin and the parameters of the controllers 
(PI(D)-type) can be computed (recalculated) online by means of compact formu-
las. Basically, the design situations correspond to benchmark-type model for the 
plant and typical controllers – of PI(D) type – eventually extended with reference 
filters. 

This chapter treats two extensions of the SO-m introduced by the authors [3] 
and by their former colleague Zs. Preitl in [4] and [5] focused on obtaining better 
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dynamics of the control structure, enhancement of robustness, and enlarging of 
area of applications. The efficiency of controller tuning can be proved in the time 
domain and in the frequency domain as well. For the variation of the parameters in 

)(sP  (for example, the gain kP in a given or approximated domain, 

maxmin PPP kkk ≤≤ ) these methods ensure the online computation of the controller 

parameters for a minimum guaranteed phase margin. The method found exten-
sions in 2-DOF interpretation and fuzzy control solutions. In area of applications 
can be included remarkable mechatronic applications [6]. In this frame the use of 
brushless DC motors (BLDC-ms) is with great actuality due to its attractive driv-
ing properties [7]–[9]. For the case of servo applications characterized by Variable 
Moment of Inertia (VMI) the use of controllers adapted on the operating point is 
very attractive and necessary; for this purpose the extended versions are for a 
practical importance in design of robust speed controllers [10]–[12]. 

The chapter is structured as follows. A short overview on the SO-method is 
presented in section 2. Section 3 gives details on the extensions of the SO-m some 
implementation details. Section 4 deals with an extension for Takagi-Sugen-Fuzzy 
Control solution (TS-FC). Section 5 deals with a case study concerning a low-
power servo application with BLDC-m. Section 6 is dedicated to the concluding 
remarks. 

2   The Basic Version of the Symmetrical Optimum Method 

In its practical form the method Symmetrical Optimum method (abbreviated SO-
m) [1], [2] is applicable for plants having a pole in origin (the main case for the 
positioning systems) characterized by a t.f. expressed as (1) (a) or (b) 

)1(
)(

Σ+
=

sTs

k
sP P    (a),   

)1)(1(
)(

1sTsTs

k
sP P

++
=
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(TΣ includes the effects of small time constants of the plant). For this cases the use 
a PI or a PID controller, having the t.f. (2) (a) or (b): 
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is recommended (in the case of PID controllers 
1' TTc =  , the pole-zero cancella-

tion). Accordingly, the closed-loop t.f. with respect to the reference input r 
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, can expressed as 

3
3

2
210

10)(
sasasaa

sbb
sHr +++

+
= ,                                   (4) 

 



2-DOF and Fuzzy Control Extensions of Symmetrical Optimum Design Method 21
 

and the “optimal controller” is obtained imposing the conditions 

2
231

2
120 2  ,2 aaaaaa == ,                                        (5) 

with the result 10 =a , Σ= Ta 41
, 2

2 8 Σ= Ta , 3
3 8 Σ= Ta  and 10 =b , Σ= Tb 41

. The 

controller parameters can be computed using the compact relations 

)'(   4  ,
8

1
12

TTTT
Tk

k cc

P

c === Σ
Σ

.                        (6) 

The “optimal performance” guaranteed by the SO-m – viz. %431 ≈σ  (overshoot), 

Σ≈ Tts 5.16  (settling time), Σ≈ Tt 1.31
 (first settling time) and a small phase margin, 

036≈rϕ  (the main drawback of the SO-m) – are seldom acceptable, so a retuning 

of the controller or use of adequate designed reference filters are strongly  
recommended. 

Efficient ways for performance enhancement are based on two extensions  
of the SO-m, the Extended Form of the Symmetrical Optimum Method  
(ESO-m), and the Double Parameterization of the Symmetrical Optimum Method 
(2p-SO-m). 

Both methods (presented in [3] and [4] and later in [5]) are based on a general-
ized form of the equations (5) in the form of 

2
231

2/12
120

2/1 , aaa  aaa   == ββ ,                              (7) 

where β  is the design parameter. 
The methods are focused to fulfill an increased value for the phase margin, good 
(better) tracking performances and efficient disturbance rejection. 

3   The Extensions of the Symmetrical Optimum Method 

3.1   The Extended Symmetrical Optimum Method (ESO-m) 

The Extended Symmetrical Optimum method (ESO-m) [3] is dedicated mainly to 
positioning systems (see the integral component in the t.f.s (1)), characterized by 
t.f.s in form of (1) (a) or (b). Applying the optimization relation (7) as result the 
characteristic t.f.s )(0 sH  and )(sH r

 will obtain the forms 
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The method ensures the compact design relations for the parameters, in the gener-
al form 

)'(,
1

122/3
TT  T T  

Tk
k cc 

P
c === Σ

Σ

β
β

,                        (9) 

which leads to significantly improved performance. Fig. 1 presents the main con-
trol system performance indices as function of the design parameter β . 

 

 

Fig. 1. Performance indices 
1σ , 

Σ= Ttt ss /^ , 
Σ= Ttt /1

^
1

 and ][ o
rϕ  versus β . 

The method offers also a good support in controller design for plants with vari-
able parameters (for example, the variation of kP in the domain [kPmin, kPmax] and 
similarly for ΣT ) and the possibility for online computing the value of β  which 

ensures a minimum guaranteed phase margin. This is the situation imposed by 
electrical drives with Variable Moment of Inertia (VMI). The recommended do-
main for β  is )16( 94 ≤< β . 

Useful connections of the results with those obtained by minimizing the inte-
gral quadratic performance indices are proved in [13]. 

3.2   The Double Parameterization of the SO-m (2p-SO-m) 

The 2p-SO-m introduced in [3] and [5] is dedicated to driving systems (speed con-
trol, characterized by t.f-s in the following without integral (I) component: 
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with Σ>>> TTT 21
. The method is based on the generalized optimization conditions 

(7) and on a supplementary defined parameter m: 

)1/(  / 11 <<= ΣΣ TTTTm .                                 (11) 

Finally the characteristic t.f.s )(0 sH  and )(sH r
 will obtain the optimized forms 

given in (12) and in (13), respectively: 
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In this case the compact design relations are 
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Mainly, the 2p-SO-m ensures efficient disturbance-rejection for a special case of 
servo-system applications with “great and variable” moment of inertia. The  
system performances regarding the reference input are synthesized in Fig. 2 and 
extended and useful conclusions are available in [5]. 

In comparison with other classical benchmark-type model oriented design 
methods [1], the 2p-SO-m can be recommended for servo-systems (speed control) 
characterized with great differences between the large and the small time con-
stants ( 2.005.0 ≤< m ) and high performance imposed regarding load distur-
bances. Comparing the control system performance with that ensured by the 
Modulus Optimum method (MO-m), ( β  in the of domain of )12( 94 ≤< β ) the 
effect of load disturbances is faster rejected. The method is easy applicable for 
online redesign of the controller parameters. 

The quasi-continuous (QC) implementation of the PI(D) controller as digital 
control algorithm can be supported by the informational diagram presented in Fig. 
3. The additional state variable xk is associated to the I component, and an AWR 
measure is inserted. The equivalency between the parameters {Kpid, Ki, Kd, Karw} 
and the continuous parameters of the controllers {kr, Tr, Tr’} is easily calculable,  
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Fig.2. System performance regarding the reference input; )(,, ,1,,1 βσ ftt rrsr = , m – parameter. 

and it depends on the sampling period value, Ts. If the controllers are developed 
on the basis of linearized models the solution allows the bumpless commutation 
from one controller to another depending on the operating points [14]. 

 

Fig. 3. A quasi-continuously operating PID digital control algorithm implementation. 

3.3   Sensitivity Analysis in the Frequency Domain 

The control system performance indices versus β  can be represented in a graphi-
cal form in the frequency domain. An efficient measure of the sensitivity and of 
the robustness of our extensions is based on the relation of the sensitivity function 

)(0 sS  and of the complementary sensitivity function )(0 sT , the Nyquist diagrams 

and the )(0 βfM S =  circles, and the values of 
1

0
−

SM  versus β  (in Fig. 4), the 

phase margin rϕ  versus β  and/or Bode diagrams for different values of β  and m. 
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Fig. 4. Nyquist curves and 
1

0
−

SM  circles for }16,9,4{∈β  for ESO-m. 

For example, Fig. 4 illustrates the Nyquist curves, the )(0 βfM S =  circles and 

the )(1
0 βfM S =−  circles are presented for the ESO-m for representative values of 

β , }16,9,4{∈β . Detailed diagrams are offered in [5] for the 2p-SO-m. 

Fig. 5 illustrates these diagrams just for the extreme situation characterized by 
05.0=m  and )}20( 12,9,4{∈β . The curves point out the increase of robustness 

when the value of β  is increased. Such diagrams can be useful for controller de-
sign (CAD) by allowing to fixing the value of β  according to the desired  
performance. 

3.4   Further Performance Enhancement: Alternative Controller 
Structures 

Both extensions found applications incorporated in alternative control structures 
and algorithms; such applications are exemplified as follows. Starting with Fig. 6 
a particular case of control structure (CS) containing controllers with non-
homogenous dynamics with respect to the two inputs is presented in Fig. 7 [14]. 

The controller blocks are characterized by own t.f.s. Starting with the CS with a 
1-DOF controller, given in Fig. 7 (a), the use of the reference filter, Fr (s) can  
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Fig. 5. Nyquist curves and 1
0

−
SM  circles for 05.0=m  and )}20(12,9,4{∈β  for  

2p-SO-m. 

ensure an efficient pole-zero compensation. This approach allows a 2-DOF inter-
pretation of the design [15]. 

The performance enhancement is exemplified here only for the ESO-m [3]. The 
methodology is the same for the 2p-SO-m [5]. 

 

Fig. 6. Typical controller structures and particular forms of the modules [14]. 



2-DOF and Fuzzy Control Extensions of Symmetrical Optimum Design Method 27
 

 

Fig. 7. Structures of 1-DOF and 2-DOF controller as extension of an 1-DOF controller. 

A first version of reference filter F(s) is recommended to compensate the effect 
of the complex-conjugated poles in (8) (also in (13) and, together with this, the ef-
fect of the zero: 
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Consequently, the control system behavior in the relation yrr →→ 1
 becomes a-

periodically with the main performance indices 01 =σ  and Σ−≈ Tts )1)(5...3( β  

(and rϕ  according to Fig. 1): 
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A second version of filter can be used to compensate only the effect of the zero in 
(13); accordingly: 

sT
sFr

Σ+
=

β1

1
)( .                                         (17) 

The control system behavior in the relation yrr →→ 1
 is given by the following 

t.f. and the closed-loop system has an oscillatory behavior only for 9<β : 
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ββββ
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Similar types of filters are used in case of the 2p-SO-m, having β and m as  
parameter [5]. 

3.5   Equivalency between 1-DOF (PID) and 2-DOF Controllers 

Let us consider the block diagram given in Fig. 7 (a). Replacing the feedback con-
troller )(sC  on the input channel and the forward loop, this CS can be transposed 

into a 2-DOF CS in its classical RST representation, where )  (R , )  (S  and )  (T  

are the specific polynomials [16]. The PI or PID controllers (with/without refer-
ence filters) can be restructured in form of the 2-DOF controller, and vice-versa, 
where the presence of a conventional controller can be highlighted. Two types of 
such rearranged PI(D) structure are detailed in Fig. 7 (b) and (c). The rearrange-
ments allow take into account the design experience from case of PI and PID  
controllers. 

For example, if the controller from Fig. 7 (b) is be characterized by a continu-
ous t.f. with the “traditional” [1] tuning parameters {kR, Ti, Td, Tf}; the t.f.s of the 
equivalent blocs are 
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For the CS given in Fig. 7 (c) (with the notation )()( sCsC ∗= ) the t.f.s are 
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 (20) 

Depending on the values of α1 and α2 (parameters), for the presented blocks the 
behaviors from in Table 1 are obtained. The choice of a certain representation of 
the controller depends on: 

- the structure of the available controller; 

- the adopted algorithmic design method and the result of this design. 
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Table 1. Connections between 2-DOF controller and extended 1-DOF controller structure 
(P – proportional, D – derivative, I – integral, L1(2) – first (second) order lag filter) 

Fig.7 (a) F(s) - F(s)C(s) C(s) Remarks 

Fig.7 (b) - CF C(s)–CF(s) C(s) - 

Fig.7 (c) - CP C*(s) C*(s)+CP(s) - 

1α  
2α  - - (ref. channel) (feedback)  

0 0 1 0 PID PID 1-DOF controller 

0 1 PDL2 DL1 PI PID 1-DOF with non-
homogenous behavior 1 0 PD2L2 P PID-L1 PID 

1 1 PL2 PDL2 I PID 

1α  
2α  PID controller with pre-filtering (2-DOF controller)  

The comparisons between 2-DOF CS and 1-DOF CS can be performed on the ba-
sis of the structures presented in Fig. 7. Some results in this context are presented 
in [5] and [16]. 

4   Extensions to Fuzzy Controller Solutions 

In [11] and [12] the authors presents some 2-DOF fuzzy controllers defined on the 
basis of the Mamdani or Takagi-Sugeno Fuzzy blocks FB-Tc, see Figs. 8 to 11. 
The linear blocks are presented in their continuous-time forms for the sake of sim-
plifying the presentation. This hybrid treatment can lead to complicated problems 
in the systematic analysis of the fuzzy CS structures. It is largely accepted [12] 
that Takagi-Sugeno Fuzzy Controllers (TS-FCs) are more flexible to the operating 
point changes and can ensure better performance in the cases of plants with nonli-
nearities. 

The TS-FC solution can be developed based on the presented PI or PID control 
solutions [13]. The set of linearized model of the plant used in the TS-FC design 
can be treated as a linear system with variable parameters. 

 

Fig. 8. Structure of feed-forward 2-DOF PI-fuzzy controller. 
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Fig. 9. Structures of feed-forward 2-DOF PID-fuzzy controllers. 

 

Fig. 10. Structure of feedback 2-DOF PI-fuzzy controller. 

 

Fig. 11. Structure of feedback 2-DOF PI-fuzzy controller. 

To develop the PI-FC (or more generally a PID-FC), Fig. 12, the continuous-
time PI controllers must be discretized resulting in the incremental versions of the 
PI quasi-continuous digital controllers 

, 2,1  ),( ,,,,, =⋅+Δ=+Δ=Δ ieeKeKeKu kiikiPikiIikiPiki δ
            

 (21) 

where {KPi, KIi, δi} are functions of {kci, Tci}: 
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Fig. 12. Block diagram of control system with Takagi-Sugeno fuzzy controller. 

Three input membership functions are defined initially to have in mind the low-
cost implementation of the 2-DOF fuzzy controllers. More membership functions 
can be defined for nonlinear processes and high performance specifications.  
Fig. 13 points out the tuning parameters of the Takagi-Sugeno fuzzy block FC: Be 

and BΔe (if the FC is a Mamdani type also the output membership function must be 
done, having as parameter BΔu). 

 

Fig. 13. Membership functions of FC. 

This obtained control algorithm, permanently actualized to the plant parame-
ters’ modifications, is included in the TS-FC. The TS-FC use if–then fuzzy rules 
expressed in the following general form [17]: 
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The TS-PI-FC uses the max and min operators in the inference engine, assisted by 
the a classical rule base. The strictly positive parameters of TS-PI-FC, {Be, BΔe, 
μ(i)} must be determined by means of the development method given in [17]. The 
parameters μ(i) can introduce additional nonlinearities that can be useful for control 
system performance enhancement especially when controlling complex plants, 
nonlinear or with variable parameters, where the stability analysis is necessary 
[18]–[22]. 

The basic values of the parameters Be, BΔe and μ(i)  are chosen in accordance 
with the experience of an expert in control systems and are in connection with the 
domains of variation of the reference input. The nonlinear behavior which is ade-
quate for the FC can be obtained by increasing the number of input linguistic 
terms. 

5   Application: Driving System with BLDC Motor 

The presented application is an electrical driving system with BLDC-m with VMI, 
characterized by the following parameters [23]: 2=p , Ω= 1sR , HLs 02.0= ,  
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VVDC 220= , 2
0 005.0 kgmJ e = . The motor can operate at any desired speed within 

the range srad /]314,0[∈ω . 

The CS given in Fig. 14 (as a Simulink scheme) is basically a cascade control 
structure. The inner loop – with the on-off controller – can be characterized as a 
second-order system with delay [24]. 

 

 

Fig. 14. Classical CS and controller block of BLDC-m. 

On the basis of the 2p-SO-m the main (speed) controller (PI) has the parameters 
KCi = 1 and Tri = 0.001 s, which are calculated for nominal value of the plant pa-
rameters, and they are recalculated periodically in accordance with parameter 
modifications. The controller (in its PI version) includes also a classical version of 
an Anti-Windup Reset (AWR) circuit, Fig. 14. The AWR operates only in the 
same operating conditions at high speed and high-value disturbance without dis-
rupting stable operation of the system. 

The CS presented in Fig. 14 allows the replacement of the controller by cus-
tomizing the s (of the controller) and visualization of all measurements whose 
evolution is interesting, because the simulations gives instant values and their 
measured values must be filtered. 

The application simulates a winding process with VMI as shown in Fig. 15, 
where the reference input must be correlated with the modification of the working 
roll radius. In this context, two basic aspects occur at the development of the  
 



34 S. Preit et al.
 

control structure: the modification of the reference input (ω), and the controller 
parameter tuning/retuning. To tackle the first aspect, the following condition must 
be fulfilled: 

)(/)(const)( 0 trkttvt =→= ω .                          (24) 

where a measurement of the radius )(tr  enables the continuous modification of the 

reference input )(0 tω ; the variance of the moment of inertia, according to 

)(
2

1
)( 4 trltJ te πρ=

                                       
 (25) 

requires much attention in the controller design, which parameters adapted in time 
varying; the solution based on an external speed control loop with linear PI or PI-
TS-FC-s with parameter adaptation was presented in Section 2. Accepting a linear 
variation of )(tr  with 25% the value of J(t) increases twice, and accordingly the 

controller parameters must be updated. 
 

 

Fig. 15. Functional diagram of electrical driving system with VMI (a) and reference input 
correction system (b). 

The BLDC-m drive was tested by simulation using the following scenario: for a 
given 

0,0ω  and a corresponding linear speed vt(t) followed by a reference changing, 

two linear speed changing and finally the stop (vtf0(t)=0); the initial value the pa-
rameters of the speed controller were initialized regarding to the values of 
{

1000 ,, TkJ Pe
}. Due to the modification of )(tr  the reference input )(0 tω  was re-

calculated continuously according to (24), and timely the parameters of the con-
troller. 

Fig. 16 illustrates the simulation results concerning the output linear speed vt(t) in 
the given scenario. 



2-DOF and Fuzzy Control Extensions of Symmetrical Optimum Design Method 35
 

 
 

vt0(t)=ct  
 
 
 
 
 
 
 
 
 

vt0init(t)=0 

vt1(t)=ct 
 
vt0(t)=ct 
 
 
 
 
 
 
 
 
 
vtf0(t)=0 

Fig. 16. Output speed (linear speed vt(t) for control system of electrical driving system with 
VMI with PI controller and second order reference filter. 

No discontinuities in the variation of )(tv  are observed and during the winding 

regime the output of the controller remains within the limitations. 

6   Conclusions 

Based on the practical version of the SO-method, this chapter has presented exten-
sions – the ESO-m and the 2p-SO-m – focused on benchmark-type models, which 
enable generalizations of the optimization conditions and compact design relations 
can be given. The presented extensions enlarge significantly the areas of applica-
tion and usefulness of the SO method specific for mechatronic system applica-
tions, and they ensure better control system performance. 

Basically, the control design is discussed in continuous time, but they can be 
relatively easy implemented in quasi-continuous digital version by using the pre-
sented approach (for example, [2]). Useful conclusions about the extended me-
thods can be obtained based on sensitivity analysis of the controlled servo systems 
(applications) due in time-domain (for example, [15]. 

A Takagi-Sugeno fuzzy controller extension of the presented methods has also 
been investigated. The application has dealt with a BLDC driving application with 
VMI confirm the applicability of the methods. 

Other applications, i.e., the non-homogenous variant of the controller, the 
model-based design extensions using Smith predictor structures, are possible re-
search and application themes. They will be accompanied by several modeling and 
application-oriented approaches [25]–[33]. 
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Abstract. The topic treated in this chapter is the risk aversion of an agent in front 
of a situation of uncertainty with many risk parameters. We will study a general 
model of risk aversion in which some parameters are probabilistically described 
(by random variables) and others are possibilistically described (by fuzzy num-
bers). For the construction of this model, firstly, mixed expected utility, a notion, 
which unifies probabilistic and possibilistic aspects of expected utility theory is in-
troduced. The notion of mixed risk premium vector is introduced as a measure of 
risk aversion with mixed parameters. The main result of the chapter is an approx-
imate calculation formula for mixed risk premium vector. Lastly, our model is ap-
plied in the evaluation of risk aversion in grid computing.  

1   Introduction 

Situations of uncertainty are often met in social and economic life. Traditionally, 
phenomena of uncertainty are mathematically treated by probability theory. There 
are cases when probabilistic modeling is not adequate, e.g., when we do not have 
sufficiently large databases for probabilistic inference. Zadeh’s possibility theory 
[1] is an alternative to probability theory to treat of phenomena of uncertainty. 

The study of the risk aversion of an agent faced with a risk situation is a central 
theme of risk theory [2]. The concepts, which appear in the treatment of risk aver-
sion, are defined in terms of probabilistic indicators (expected value, variance, 
etc.). In several cases we deal with a situation of uncertainty with several risk 
components. Some of these risk parameters can be described probabilistically and 
others possibilistically. In the first case parameters will be considered as random 
variables and in the second case as possibilistic distributions (in particular, fuzzy  
numbers). From here the idea of mixed vector appears, in which some risk  
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components are random variables and others are fuzzy numbers. If all components 
are random variables, we deal with a probabilistic risk vector, and if all compo-
nents are fuzzy numbers, we deal with a possibilistic risk vector. The aim of this 
chapter is to treat risk aversion in case of mixed vectors.   

The chapter is organized as follows. In Section 2 notions related to fuzzy num-
bers and to principal possibilistic indicators of fuzzy numbers are recalled.  

In Section 3 two approaches of multidimensional risk aversion are presented: 
one based on probability theory [3, 4] the other on possibility theory [5, 6, 7]. 

In Section 4 we introduce mixed vectors and the notion of mixed expected utili-
ty. The mixed expected utility generalizes both probabilistic expected utility from 
[3] and the possibilistic expected utility from [5, 6, 7]. 

Section 5 treats risk aversion in the context offered by mixed vectors. The 
mixed model of risk aversion is defined based on the mixed expected utility. 
Mixed risk premium vector is defined as a measure of risk aversion of an agent 
faced with a situation with several risk parameters (some possibilistic and some 
probabilistic). A formula, which evaluates mixed risk premium vector depending 
on probabilistic and possibilistic indicators associated with the mixed vector is 
proved (see Theorem 1). In particular, the treatment of multidimensional probabil-
istic risk aversion from [3] and the treatment of multidimensional possibilistic risk 
aversion from [5] are obtained from the model studied in this section.  

Section 6 proposes a way of applying mixed risk premium in grid computing, 
and Section 7 concludes the chapter. 

2   Possibilistic Indicators of Fuzzy Numbers 

Fuzzy numbers represent the best-known class of possibilistic repartitions. In this 
section the definition of fuzzy number and its most important indicators are re-
called. For basic material we refer to [8, 9, 10, 11]. 

Let X be a set of states. A fuzzy subset of X (= fuzzy set) is a function A: X→[0, 
1].  A fuzzy set A is normal if there exists x∈X such that A(x)=1. The support of A 
is defined by supp(A)={x∈X|A(x)>0}.  

In the following we consider that X is the set R of real numbers. For any γ∈[0, 
1], the γ-level set of a fuzzy set A in R is defined by 

A[ ]γ =
x ∈R | A(x) ≥ γ{ }if γ > 0

cl x ∈R | A(x) > γ{ }if γ = 0

⎧ 
⎨ 
⎩                           

 (1) 

(cl(supp(A)) is the topological closure of the set supp(A)⊆R ). A fuzzy set A in R 
is called fuzzy convex if  [A]γ  is a convex subset of R for any γ∈[0, 1]. A fuzzy  
 
 
 
 



Mixed Multidimensional Risk Aversion 41
 

number is a fuzzy set of R normal, fuzzy convex, continuous and with bounded 
support. 

Let A be a fuzzy number and γ∈[0, 1]. [A]γ is a closed and convex subset of R. 
We denote a1(γ)=min[A]γ, a2(γ)=max[A]γ. Hence [A]γ=[a1(γ),a2(γ)] for all γ∈[0,1].  

A non-negative and monotone increasing function f: [0,1]→R is a weighting 

function if it satisfies the normality condition f (γ )dγ = 1
0

1

∫ .  

We fix a fuzzy number A and a weighting function f. Assume that 
[A]γ=[a1(γ),a2(γ)] for all γ∈[0,1]. The possibilistic expected value of A w.r.t. f was  
defined in [11] by 

E( f , A) =
1
2

(a1 (γ ) + a2 (γ ))
0

1

∫ f (γ )dγ .                      (2) 

The possibilistic variance of A w.r.t. f is defined by 

Var( f , A) =
1
2

[(a1 (γ ) − E( f , A))2 + (a2 (γ ) − E( f , A))2 ] f (γ )dγ
0

1

∫ .        (3) 

Let A and B be two fuzzy numbers and f a weighting function. Assume that 
[A]γ=[a1(γ),a2(γ)] and [B]γ=[b1(γ),b2(γ)] for all γ∈[0,1]. The possibilistic cova-
riance Cov(f,A,B) of A and B w.r.t. f is defined  by 

Cov( f , A,B) =
1

2
[(a1 (γ ) − E( f , A))(b1 (γ ) − E( f ,B))

0

1

∫
+ (a2 (γ ) − E( f , A))(b2 (γ ) − E( f ,B))] f (γ )dγ .              

 (4) 

An n-dimensional possibilistic vector has the form  
 

A = (A1,..., An) , where each 
component Ai  is a fuzzy number. In our case, Ai  represents the i-th risk parame-

ter and   
 

A  describes the risk situation overall.  

3   Approaches to Multidimensional Risk Aversion  

In this section we present in parallel some elements of multidimensional probabil-
istic risk aversion [3, 4] and of multidimensional possibilistic risk aversion [5]. 

Let Ω be a set of states and (Ω, K, P) a probability space on Ω. A random vec-
tor has the form   

 
X = (X1,..., Xn), where each Xi  is a random variable. If u: Rn→R 

is a continuous function then the function u(  
 

X ): Ω→R  defined by 

  u(
 

X )(ω ) = u(X1 (ω ),..., Xn (ω ))  for any ω∈Ω is a random variable. In interpreta-
tion, u can be regarded as an n-dimensional utility function. The probabilistic  
 

 
 
 



42 I. Georgescu and J. Kinnunen
 

expected value M(u(  
 

X )) of the random variable u(  
 

X ) is the probabilistic expected 
utility of   

 
X  w.r.t. u. Probability theory of risk aversion with several parameters is 

developed in a framework with two components: a random vector  
 

X = (X1,..., Xn) 
representing the risk situations with parameters X1 ,..., Xn  and a utility function u: 
Rn →R expressing an agent’s attitude to risk. 

Throughout this paper we assume that utility functions have the class 2C  and 
are strictly increasing in each argument.  

Definition 1 [3]. A probabilistic risk premium vector  
 

π = (π1 ,...,π n)  (associated 

with the random vector   
 

X  and the utility function u) is a solution of the equation: 

  M (u(
 

X )) = u(M (X1) − π1 ,...,M (Xn) − π n).                     (5) 

We denote ei = M (Xi ), i = 1,...n  and  
 

e = (e1 ,...,en ) .  

Proposition 1 [3]. An approximate solution of equation (5) is given by 

  
π i

0 = −
1

2

1

u j (
 

e )
Cov(Xi , X j )uij (

 
e ), i = 1,...,n

j=1

n∑ .               (6) 

We present now by [5] a possibilistic approach to risk aversion with several para-
meters. We consider a setting with three elements: a possibilistic vector 

  
 

A = (A1,..., An) , a weighting function f: [0,1]→R, and a utility function u: Rn →R.  

Assume that for any γ∈[0,1] and i∈{1,…,n}, [ A]γ = [ai (γ ),bi (γ )]. Then the 

possibilistic expected utility E(f, u(  
 

A )) of  
 

A  w.r.t f and u is defined by 

 
E( f ,u(

 
A )) =

1
2

[u(a1 (γ ),...,an (γ )) +
0

1

∫ u(b1 (γ ),...,bn (γ ))] f (γ )dγ .
        

 (7) 

Definition 2 [5]. A possibilistic risk premium vector  
 

ρ = (ρ1 ,...,ρ n)  (associated 

with   
 

A , f, and u) is a solution of the equation: 

  E( f ,u(
 

A )) = u(E( f , Ai ) − ρ1,...,E( f , An) − ρ n) .                  (8) 

We denote mi = E( f , Ai ), i = 1,...,n  and  
 

m = (m1,...,mn) . 

Proposition 2 [5]. An approximate solution of equation (8) is given by 

 
ρ i

0 = −
1

2

1

u j (
 

m )
Cov( f , Ai , A j )uij (

 
m ), i = 1,...,n

j =1

n∑ .                 (9) 
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4   Mixed Expected Utility 

In this section we treat the situations of uncertainty in which some parameters are 
probabilistic while others are possibilistic. A mixed vector has the form 
(A1,..., An, X1 ,..., Xm), where A1,..., An  are fuzzy numbers and X1,..., Xm  are random 

variables. The possibilistic vector  
 

A = (A1,..., An)  is called the possibilistic com-

ponent of (A1,..., An, X1 ,..., Xm) and the random vector  
 

X = (X1,..., Xm) is its proba-

bilistic component. The mixed vector (A1,..., An, X1 ,..., Xm) will be denoted   (
 

A ,
 

X ). 

In interpretation, a mixed vector  (
 

A ,
 

X ) can represent a situation of risk with sev-
eral parameters. Some parameters are probabilistic and modeled by random va-
riables X1,..., Xm  while other parameters are possibilistic and modeled by fuzzy 

numbers A1,..., An . A risk situation modeled by a mixed vector  (
 

A ,
 

X ) will be 
called mixed risk situation.  

In Section 3 the notion of probabilistic expected utility was used to define 
probabilistic risk premium vector and the notion of possibilistic expected utility 
was used to define possibilistic risk premium vector. Therefore to define risk pre-
mium vector in case of a mixed risk situation we should have a notion of mixed 
expected utility, which should generalize the two of them.  

We fix a mixed vector   (
 

A ,
 

X )= (A1,..., An, X1 ,..., Xm), an m+n dimensional utility 
function g: Rn+m→R and a weighting function f: [0,1]→R . We assume that 
[ Ai ]

γ = [ai (γ ),bi (γ )] for any i=1,…,n and γ∈[0,1]. Let γ∈[0,1]. We denote 

  
 

a (γ ) = (a1 (γ ),...,an (γ ))  and   
 

b (γ ) = (b1 (γ ),...,bn (γ )). We consider the functions 

  g(
 

a (γ ),
 

X ) :  Ω→R and   g(
 

b (γ ),
 

X ) : Ω→R defined by 

  

g(
 

a (γ ),
 

X )(ω ) = g(a1 (γ ),...,an (γ ), X1 (ω ),..., Xm (ω ));

g(
 

b (γ ),
 

X )(ω ) = g(b1 (γ ),...,bn (γ ), X1 (ω ),..., Xm (ω )).               
 (10) 

for any ω∈Ω. It is obvious that  g(
 

a (γ ),
 

X )  and  g(
 

b (γ ),
 

X )  are random variables, 

and we can consider their expected values  M (g(
 

a (γ ),
 

X ))  and  M (g(
 

b (γ ),
 

X )) .  

Definition 3. The mixed expected utility of the mixed vector  (
 

A ,
 

X ) w.r.t. the utili-
ty function g and a weighting function f is defined by 

 
E( f ,g(

 
A ,

 
X )) =

1
2

[M (g(
 

a (γ ),
 

X )) + M (g(
 

b (γ ),
 

X ))
0

1

∫ ] f (γ )dγ .         (11) 

Remark 1. (i) If n=0 then   M (g(
 

a (γ ),
 

X )) = M (g(
 

b (γ ),
 

X )) = M (g(
 

X )) . Thus, 

  
E( f ,g(

 
A ,

 
X )) =

1
2

[M (g(
 

X )) + M (g(
 

X ))
0

1

∫ ] f (γ )dγ = M (g(
 

X )).         (12) 
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(ii) If m=0 then   M (g(
 

a (γ ),
 

X )) = M (g(
 

a (γ )) = g(
 

a (γ ))  and  M (g(
 

b (γ ),
 

X ))  

  = M (g(
 

b (γ )) = g(
 

b (γ )) . Thus, 

 

E( f ,g(
 

A ,
 

X )) =
1

2
[M (g(

 
a (γ )) + M (g(

 
b (γ ))

0

1

∫ ] f (γ )dγ

=
1

2
[g(

 
a (γ )) + g(

 
b (γ ))

0

1

∫ ] f (γ )dγ = E( f ,g(
 

A )).
          

 (13) 

Example 1. We will take n=2, m=0, and g(x, y) = (x − E( f , A1))(y − E( f , A2)) for 
any x,y∈R. Then according to Remark 1 (ii) we have 

  E( f ,g(
 

A ,
 

X )) = E( f ,g(
 

A )) = Cov( f , A1, A2) .                    (14) 

Example 2. We will take n=0, m=2, and g(x, y) = (x − M (X1))(y − M (X2))  for 
any x,y∈R. Then, according to Remark 1  (i) we have  

  E( f ,g(
 

A ,
 

X )) = M (g(X1, X2)) = Cov(X1, X2) .                 (15) 

The two examples from above show that both possibilistic covariance and proba-
bilistic covariance are particular cases of mixed expected utility.  

Lemma 1. If n=m=1 and g(x, y) = (x − E( f , A1))(y − M (X1)) , then 

 E( f ,g(
 

A ,
 

X )) = 0 .                                        (16) 

Lemma 2. Let g: Rn→R be a continuous function and g1: R
n+m→R be a function 

defined by  g1 (
 

x ,
 

y ) = g(
 

x )  for any  
 

x ∈Rn  and  
 

y ∈Rm. Then 

  E( f ,g1 (
 

A ,
 

X )) = E( f ,g(
 

A )).                                   (17) 

Lemma 3. Let h: Rm→R be a continuous function and h1: R
n+m→R  be a function 

defined by  h1 (
 

x ,
 

y ) = h(
 

y )  for any  
 

x ∈Rn  and  
 

y ∈Rm. Then 

  E( f ,h1 (
 

A ,
 

X )) = M (h(
 

X )) .                                   (18) 

Proposition 3. Let g: Rn+m→R, h: Rn+m→R be two continuous functions and 
α,β∈R. Consider the function u: Rn+m→R defined by  u(

 
x ,

 
y ) = αg(

 
x ,

 
y ) + βh(

 
x ,

 
y )  

for any   
 

x = (x1,..., xn) ∈Rn  and   
 

y = (y1,..., ym)∈Rm. Then 

  E( f ,u(
 

A ,
 

X )) = αE( f ,g(
 

A ,
 

X )) + βE( f ,h(
 

A ,
 

X )) .              (19) 
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Corollary 1. Let g: Rn→R,  h: Rm→R be two continuous functions and α,β∈R. 
Consider the function u: Rn+m→R defined by  u(

 
x ,

 
y ) = αg(

 
x ) + βh(

 
y )  for any 

  
 

x ∈Rn  and  
 

y ∈Rm. Then  

  E( f ,u(
 

A ,
 

X )) = αE( f ,g(
 

A )) + βM (h(
 

X )) .                     (20) 

5   Risk Aversion with Mixed Parameters 

In this section we study risk aversion of an agent w.r.t. a situation of uncertainty 
with several risk parameters. Some of these parameters can be probabilistically 
modeled and others possibilistically. We introduce mixed risk premium vector, the 
notion by which we evaluate risk aversion in the mentioned case. The main result 
is a formula for the calculation of mixed risk premium vector.  

We fix a mixed vector   (
 

A ,
 

X ) = (A1 ,..., An , X1,..., Xm), a utility function u: 

Rn+m→R of class 2C  and a weighting function f: [0,1]→R . 
For any i, j ∈{1,…, n} and k, l ∈{1,…, m} we denote 

  

vi (
 

x ,
 

y ) =
∂u(

 
x ,

 
y )

∂xi

; vij (
 

x ,
 

y ) =
∂ 2u(

 
x ,

 
y )

∂xi∂x j

;

wk (
 

x ,
 

y ) =
∂u(

 
x ,

 
y )

∂yk

; wkl (
 

x ,
 

y ) =
∂ 2u(

 
x ,

 
y )

∂yk∂yl

,
                          

 (21) 

where   
 

x = (x1,..., xn) ∈Rn and   
 

y = (y1,..., ym)∈Rm.  
Also we denote ai = E( f , Ai ), i = 1,...,n  and bk = M (Xk ), k = 1,...,m .  

Definition 4. A mixed risk premium vector  (
 

ρ ,
 

π ) = (ρ1 ,...,ρ n ,π1 ,...,πm)  (asso-

ciated with the mixed vector   (
 

A ,
 

X ), the utility function u and the weighting func-
tion f) is a solution of the equation: 

 

E( f ,u(
 

A ,
 

X )) = u(E( f , A1) − ρ1,...,E( f , An) − ρ n,

M (X1) − π1,...,M (Xm) − π m).                        
 (22) 

Equation (22) may have several solutions  (
 

ρ ,
 

π ).  
By the notations before Definition 4, equation (22) can be written as 

  E( f ,u(
 

A ,
 

X )) = u(a1 − ρ1 ,...,an − ρ n,b1 − π1 ,...,bm − π m).          (23) 

Remark 2. (i) If n=0, then according to Remark 1 (i), equation (22) becomes 

  M (u(
 

X )) = u(b1 − π1,...,bm − π m) .                               (24) 
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We find the notion of probabilistic risk premium vector (cf. Definition 1). 
(ii) If m=0, then according to Remark 1 (ii), equality (22) becomes 

  E( f ,u(
 

A )) = u(a1 − ρ1,...,an − ρ n ) .                              (25) 

Theorem 1. An approximate solution  (
 

ρ ,
 

π ) of equation (22) is given by 

 

ρ i

0 = −
1

2

1

vi (
 

a ,
 

b )
Cov( f , Ai , A j )vijj =1

n∑ (
 

a ,
 

b ), i = 1,...,n;

π k

0 = −
1
2

1

wk (
 

a ,
 

b )
Cov(Xk , Xl )wkll=1

m∑ (
 

a ,
 

b ), k = 1,...,m.
             

 (26) 

Proof. We recall that the utility function u: Rn+m→R has the class 2C . By Tay-
lor’s formula and neglecting the Taylor remainder of second order, we obtain:  

  

u(
 

x ,
 

y ) ≈ u(
 

a ,
 

b ) − (xi − ai )
∂u(

 
a ,

 
b )

∂xi

− (yk − bk )k=1

m∑i =1

n∑ ∂u(
 

a ,
 

b )
∂yk

+
1

2
(xi − ai )(x j − a j )i , j=1

n∑ ∂ 2u(
 

a ,
 

b )

∂xi∂x j

+
1
2

(yk − bk )(yl − bl )k,l =1

m∑ ∂ 2u(
 

a ,
 

b )
∂yk∂yl

+
1

2
(xi − ai )k=1

m∑i =1

n∑ (yk − bk )
∂ 2u(

 
a ,

 
b )

∂xi∂yk

.
     

 (27) 

With the notations from the beginning of this section this relation can be  
written: 

 

u(
 

x ,
 

y ) ≈ u(
 

a ,
 

b ) − (xi − ai )vi (
 

a ,
 

b ) − (yk − bk )k=1

m∑i =1

n∑ wk (
 

a ,
 

b )

+
1
2

(xi − ai )(x j − a j )i , j =1

n∑ vij (
 

a ,
 

b )

+
1

2
(yk − bk )(yl − bl )k,l =1

m∑ wk (
 

a ,
 

b )

+
1

2
(xi − ai )k=1

m∑i =1

n∑ (yk − bk )
∂ 2u(

 
a ,

 
b )

∂xi∂yk

.
     

 (28) 
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Consider g: Rn→R, h: Rm→R, r: Rn→R, s: Rm→R, and z: Rn+m→R defined by 

  

g(
 

x ) = vi (
 

a ,
 

b )(xi − ai );i =1

n∑
h(

 
y ) = wk (

 
a ,

 
b )(yk − bk )k=1

m∑ ;

r(
 

x ) = vij (
 

a ,
 

b )(xi − ai )i , j =1

n∑ (x j − a j );

s(
 

y ) = wkl (
 

a ,
 

b )
k,l=1

m∑ (yk − bk )(yl − bl );

z(
 

x ,
 

y ) = (xi − ai )(yk − bk )
∂ 2u(

 
a ,

 
b )

∂xi∂yk

.
k=1

m∑i =1

n∑
           

 (29) 

Then 
  
u(

 
x ,

 
y ) ≈ u(

 
a ,

 
b ) − g(

 
x ) − h(

 
y ) +

1
2

r(
 

x ) +
1
2

s(
 

y ) +
1
2

z(
 

x ,
 

y ). 

By Proposition 3 and Corollary 1 it follows: 

  

E( f ,u(
 

A ,
 

X )) ≈ u(
 

a ,
 

b ) − E( f ,g(
 

A ))

+
1

2
E( f ,r(

 
A )) +

1

2
M (s(

 
X )) +

1

2
E( f ,z(

 
A ,

 
X )).

          

 (30) 

We consider the functions: gi: R→R,  i=1,…, n; hk: R→R, k=1,…, m defined by 
gi (x) = x − ai  for any x∈R; hk (y) = y − bk  for any y∈R.  

We notice that E( f ,gi (Ai )) = E( f , Ai ) − ai = 0 and M (hk (Xk )) = M (Xk ) − bk = 0 
for any i=1,…, n and k=1,…, m. By Proposition 3: 

  

E( f ,g(
 

A )) = vi (
 

a ,
 

b )E( f ,gi (Ai )) = 0;
i =1

n∑
M (h(

 
X )) = wk (

 
a ,

 
b )M (hk (X k)) = 0;

j =1

m∑
E( f ,r(

 
A )) = vij (

 
a ,

 
b )Cov( f , Ai , A j );i, j =1

n∑
M (s(

 
X )) = wkl (

 
a ,

 
b )Cov(Xi , X j ).k,l =1

m∑                     

 (31) 

To compute  E( f ,z (
 

A ,
 

X )) we consider the functions zik : R2→R,  i=1,…,n and 

k=1,…,m, defined by zik (x, y) = (x − ai )(y − bk ) for any (x, y)∈R2 . 
By Proposition 3 and Lemma 1 it follows: 

 
E( f ,z (

 
A ,

 
X )) =

∂ 2u(
 

a ,
 

b )

∂xi∂yk

E( f ,zik (Ai , Xk )) = 0
k=1

m∑i =1

n∑ .           (32) 

Replacing in the approximate value of  E( f ,u(
 

A ,
 

X ))  one obtains: 

 

E( f ,u(
 

A ,
 

X )) ≈ u(
 

a ,
 

b ) +
1
2

vij (
 

a ,
 

b )Cov( f , Ai , A j )i, j=1

n∑
+

1
2

wklk .l=1

m∑ (
 

a ,
 

b )Cov(Xk , Xl ).                

 (33) 
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By Taylor formula and omitting the remainder of first order one obtains: 

  

u(a1 − ρ1,...,an − ρ n ,b1 − π1 ,...,bm − π m)

≈ u(
 

a ,
 

b ) − ρ i v i (i =1

n∑  
a ,

 
b ) − π kwkk=1

m∑ (
 

a ,
 

b ).
                 

 (34) 

If ρ1
0,...,ρ n

0,π1
0,...,π m

0  are real numbers 

 

ρ i

0 = −
1

2

1

vi (
 

a ,
 

b )
Cov( f , Ai , A j )vijj =1

n∑ (
 

a ,
 

b ), i = 1,...,n;

π k

0 = −
1
2

1

wk (
 

a ,
 

b )
Cov(Xk , Xl )wkll =1

m∑ (
 

a ,
 

b ), k = 1,...,m,
           

 (35) 

then a simple calculation shows that 

  
ρ i

0vi (
 

a ,
 

b ) = −
1
2

vij (i, j =1

n∑i=1

n∑  
a ,

 
b )Cov( f , Ai , A j ) ;                 (36) 

  
π k

0wk (
 

a ,
 

b ) = −
1
2

wkl (k .l =1

m∑k=1

m∑  
a ,

 
b )Cov(Xi , X j ) .                  (37) 

By applying the relations (33), (34), (36), and (37) it follows that 

  

E( f ,u(
 

A ,
 

X )) ≈ u(
 

a ,
 

b ) − ρ i

0vi (i=1

n∑  
a ,

 
b ) − π k

0wk (
k=1

m∑  
a ,

 
b )

≈ u(a1 − ρ1

0 ,...,an − ρ n

0,b1 − π1

0,...,bm − π m

0 ).                 

 (38) 

In conclusion, (ρ1
0,...,ρ n

0,π1
0 ,...,πm

0 )  is an approximate solution of (22).                ■ 

6  Application to Evaluate Risk Aversion in a Grid  

In this section we present a way of evaluating the risk aversion of an agent w.r.t. 
the situations of uncertainty, which can appear in grid computing.  

We consider a grid composed of several nodes. In the functioning of a node N i  
situations of uncertainty can appear: they can be described possibilistically or 
probabilistically. In the first case the behaviour of the node N i  is mathematically 
described by a fuzzy number Ai  and in the second case by a random variable Xi . 
We assume that the grid has n+m nodes: the first n nodes are represented by the  
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possibilistic vector   
 

A = (A1,..., An) , and the other m nodes are represented by the 

random vector  
 

X = (X1,..., Xm) . The uncertainty situation related to the function-

ing of the grid is described by the mixed vector  (
 

A ,
 

X ) . A utility function u: 
Rn+m→R expresses the attitude of the agent w.r.t. the n+m risk parameters. The 
mathematical framework is completed by a weighting function, conveniently cho-
sen. The mixed risk premium vector ρ associated with the mixed vector   (

 
A ,

 
X ) , 

the utility function u and the weighting function f evaluates the risk aversion of the 
agent w.r.t. the functioning of the grid. Its calculation is done by the formula given 
by Theorem 1 of Section 5.   

Example 3. We consider a grid with n+m nodes N1,...,N n,N n+1,...,N n+m . In the 
functioning of the grid n+m risk parameters appear. Assume that the risk parame-
ters associated with the nodes N1,...,N n  are represented by the fuzzy numbers 
Ai = (ri ,α i ,β i ), i = 1,...,n  (see [9, 10]). Also we assume that the risk parameters 

associated with the nodes N n+1,...,N n+m  are represented by the random variables 
X1,..., Xm  having the covariance matrix (σ kl )kl=1,...,m. We consider that the utility 

function u: Rn+m→R and the weighting function f: [0,1]→R have the form: 
u(x1 ,..., xn, y1 ,..., ym) = −e−2( x1 +...+xn +y1 ,...,ym ) ; f(γ)=2γ  for γ∈[0,1] .  

By Theorem 1 a simple calculation shows that an approximate solution of equa-
tion (22) of Section 5 is given by 

ρ i

0 = Cov( f , Ai , A j ), i = 1,...,n
j =1

n∑ ;                       (39) 

π k

0 = Cov( f , Xk , Xl ), k = 1,...,m
l =1

m∑ .              (40) 

We have for i, j=1,…,n, 

Cov( f , Ai , A j ) =
1

36
[α iα j + β i β j + (α i + β i )(α j + β j )].            (41) 

Then (39) and (40) can be written as (42) and (43), respectively: 

ρ i

0 =
1

36
[α i α jj=1

n∑ + β i β jj=1

n∑ + (α i + β i ) (α j + β j )j =1

n∑ ];          (42) 

π k

0 = σ kl ,l =1

m∑ k = 1,...,m .                                   (43) 
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7  Conclusions 

This chapter proposes a new model of risk aversion with several parameters. The 
novelty of the model consists in the fact that some parameters are probabilistically 
modeled (by random variables) and others are possibilistically modeled (by fuzzy 
numbers). 

The notion of mixed risk premium vector is introduced as a measure of risk 
aversion of an agent confronted by a risk situation with mixed parameters (proba-
bilistic and possibilistic). Thus, a unification of two parallel concepts (probabilis-
tic risk premium vector and possibilistic risk premium vector) is obtained.  

The main result of the chapter is an approximate calculation formula for mixed 
risk premium vector. 

As an application of our model a way of evaluating risk aversion, which ap-
pears in the functioning of a grid in which some nodes have a probabilistic de-
scription and others have a possibilistic description is presented.  

Acknowledgments. Irina Georgescu was supported by CNCSIS-UEFISCSU project number  
PN II-RU 651/2010. 
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Strong Berge and Strong Berge Pareto 
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Abstract. Nash equilibrium is an important solving concept in Game Theory. 
Playing in Nash sense means that no player can deviate from the equilibrium strat-
egy in order to increase her/his payoff. Some games can have several Nash equili-
bria. Strong Berge and strong Berge Pareto equilibria are important refinements of 
the Nash equilibrium. An evolutionary technique based on non-domination is pro-
posed in order to detect the strong Berge and strong Berge Pareto equilibria. Some 
numerical experiments are presented in order to illustrate the proposed method. 

1   Introduction 

In non-cooperative Game Theory [1, 2] the most important solving concept is the 
Nash equilibrium [3]. Playing in Nash sense means that no player can change his 
strategy in order to obtain a better payoff for him. 

In some games, which have several Nash equilibria, can appear a selection 
problem. Several refinements are introduced in order to solve this selection prob-
lem. Such equilibria is the strong Berge equilibrium [4]. The strong Berge Pareto 
equilibrium is one refinement of the Nash equilibrium, which means that pit is a 
strong Berge equilibrium and it is Pareto efficient.  

2   Game Theory Prerequisites 

Formally the description of a  non-cooperative finite game is the following: 
 

A finite strategic non-cooperative game is a system: 
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).,..,1,,,( niiuiSNG == ,                                           (1) 

where: 

• N represents a set of players, and n is the number of players; 
• for each player  iSNi ,∈  is the set of actions available,   

 

nSSSS ×××= ...21                                                   (2) 

is the set of all possible situations of the game and Ss ∈  is a strategy (or strategy 
profile) of the game; 

• for each player RSuNi i →∈ :,  represents the payoff function (utility) of the 

player i. 

2.1   Nash Equilibrium 

Nash equilibrium is a state from which no player can deviate in order to increase 
her payoff. 

Formally we can describe: 

Definition. A strategy profile Ss ∈* is a Nash equilibrium if the inequality holds: 

 

,,,,...,1),(),( ***
iiiiiiii ssSsnisussu ≠∈∀=∀≤−                            (3) 

where ),( *
ii ss −  denotes the strategy profile obtained from *s  by replacing the 

strategy of player i with is . 

2.2   Strong Berge Equilibrium 

Berge introduced the strong Berge equilibrium [4]. The strong Berge equilibrium 
is stable against deviation of all the players except one of them. 

Definition. A strategy profile Ss ∈*  is a strong Berge equilibrium (SBE) of the 
game, if: 

 

.
** ,,),(),( iijiij SsiNjNisussu −−− ∈∀−∈∀∈∀≤

                       
(4) 
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Remark. The strong Berge equilibrium is a subset of the Nash equilibrium: 

 
.NESBE ⊆                                                          (5) 

Remark. If the number of players is equal to 2, the strong Berge equilibrium and 
the Nash equilibrium coincide. 

2.3   Pareto Equilibrium 

Defintion. A strategy profile Ss ∈*  is Pareto efficient, when it does not exist a 

strategy Ss ∈ , such that  )()( *susu ii ≥ , Ni ∈  with at least one strict inequality. 

2.4   Strong Berge Pareto Equilibrium 

Strong Berge Pareto equilibrium [5] is a refinement of the strong Berge  
equilibrium. 

Definition. A strategy profile Ss ∈*  is a strong Berge and Pareto equilibrium of 

the game, if *s is a strong Berge equilibrium, and it is also Pareto efficient. 

3   Evolutionary Equilibrium Detection 

An evolutionary detection method is described in order to detect different equili-
bria. Generative relations for strong Berge and strong Berge Pareto equilibria are 
introduced. 

3.1   Generative Relations 

First generative relation for Nash equilibrium was introduced in [6]. A generative 
relation for an other refinement (Aumann equilibrium) is introduced in [7]. 
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3.1.1   Generative Relation for Strong Berge Equilibrium 

Consider two strategy profiles *s and s from S. Denote by ),( * sssb  the number of 

players who lose by remaining to the initial strategy *s , while the other players 
are allowed to play the corresponding strategies from s and at least one player 

switches from *s  to s. 

We may express ),( * sssb  as 

 

]),(),(,[),( ***
iijiij SssussuiNjcardsssb −−− ∈∀≥−∈= ,                 (6) 

where card[M] denotes the cardinality of the multiset M (an element i can appear 
several times in M and each occurrence is counted in card[M]). 

Defintion. Let Sss ∈,* . We say the strategy *s  is better than strategy s with re-

spect to strong Berge equilibrium, and we write ss SB≺* , if and only if the in-

equality 

 

),(),( ** sssbsssb <                                                (7) 

holds. 

Defintion. The strategy profile Ss ∈*  is a strong Berge non-dominated strategy, 

if and only if there is no strategy *, ssSs ≠∈ , such that s dominates Ss ∈  with 
respect to SB≺  i.e. 

 

.*ss SB≺                                                           (8) 

We may consider relation SB≺  as a candidate for generative relation of the strong 

Berge equilibrium. This means the set of the non-dominant strategies with respect 
to the relation SB≺ approximates the set of strong Berge equilibria. 

3.1.2    Generative Relation for Strong Berge Pareto Equilibrium 

We may express ),( * sssbp  as [8]: 

 

)]()(,[

],),(),(,[),(

*

***

susuNicard

SsiNjsussuNjcardsssbp

ii

iijiij

+∈+

+∈∀−∈∀≥∈= −−−
 (9) 
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Defintion. Let Sss ∈,* . We say the strategy *s  is better than strategy s with re-

spect to strong Berge Pareto equilibrium, and we write ss SBP≺* , if and only if 

the inequality   

 

),(),( ** sssbpsssbp <                                              (10) 

holds. 

Defintion. The strategy profile Ss ∈*  is a strong Berge Pareto non-dominated 

strategy, if and only if there is no strategy *, ssSs ≠∈ , such that s dominates 
Ss ∈  with respect to SBP≺ i.e. 

 

.*ss SBP≺                                                         (11) 

We may consider relation SBP≺  as a candidate for generative relation of the 

strong Berge Pareto equilibrium: the set of the non-dominant strategies with re-
spect to the relation SBP≺ approximates the set of strong Berge Pareto equilibria. 

Remark. The strong Berge Pareto equilibrium can be interpreted as a composed 
strong Berge and Pareto equilibrium. The suitable generative relation is the sum of 
the two generative relations. 

3.2   Evolutionary Detection Method 

The nondomination with respect to the generative relation is used in the evolutio-
nary multiobjective optimization method in order to detect the certain type of 
equilibrium (strong Berge and strong Berge Pareto equilibrium).The main idea is 
that the above described generative relations induce a specific nondomination 
concept associated to each type of equilibrium. 

Every individual from the population is represented as a n-dimensional vector, 
representing a strategy profile. A population of strategies is evolved. The first 
population is generated randomly. Strategy population at iteration t may be viewed 
as the current equilibrium approximation. 

The used approach can be summarized in a technique called Relational Evolu-
tionary Equilibria Detection (REED): 

1. Set t = 0; 
2. Randomly initialize a population of strategies; 
3. Binary tournament selection and recombination using the simulated binary 

crossover (SBX) operator for; 
4. Mutation using real polynomial mutation; 
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5. Compute the rank of each population member with respect to the generative  
relation. Order by rank; 

6. Rank based selection for survival; 
7. Repeat steps 3 - 6 until the maximum generation number is reached. 

4   Numerical Experiments  

For the numerical experiments a modified version of NSGA-II [9] has been used. 
The generative relation is considered for the rank based fitness assignment. The 
population size is 200 and the number of generation is 100. There are considered 
ten different runs with different random seed generators. Some continuous non-
cooperative games are presented in order to illustrate the effectiveness and usabili-
ty of the proposed evolutionary method. 

4.1   Experiment 1 

Let us consider the game 1G  having the following payoff functions [5]: 

 

].1,0[,,2),(

,22),(

212
2
21212

21
2
1211

∈−−=

+−−=

xxxxxxxu

xxxxxu

                                

(12) 

Fig. 1 presents the detected payoffs in a single run. Detected Nash, strong Berge 
and strong Berge Pareto equilibria payoffs are the same strategy profile (0,0). 

4.2   Experiment 2 

Let us consider the game 2G  having the following payoff functions: 

 

].10,0[,,)),sin(10(),,(

)),sin(10(),,(

)),sin(10(),,(

321
2
3

2
2

2
133213

2
3

2
2

2
123212

2
3

2
2

2
113211

∈++−=

++−=
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Fig. 2 presents the detected payoffs in a single run. In the case of the strong Berge 
and strong Berge Pareto equilibria these refinements are useful to solve the selec-
tion problem. 

 

Fig. 1. Detected payoffs for the Nash equilibrium, Pareto front, strong Berge Pareto and 
strong Berge equilibria payoffs. 

Fig. 2. Detected Nash equilibria, Pareto front, strong Berge Pareto, and strong Berge equi-
libria payoffs. 
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5   Conclusions 

Nash equilibrium is an important solution concept in Game Theory. A disadvantage 
of this equilibrium is the selection problem which can appear by games having sev-
eral Nash equilibria. Strong Berge and Strong Berge Pareto equilibria are some im-
portant refinements of the Nash equilibrium. Generative relations for these equilibria 
are described. An evolutionary method based on generative relations is described in 
order to detect several equilibria. Numerical experiments are presented in order to il-
lustrate the potential of the proposed evolutionary technique. 
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Abstract. One of the important issues in information retrieval is to provide meth-
ods suitable for searching in large textual datasets. Some improvement of the  
retrieval process can be achieved by usage of conceptual models created automati-
cally for analysed documents. One of the possibilities for creation of such models 
is to use well-established theory and methods from the area of Formal Concept 
Analysis. In this work we propose conceptual models based on the generalized 
one-sided concept lattices, which are locally created for subsets of documents rep-
resented by object-attribute table (document-term table in case of vector represen-
tation of text documents). Consequently, these local concept lattices are combined 
to one merged model using agglomerative clustering algorithm based on the de-
scriptive (keyword-based) representation of particular lattices. Finally, we define 
basic details and methods of IR system that combines standard full-text search and 
conceptual search based on the extracted conceptual model. 

1   Introduction 

One of the possible and useful applications of knowledge modelling is to use  
created conceptual model from unknown (non-annotated) set of documents for 
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improvement of information retrieval results (against “classic” approaches). This 
process should include preprocessing of documents set, building of conceptual 
model (hierarchy of concepts, linkage of documents to hierarchy), and using of 
created model for improvement of IR, with or without the combination of concep-
tual and full-text search. This approach can be seen as problem decomposition 
method for building of conceptual model from text documents [2]. This concep-
tual model combines locally applied Formal Concept Analysis (FCA) and ag-
glomerative clustering of particular models into one structure, which is suitable to 
support information retrieval process and can be easily combined with standard 
full-text search, as was described in [4].  

Formal Concept Analysis (FCA, [7]) is a theory of data analysis that identifies 
conceptual structures among data sets. FCA produces concept lattice among the 
data that can be understand as knowledge-based model. Standard FCA works in 
two basic approaches - binary (crisp) and fuzzy case. In crisp case FCA is based 
on binary data tables (object has/has not attribute). Due to fact that data tables 
from textual documents usually contain real-valued attributes, some fuzzification 
of classic crisp method is needed. In our previous work we have used one ap-
proach to one-sided fuzzification presented in [8]. In this chapter we will provide 
practical usage of slightly different approach (theoretically presented in [3]) based 
on the generalized one-sided concept lattice (with the algorithm for its creation), 
which is able to support creation of concept lattices for contexts (object-attribute 
tables) with non-homogenous attributes, which are represented as complete lattic-
es and the resulting set of model attributes can be viewed as a mix of qualitative 
(binary), quantitative (discrete, interval-based) or fuzzy logically based (truth val-
ues of various logical systems) ones. This is the main difference to our previous 
work and will provide several benefits. Since it is not necessary to concern only 
one type of complete lattice for possible values of attributes, we are able to sup-
port any type of attributes in the current domain of documents. Therefore we are 
able to use not only terms weights, but also any lattice-based truth value structure 
like binary, nominal, or ordinal attributes for qualitative rating of documents in 
dataset. This is really interesting specially for today's popular social-based rating 
of web documents and can be helpful for deep analysis of documents, where key-
word-based similarity is high, but qualitative attributes can help in their correct 
distinction.  

In order to provide searchable structure of the whole dataset from more concept 
lattices, merging of them is needed. Therefore, particular FCA models are labelled 
by characteristic attributes and simple agglomerative algorithm is used for cluster-
ing of local models, with the metric based on these characteristic attributes. This 
approach was also presented in [5], where grid computing was used to achieve 
better computing times. Then we will show the proposal for usage of merged  
 

 
 



A Proposal of the Information Retrieval System 61
 

conceptual model in IR systems due to fact that it is natively keyword-based (with 
facet-based search by qualitative attributes), distributed and decomposed. Also 
linkage of documents to this conceptual structure is straightforward (thanks to  
attribute-object duality in FCA-based methods). Then we will specify details, 
methods, and characteristics of proposal for IR system, which is able to reuse con-
ceptual model in combination with standard search.  

In the second section of this chapter we will present idea of FCA-based merged 
conceptual model. Next, we will specify proposal for IR system suitable to reuse 
created conceptual model, which can be implemented in the future. 

2   Hybrid FCA-Based Model of Documents Dataset 

In this section we will describe a proposal of hybrid FCA-based model of text 
documents dataset. The presented approach is based on the decomposition of start-
ing datasets (based on partitional clustering algorithm), creation of local models 
(based on FCA), description of such models in the form suitable for merging of 
models, and agglomerative clustering algorithm for their composition into final 
merged hierarchical model. 

2.1   Problem Decomposition Approach for Model Creation 

FCA can be used for creation of hierarchy of concepts and relations between these 
concepts. A problem with the use of FCA in domain of text documents with larger 
datasets is in time-consuming computation of concepts and hard interpretability of 
huge amount of concepts. Solution can be seen in combination with other methods 
like clustering algorithms used in the way known as problem decomposition  
approach: 

• Clustering of input set of documents I can be viewed as a reduction step, 
where n clusters C1, C2,..., Cn of similar documents are found. The reduc-
tion step is based on the filtering of related terms of these objects (within 
the cluster). This step is top-down problem reduction approach to con-
ceptual model extraction phase. 

• Every cluster Ci (i=1..n) is independent training set (with the reduced 
cardinality of weight's vector), for each one a small FCA-based concep-
tual model Oi is built using our FCA algorithm.  

• Small conceptual models O1, O2,..., On are merged together and global 
conceptual model M from tested collection is finally created.  

Therefore, we can see this process as a transformation between several steps as 
follows: S → (C1, C2,..., Cn) → (O1, O2,..., On) → M, where n is number of com-
ponents of decomposition. As possible clustering method partitional algorithms 
can be used for identification of small groups (e.g., less than 10-15) of similar  
 



62 P. Butka, J. Pócsová, and J. Pócs
 

documents. In our preliminary tests in previous work we have used Growing Hier-
archical Self-Organizing Maps (GHSOM) algorithm for the first step in process. It 
is SOM-based (SOM - Self-Organizing Maps) hierarchical algorithm, where each 
layer is composed of independent SOM(s) that adjust their size according to the 
requirements of the input data. More information about this algorithm and its 
predecessors can be found in [6]. 

2.2   Generalized One-Sided Concept Lattice 

In this section we provide a generalization of one-sided fuzzy concept lattices (in-
dependently described by Krajci [8] and by Yahia and Jaoua [1]). For the purposes 
of this chapter we provide only basic information needed for description of incre-
mental algorithm, more theoretical details with proofs can be found in [3]. 

A 4-tuple c = (B,A,L,R) is said to be a generalized one-sided formal context if 
the following conditions are fulfilled: 

1. B is non-empty set of objects and A is non-empty set of attributes. 
2. L: A → CL is a mapping from the set of all attributes to the class of all com-

plete lattices CL. Hence, for any attribute a, L(a) denotes a structure of truth 
values for attribute a. 

3. R is generalized incidence relation, i.e., R(b,a)∈L(a) for all b∈B and a∈A. 
Thus, R(b,a) represents a degree from the structure L(a) in which the element 
b∈B has the attribute a. 

In our case relation R represents data table for analysis - document-term matrix of 
dataset vector model combined with other attributes for particular documents in 
one object-attribute model. The main difference to previous approaches is the pos-
sibility to create concept lattice for tables with different types of attributes (truth 
value structures).  

If (B,A,L,R) is a generalized one-sided formal context, then we are able to de-
fine a pair of mappings ↑: 2B → ∏a∈A L(a) and ↓: ∏a∈A L(a) → 2B as follows: 

( )( ) )),((inf abRaX
Xb∈

=↑ , 

( ) { }),()(,: abRagAaBbg ≤∈∀∈=↓ . 

A pair of mappings (↑,↓) forms a Galois connection between 2B and ∏a∈A L(a). 
Galois connections [9] are fundamental for FCA, therefore almost all known ap-
proaches of fuzzifying the classical FCA are based on such mappings and it is also 
true in our case. For formal context (B,A,L,R) denote C(B,A,L,R) the set of all 
pairs (X,g), where X ⊆ B, g∈∏a∈A L(a), satisfying ↑(X) = g and ↓(g) = X. Set X is 
usually referred as extent and g as intent of the concept (X,g). If we define a partial 
order on C(B,A,L,R) as (X1,g1) ≤ (X2,g2) iff X1⊆X2 iff g1 ≥ g2, then C(B,A,L,R) with 
this partial order forms complete lattice, which is called generalized one-sided 
concept lattice. 
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Now we are able to provide an incremental algorithm for creation of general-
ized one-sided concept lattice. Let (B,A,L,R) be a generalized one-sided formal 
context. For b∈B put R(b) an element of ∏a∈A L(a) such that R(b)(a) = R(b,a), i.e., 
R(b) represents b-th row in data table R. Let 1L denote the greatest element of   
L = ∏a∈A L(a), i.e., 1L(a)=1 L(a) for all a∈A. Then pseudocode of algorithm for 
creation of generalized one-sided concept lattice can be written as follows.    

 
Algorithm (Generalized One-Sided Concept Lattice) 
Input: (B,A,L,R) – generalized formal context 
begin 
 create lattice L := ∏a∈A L(a) 
 C := {1L},C ⊆ L is the set of all intents  
 while(B ≠ ∅) 

{  
   choose b ∈ B  
   C* := C 
   for each c ∈ C*   
 C := C ∪ {c ∧ R(b)} 
   B := B \ {b}    
} 
for each c ∈ C   
   C(B,A,L,R) := C(B,A,L,R) ∪ {(↓(c),c)} 

end 
Output: C(B,A,L,R) – set of all concepts 

 
Let us remark that step for creation of the lattice L := ∏a∈A L(a) can be done in 
various ways and it is up to programmer. For example, it is not necessary to store 
all elements of  ∏a∈A L(a), but it is sufficient to store only particular lattices L(a), 
since lattice operations in L are calculated component-wise. 

2.3   Description of Local Models 

Use of the algorithm from previous subsection leads to creation of one generalized 
one-sided concept lattice for every subset from clustering phase within the pre-
sented problem decomposition approach. Particularly, if we will use hierarchical 
algorithm like GHSOM, then we will get one concept lattice for documents from 
every 'leaf' cluster (neuron without sub-map, in the end of expansion) in the hier-
archy of GHSOM maps. 

Every concept in particular lattice is characterized by extent and intent. Extent 
is set of objects (documents) and intent is set of corresponding attributes, which 
are weights of terms (words) and other attributes defined on documents. So, the 
concept can be viewed as a set of documents characterized by minimal value of its  
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attributes. Before the creation of lattices documents can be tested through attrib-
utes - if value of some attribute is lower then some threshold, new value of attrib-
ute is set to zero. This is inspired by work presented in [10] and helps in reduction 
of number of terms in concept lattice description.  

If we have higher concept in hierarchy of lattice, the number of concept’s at-
tributes is smaller. Attributes with nonzero weights can be used as characteristics 
of actual concept (set of documents in concept). Every concept lattice then can be 
presented as hierarchy of concepts characterized by some attributes. Because we 
need some description of lattice for merging of lattice to one model, we need to 
extract attributes from particular lattices and create their representation based on 
these attributes. A weight of descriptive terms is based on level of terms in hierar-
chy (of course, important is highest occurrence of term). Other attributes (binary, 
ordinal, nominal) can be also characterized in similar way using some simple 
function for getting value (map value from its lattice structure to interval) from 
<0,1>.  Then all attributes can be used for characterization of particular lattices 
and for clustering based on metric. Attributes from the input documents collection, 
which are not presented in concept lattice, have zero weight. 

Function for assigning of weights can be different, e.g., f (w,x) = w.x, where w 
is value of base level of concept in hierarchy (this can be level of individual ob-
jects as concepts, or we can use some higher level as ‘zero’ base level), x is level 
of higher concept with term/attribute occurrence. It is possible to optimize weights 
and importance of higher level terms using selection of specific 'zero' level (this 
also helps to reduce number of attributes in local hierarchy). ´Height´ of concept 
in lattice is based on number of concept’s documents (cardinality of concept). 

Example of descriptive node based on one concept lattice (on some Times 
newspaper articles), attributes (terms) are described according to their highest oc-
currence within the concept lattice (first number in brackets) and by weight for 
this level (second number in bracket from interval <0,1>):  

Documents: Times 60s/72 Times 60s/141 Times 60s/164 Times 60s/211  
Terms: african(3, 1.0), southern(3, 1.0), prime(2, 0.75), britain'(2, 0.75), 
white(2, 0.75), feder(2,0.75), central(1, 0.5), black(1, 0.5), confer(1, 0.5), af-
rica(1,0.5), field(1, 0.5), northern(1, 0.5), nationalist(1, 0.5), draft(1, 0.5) 
Nodes can be combined into hierarchical agglomerative clustering structure by 

averaging of their weights (or any other operation suitable for their combination). 

2.4   Clustering of Lattices Based on Descriptions 

First step for clustering is to create one node for every local hierarchy (for every 
concept lattice), which contains: 1) list of documents; 2) list of characteristic at-
tributes (sorted by value of weights); 3) vector of attributes weight’s values (nor-
malized). Particular nodes are then compared using vectors of attributes weights, 
vectors are normalized using interval <0,1>. After this step differences between  
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numbers of documents in particular nodes are respected. Comparison of lattices is 
used in process of agglomerative clustering of these nodes. 

The similarity of two nodes is computed as follows. Let node Ui is represented 

using list of normalized weights of attributes ( )iniii uuuU ,...,, 21= , where n is 

number of attributes in collection (with 0 implicitly used for attributes not in-
cluded in the current node), and similarity of two nodes U1 and U2 is counted as: 

 

K

uu

uu

UUsim Kk kk

kk∑
∈= ),max(

),min(

),( 21

21

21
,                                            (1) 

where K is a greatest subset of all attributes for which weight value is non-zero at 
least for one of the nodes U1, U2: 

 
Kkuu kk ∈∀> ,0),max( 21

.                                            (2) 

The proposed agglomerative clustering method is based on merging of most simi-
lar pairs of nodes in every step of the algorithm. Whole process can be described 
by the following procedure, where MAXSIM is maximal similarity found between 
all pairs in U for current step and joint is function for creation of new joint node 
from some pair of nodes p (e.g., by averaging of their weights): 

 
Algorithm (Agglomerative clustering of description nodes) 
Input: U – set of all nodes representing particular concept lattices 
begin 
 A := {(0,U)} 
 while(|U|>1) 

{ 
   m := m + 1 
   Pairs := {(Ui,Uj): sim(Ui,Uj)= MAXSIM} 
   P := ∅ 
   New := ∅ 
   foreach p = (Up1,Up2) ∈ Pairs   
 P := P ∪ {Up1,Up2} 
 New := New ∪ joint(p) 
   U := (U\P) ∪ New 
   A := A ∪ {(m,U)}  
} 

end 
Output: A – agglomerative hierarchical structure of clustered nodes 
 
Output of the algorithm is agglomerative hierarchical structure - simple hierar-

chy where leafs are nodes for particular concept lattices and nodes in the higher  
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levels are combination of their descriptions. Similarity of documents is based on 
their vectors of weights. Joint node from similar nodes is created by merging of 
set of their documents and by combination of their vector of weights. Final hierar-
chy contains nodes with the list of documents in it and the sorted list of character-
istic attributes of nodes. Every node has link to its upper node and lower nodes. 
This structure and particular concept lattices can be reused in IR process. 

3   A Proposal for Usage of Conceptual Model in IR System 

The process of IR can be characterised by scheme represented in Fig.1. In control 
part it is important to connect blocks with control functionality like selecting of 
documents, choosing the method for indexing/analysis, and creation of index. The 
picture represents classic approach for IR system implementation. Only some of 
the blocks and edges are changed according to standard (full-text) search. In our 
case, we want to reuse standard architecture (process) with the minimum changes. 
Main differences to classic scheme are in five basic aspects, which are highlighted 
in Fig.1. It is possible due to fact that proposed conceptual model is keyword-
based combined with some qualitative attributes (used for faceted search or as 
secondary ranking attribute) and is therefore compatible with standard textual op-
erations and query format. 

 

Fig. 1. Scheme of IR process with the combination of standard index and conceptual model. 

Process of documents analysis (Indexing + Concept analysis) will be now 
combination of full-text analysis and proposed FCA-based method for text analy-
sis. New generalized “index” (Index + Conceptual model(FCA)) is combination of 
full-text index and created hybrid FCA-based model (local FCA models and ag-
glomerative clustering structure of their descriptions). For Search block, which re-
turns unordered set of relevant documents to query, we need to define suitable 
method for returning the query results by full-text and conceptual search in speci-
fied combination. Therefore also Ordering block, which prepares ordered set of 
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documents from the previous step, needs to be revised in order to use the method 
for combination of full-text and conceptual ordering of results. Another place of 
possible change is within the process of query extension with automatic or manual 
(controlled by user) feedback based on the query expansion (step 6 - feedback). 

3.1   Use of Combined Index in Search 

Use of our hybrid FCA-based model can be done in different ways, where differ-
ence is in application of query to the combined index. Classic approach is based 
on vector model of documents, while in our case we are able to combine full-text 
search (vector model based on standard part of index) and conceptual search 
(with the use of hybrid FCA-based model). By this combination we will get some 
specific modes of retrieval: 1) Standard Full-text search – query represented in 
vector model is used directly for search, only full-text part of combined index is 
used; 2) Conceptual Model search – vector representation of query is used for 
comparison with hybrid FCA-based model; 3) Extended Full-text search – full-
text with automatic query expansion, where original query is used to search in 
conceptual model for expansion keywords; 4) Combined Full-text and Conceptual 
search – the result of search is provided in two separate lists (one for full-text and 
one for conceptual search), and lists are combined using ordering procedure in the 
next step of the process. 

Full-text search is well-known method based on the analysis of similarity be-
tween vector representation of query and documents (query expansion do not 
change the method). More interesting is conceptual search in hybrid FCA-based 
model (conceptual part of combined index), where search follows three basic 
steps: 1) Search for local models; 2) Search in selected local models; 3) Return of 
search result. Details regarding possible options are summarized in next table. 

In general, search within the descriptive nodes (search for local models) can be 
defined as some operator H(q,A,V), which returns list of nodes from agglomerative 
structure A according to query q using search strategy V. Within the search in con-
cept lattices we can define expansion operator S(q,C,n, L), where C is most similar 
concept to query q in currently processed concept lattice L and n is specified size 
of neighbourhood, which is explored in order to return more concepts similar to C. 

Use of particular approach for search can be switched manually or automati-
cally. One problem with conceptual search is possibility that keyword is not avail-
able in FCA model due to preprocessing of documents dataset or pruning in  
concept lattice creation algorithm, but same term is (usually) still available in full-
text part of combined index. Therefore, in case of automatic switch, we propose 
following procedure. If conceptual search found result, it is used for expansion of 
query in full-text. If not, then query is used in non-expanded form. Second choice 
is to manually switch modes (choosing the operators and their combinations) from 
the search approaches, e.g., using some user controlled switch in web browser  
application. 
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Table 1. Search possibilities for particular conceptual search steps in hybrid FCA-based 
model 

Main Goal Possible method Details 

1. Search for Local Models 

- use of agglomerative structure 
A  

- representation of query q is 
compared to descriptive models 
of nodes 

- possible method = search 
strategy V 

Output: most similar leafs = 
concept lattices 

Search without hierarchical in-
formation 

Only leaf nodes are compared 
to query 

Strictly hierarchical search 

Top-down approach where on 
every level most similar node(s) 
to query is(are) found and then 
is(are) used as a new “par-
ent(s)” for search on lower level 

Partially hierarchical search 

Similarity is analysed to every 
node in structure - if node is 
higher in hierarchy, complete 
subtree under this node is used1 

2. Search in Selected Local 
Models 

- use of particular concept lat-
tices for search 

- representation of query q is 
compared to intent model of 
concepts 

- most similar concept to query 
q in current lattice L is C 

- possible method = use of ex-
pansion in search within the 
concept lattice; n is specified 
size of neighbourhood of con-
cept C for expansion 

Non-expanded search n = 0, C is returned as result 

Expanded search 

n > 0, result of search is concept 
C together with other concepts 
from the structure of current 
concept lattice L for which 
neighbourhood factor (path in 
concept lattice diagram)  is less 
or equal to specified parameter 
n (conceptual expansion); first 
step of expansion is always up 
in hierarchy (if possible), be-
cause we want to find some 
new similar documents (from 
different subparts of diagram 
for current C) 

3. Return of Search Results 

- concept(s) from conceptual 
search are returned as output 
from Search block 

Return of results in conceptual 
search (used for strict version 
and for combined version) 

Concepts with their extents 
(documents) and intents (attrib-
utes values) are returned 

Return of conceptual search re-
sults for full-text query expan-
sion  

If expansion of full-text search 
is expected, then intents are re-
turned for automatic expansion 
of query 

3.2   Ordering of Search Results 

The output of ordering step is ordered list of documents according to some rele-
vance function (to query). Difference in relevance evaluation comes from different 
modes of search. In case of full-text search relevance is directly based on vector 

                                                           
1 The main idea here is to prefer leaf nodes (or lower level nodes) in order to avoid huge 

amount of concept lattices for exploring at the end. This can be achieved also by normali-
zation of similarity measures using level of node in hierarchy (simply by the rule “lower is 
better”). 
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model of IR (similarity of documents to query), for which we can define evaluation 
function E for full-text relevance („ranking“). If conceptual search is used only for 
full-text query expansion, function for ordering is still E. 

For strict conceptual search we have list of concepts with their extents (lists of 
documents for every concept). Then conceptual ordering K is defined as follows: 
1) documents from most similar concept (to query) are preferred, documents of 
other concepts are less preferred with increasing distance to most similar concept 
(according to neighbourhood), first occasion of document in concepts is used as its 
ordering base; 2) two documents with first occasion for same concept are ordered 
according to their vector-based similarity with query. 

For combined search the input for ordering is in two lists, which can be  
provided separated (then ordering is based on previous approaches) or in one 
combined list. In second case we can define order differently, e.g., as weighted 
combination of full-text ordering E and conceptual ordering K using some pa-
rameters p and 1-p, where p is from <0,1>. If p is near 1, full-text search is domi-
nant, if p is near 0, conceptual search is preferred. The whole ordering process can 
be then defined by operator U(E,K,p). 

3.3   Formal IR System and Possible Extensions 

Standard formal description of IR System is defined as a tuple (D, Q, F, R(qi, dj)), 
where D is a set of documents representations, Q is a set of queries representa-
tions, F is a set of relations between representation of documents (index structure), 
and R is evaluation function for ordering of returned relevant documents to que-
ries. In our case D and Q are not changed (vector-based model with some other at-
tributes, if needed). F is structure of combined index (classic full-text index and 
hybrid FCA-based model). Evaluation function R is in our case combination of 
more parts, which are defined by particular operators: H for search in agglomera-
tive hierarchical structure of nodes in conceptual model, S for extended search in 
concepts within the concept lattices, and U for ordering of searched results. 

In general, system is designed and proposed with minimal change from the per-
spective of user. Ordering and presentation of results are provided in standard 
form as well as queries inputs (keywords with some facets and qualitative attribute 
entries). Also feedback is solved only using automatic query expansion, with pos-
sibility to have manual switch (if needed). We can still imagine many extensions 
to such system, which are basically of two types: 1) Improving the quality of re-
trieval results by updating the conceptual index and/or search algorithms without 
the involvement of users (includes extension of FCA-based model, improved qual-
ity of conceptual search, better model for combined index, etc.); 2) Extension 
based on involvement of users which include design and implementation of spe-
cific user interfaces with conceptual model in mind (choosing of concepts, use of 
GHSOM structure for search, etc.), manual feedback and lattice-based presenta-
tion of results. 
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4   Conclusions 

In this chapter we have proposed method for creation of conceptual model based 
on the FCA (with the new method for creation of Generalized One-sided Concept 
Lattice) and agglomerative clustering and its usage within the system for informa-
tion retrieval (IR). Automatic generation of such conceptual models can be 
strongly beneficial, especially for huge documents sets without semantic annota-
tions. In such cases our proposal of conceptual analysis of documents and IR sys-
tem can be simply applied and very useful, while it is not necessary to change 
keyword-based character of search and results (with conceptual information ex-
tracted directly from documents set). 
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Abstract. The operation of business and social organizations – on their own and 
also as being part of a big network – is highly complex. Without the modeling of 
business processes the efficient and cost effective operation of such systems is im-
possible. For this purpose the workflow systems have been introduced. The opti-
mization of the workflow of the administrative work-based systems means a great 
challenge. Elaborated method is available for the P-graph based workflow model-
ing of administrative processes. This chapter wishes to give some help to this  
optimization by presenting the concept of visualization and simulation tool sup-
porting workflow analysis and examination. Such an analysis makes the determi-
nation of resource constraints, bottlenecks and redundancies possible and enables 
more efficient operation. 

1   Introduction 

Different organizations execute a series of related activities when fulfilling their 
tasks. The optimization of this activity series is a fundamental interest of the or-
ganization since it significantly determines the efficiency of its operation. 

In this field it can also be stated that information technology incorporated in the 
business processes of organizations to its full extent in the last decades. This is 
true for the role players in the profit-oriented, as well as in the non-profit-oriented 
sphere. The automation of office processes meant the entire reorganization of the 
business processes with the appearance of the Business Process Management 
(BPM). BPM examines and models the processes from lots of aspects. Experts de-
veloped the model especially in the field of office automation that is mostly capa-
ble of modeling workflows. 

Workflow is such a widespread modeling tool that enables the efficient modeling 
of business, within which office processes. Several representations of workflow 
models can be found in literature. The most widespread on is the Petri-based  
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approach, which possesses numerous favorable features. It models the execution and 
scheduling of the processes quite expressively. Tokens used in the model can be 
well assigned to documents, thus the model is suitable for modeling administrative 
processes as well. There several other advantages can be built in the Petri-Net-based 
modeling using various available extensions, for instance the model capable of time 
management as well as the colored Petri-Net. A different approach to be mentioned 
is the workflow modeling using UML diagrams. Its advantage is that UML is highly 
widespread and standardized, furthermore, its significant support from the CASE 
tools side. 

A new possibility of workflow modeling, the P-graph based workflow model 
which is a proved, well performing model formulated on correct mathematical 
bases was presented in [1]. A big advantage of the P-graph based model is that its 
optimal structure can be synthetically generated. [2] The theory of P-graphs was 
developed to describe, model and not at last to optimize processes (e.g., chemical 
processes). Due to the mathematically precise and exact optimization method  
P-graphs play a significant role in the modeling of industrial processes. The appli-
cation of P-graphs in workflow modeling was introduced in [3]. Instead of the raw 
materials, half-made product and end products used in industrial processes, the 
terms Input Document, Immediate Document and Product Document are use on  
P-graph-based modeling. The interpretation of activities and resources have also 
changed, it was adjusted to the concepts used in workflow. Fig. 1 displays the 
fundamental building blocks of a variant of this model capable of modeling spe-
cial office administrative processes [14,15]. The workflow built on these blocks 
manages documents, one or more documents to be processed and resources that 
are necessary for the execution of the activity must be assigned to each activity. 

Fig. 2 presents a P-graph based workflow model of a simple administrative 
process [3].  

The present modern information technology systems are visual-based ones, 
which means that using a CASE tools complicated structures, schematics and 
models can be compiled from the building blocks using a mouse or working on a 
Touch screen. In most of the cases another subsystem gives the compiled model a 
breath of life, it rotates, makes it move, makes it operates as well as simulates its 
operation. At the formulation of the concept the individual visual elements of the 
simulation is presented on the individual parts of this model.  

The analysis of the designed workflow’s operation, the identification of the bot-
tlenecks regarding processing, the effective examination of the workflow’s dy-
namic changes by all means claims for the development of a visualization and  
simulation tool.  

This chapter aims to elaborate the concept of a visualization and simulation tool 
and to determine the main components of the implementation. The following me-
thod is carried out to reach our goal: 
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Fig. 1. The elements of the P-graph-based workflow used for modeling administrative 
processes. 

 

Fig. 2. P-graph-based workflow model of a simple administrative process. 

First the types of services provided by tools serving to conduct similar tasks for 
workflows developed on different principles are examined. As a second step the 
simulation and visualization tools developed for non-workflow purposed p-graph 
usages are examined. As the next step the concept of a tool capable of the  
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visualization and simulation of p-graph based – especially for administrative pur-
poses - workflow processes is determined.  

2   Traditional Workflow Representation and Simulation 
Solutions 

On the basis of the review of the corresponding literature on workflows it can be 
stated that modeling is interpreted quite loosely in this field. Solutions denoted as 
modeling are rather just graphical representations that are not justified by any  
correct mathematical theories. At the examination of modeling only the formal 
approaches that are the models that can be perfectly proved with adequate mathe-
matical background are considered for our purposes. The systematic mathematical 
synthesis of the p-graph based workflow model is an advantage not only upon ge-
nerating the optimal structure but at the proof of its validity as well. That is why 
the p-graph based workflow model has been introduced. 

As it has already been mentioned several modeling concepts can be found in 
the professional literature. Among others the UML-based workflow modeling is a 
quite popular one but considering the above aspect only and exclusively the Petri-
net based workflow modeling is to be considered. The introduction of the Petri net 
is not unintentional since it is a widespread descriptive tool for system modeling. 

One of the most important advantages of the Petri-nets opposing other descrip-
tive formalisms is that it defines a graphical and a mathematical representation si-
multaneously thus alloying transparency resulting from graphical representation 
and easy handling with the mathematical correctness of the formal models [6]. 
That is why Petri-nets can be well used for the precise and exact modeling of con-
current, asynchronous, distributed, parallel, non-deterministic and/or stochastic 
systems. Thus in several fields, e.g., in case of modeling operating systems [7, 14], 
to set up logistics models [8], the mathematical modeling method available due to 
the application of Petri-nets is successfully and pleasantly exploited to solve  
problems. 

At the introduction of Petri-nets into workflow modeling Aalst and Hee [4] de-
fined the fundamental structures using the elements of the Petri-net, where p 
(place) denotes one of the component types, the places, while t (transition) denotes 
the other component type, the transitions. To monitor the “processing” of the net 
tokens are used that describe state instance of control. Thus sequential-, parallel-, 
selective- and iterative- controlling patterns have been constructed. In case of the 
Petri-net talking about a bigraph, transition cannot be linked to transition and 
place cannot link to place. Fig. 3 displays the Petri net version of the already pre-
sented model in Fig. 2. To make the idea clear, the diverse type inputs, temporary 
storages and products are presented with places shaded differently. This is the way 
to differentiate resources defined in the previous model from documents. 
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Fig. 3. Petri-Net based model of the problem modeled in Fig. 2. 

In workflow modeling the application of higher level (extended) Petri-nets has 
been introduced to model more complex systems: 

An important direction of the extension is the use of the colored Petri-net 
(CPN) formalism, which was elaborated by Jensen [9]. In case of workflow col-
orization [4, 10, 11] ensure the differentiability of the notions (pieces of informa-
tion, documents) denoted by tokens from each other. Thus tokens can be typical, 
attributes can be joined to them, like the type of a document, etc. Therefore addi-
tional rules can be assigned to the transitions that prescribe the handling of various 
documents (different colors). This way of extension of the Petri-net makes the 
definition of the workflow model more exact and more general. It must be noted 
that the graphical representation in this case does not possess all the pieces of in-
formation as in the case of the basic Petri-net. In case of the colored extension a 
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pseudo coded specification must be paired to the description of transitions project-
ing the individual activities.  

In case of simulation time management is always a corner point. Some changes 
in the volume of materials, the availability of resources are both time dependent 
factors. That is why in order to precisely determine the bottlenecks and the redun-
dancies the appropriate time-factor management is necessary (resource peaks and 
downturns, etc.). The basic Petri-net does not handle time, that is why another di-
rection of extension becomes important the so-called time dimension of the Petri-
net. In this case tokens get a time stamp and a value that declares the time a token 
can be accessed during processing [5, 12, 13]. Thus the tokens waiting prior to a 
transition executing the process can be processed from diverse points of time. 
Process starts in FIFO system, always with the oldest token. Time can be assigned 
to the processing operation (transition) thus the time stamp of the arising token 
takes on the sum of the firing time and the processing time. With this extension 
the workflow model better fits real operations, enabling time management, the ex-
ploitation of critical time segments in the execution time, the prediction of expec-
tations and/or the analysis of the emergence of the competitive conditions. 

Different research directions of the modeling of Petri-net based workflow can 
be traced in professional literature. Majority of them deal with the application of 
the above mentioned extensions. Researches linked to the colored Petri-net are the 
dominant ones [4, 10, 11]. 

It is very useful to study the Petri-net solutions and their extensions for the 
formulation of the concept of a visualization and simulation tool supporting the 
application of p-graph based workflow in administrative model. Several solutions 
can be applied when designing the tool. It must, however, be noticed that the petri-
net simulation has several efficiencies that hinder practical usability. These are for 
instance the individual assignment and differentiation of documents to and from 
each other, the life like management of the standby of resources. 

3   Concept of the Visualization and Simulation CASE Tool 

The traditional usage of p-graphs is primarily to model chemical processes. Here, 
the materials are homogenous, cannot be differentiated within itself, only the 
common qualitative and quantitative features are known (4 liters of water, 100 li-
ters of hydrochloric acid, etc.). Consequently, the compliance and especially the 
simulation of these models are simple. These models are supported by several 
software products. PNS Draw software product that is accessible at http://www. 
p-graph.com must be mentioned, which is a Windows-based graph designing 
software. With the conventional drag and drop techniques it draws materials, op-
erating units and connections between them, edits connection arrow position and 
define breakpoints and Bezier curves. The other tool to be mentioned is PNS Stu-
dio, which primarily manages traditional (e.g., chemical) processes. Its concept is 
far away from administrative processes; the more thorough investigation of this 
problem is not under the scope of this chapter and does not roll our research 
ahead. 
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The virtualization and simulation tool comprises such components that handle 
ordinary tasks such as GUI, communication component etc., however, there are 
three main components that form a mutually integrated and unified system: 

• the editor component responsible for the input and modification of workflow 
• the component checking the correctness of the graph and the compliance with 

workflow rules 
• the components executing the actual simulation. 

The information connection among the three components is secured by the inter-
nal data structure, while for the storage of the workflow an XML based descriptive 
file is at our disposal. Certainly the system manages more files that store the status 
of the simulation, the parameters needed for the operation, pre-defined test se-
quences etc. The components and their communication are shown in Fig. 4. 

 

Fig 4. The components of the Visualization and Simulation CASE Tool. 

The editor component does not differ basically from the traditional windows-
based graphical editor that makes the basic building bricks available, where 
attributes can be defined and ensures the possibility of connection to shape the 
structure. The built-in intelligence and services of the editor makes the system 
well and easily usable. A well selected graphical menubar, an active case sensitive 
user help enable the easy handling of the whole system.  

The checking and controlling component executes the rule-based checking of 
the workflow as graph essentially. From the aspect of simulation effectiveness, as 
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well as due to the active user support the concept of error-freeness is of high im-
portance right at the compliance of the model. At the construction of the p-graph 
only the valid relations can be made, the non-legal operations can be hindered al-
ready when editing.  For special requirements a posterior checking can be shot off 
either from the menu or it is automatically executed before the launch of the  
simulation. 

The simulator component requires an entirely new conception, since such a 
type tool has not been developed so far. Simulation is an excellent tool for model 
examination and analysis. It enables the examination of the model that is opti-
mized by mathematical methods in real-like environment and circumstances. Trac-
ing the time duration is an important question, since the long-term behavior of the 
system can be analyzed only this way. Due to its novelty an especially great atten-
tion must be dedicated to the document-flow and the management of the  
documents in the workflow, that of resources, the management of time and the de-
termination of the process of the simulation. 

3.1   The Document Flow, the Management of Documents 

Opposing the traditional usage fields of the workflow where the only problem is 
the resource management, in case of the workflows modeling administrative 
processes the management of the input and immediate documents needs distinct 
attention. In an administrative process documents are individually identified. In 
the course of the process the input documents used for the case are assigned to 
each other, which mean that for example the plan and the land register copy must 
be handled together in an activity when a building permit is issued. Should a doc-
ument type is not available (e.g., if the land register copy has not arrived yet), then 
the building plan must be ordered back in the queue, since it cannot be processed. 
So the documents waiting to be processed are queuing in an input waiting line 
(FIFO) and wait for their turn to be processed. 

In case of their turn should the other input documents linked to this case be 
available for the activity then the given document is processed, otherwise it is or-
dered to the rear of the waiting line. With this solution, however, asynchrony 
might occur, and might happen that the input documents of a case will never be all 
at once in ‘to be processed’ state. That is why such a solution must be chosen 
where the documents linked to a document of a case ready to be processed are 
looked for in the other waiting lines before the other inputs. If they are found, 
processing might start, otherwise the document is ordered to the rear of the queue. 
For the notation of the queuing and fowling of documents the book symbol is used 
as shown in Fig. 5. 
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Fig. 5. Notation of the documents in the P-graph based workflow for administration  
modeling. 

3.2   Management of Resources 

In the course of the simulation of real processes one of the big problems is the fi-
nite nature of available resources. In this case it is true that in the case of 
workflow the resources are typically people who opposing machines need to have 
a break in work from time to time. That is why the time scheduling of the availa-
bility of resources must be defined before the launch of the simulation. Taking the 
eight hour work shift for granted the availability of resources can be presented 
with minute precision in a way similar to a bar chart, where dark areas mean 
availability, while light areas are the breaks. 

Each activity can execute its task only if the documents needed for the case are 
available at each input and the resource is available for enough time before the 
launch of the activity. Otherwise the activity will turn into a standby condition 
which is denoted by the change in its color (from green to red). In such a case 
when more resources are linked to an activity then their intersection (AND opera-
tion) must be considered. The notation of resource is displayed in Fig. 6. (The tri-
angle shows the actual time.) 

3.3   Time Management 

In the course of simulations the biggest problem is time management. It is especial-
ly true for real time simulations. During the simulation of administrative processes 
the simulated time must be transformed into a one with changeable value. An ac-
ceptable conventional ratio is one minute = one second, thus the simulation of  
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an eight hour shift takes eight minutes and the document flow speed can be easily 
tracked. 

Execution time must be assigned to activities, which is possible also with 
minute precision. During simulation at the execution of an activity (active state) a 
continuously decreasing time displayed on a clock next to the symbol shows the 
state of the activity as illustrated in Fig. 6. 

 
 

 

Fig. 6. Notation of the resources and the activities in the P-graph based workflow. 

3.4   The Simulation Process 

At the launch of the simulation a graph control is executed automatically which 
conducts the analysis of entirety and correctness. After the default time is set the 
order of activity executions can be determined in a recursive way by walking 
through the graph in a way that all the outputs are processed and the output cor-
responding to the its time shot appears. In the execution cycle each activity from 
inputs to outputs goes ahead with partial activity in the cycle corresponding to the 
respective time unit. This means that if a given activity is in standby position 
namely it is ready for processing and does not conduct execution at that time, then 
the first activity takes its next document in the queue and looks for the other doc-
uments linked to the relevant case at other inputs. This means a sequential search 
at each input. If the relevant documents are available at each input and the re-
source is available for the entire time claim of the activity, then the resource sets 
the time counter to the default state, takes the given documents from the queue 
and turns into execution state. In such a case when after having searched the entire  
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queue it does not find documents belonging to the case at the input or the resource 
is not available the activity stays in standby mode. 

In such a case if an activity is in execution mode then the execution time of the 
activity is reduced proportionate to the time unit of the cycle.  If it reaches 0, then 
a new document appears at the output and the activity turns into standby mode. 

Going through each activity simulation reaches the end of a given cycle. After 
the cycle time of the simulation passes by the process is executed from the  
beginning. 

During operation bottlenecks, the lack of resources, critically slow segments 
and redundant branches become visible. With the help of an editor the graph can 
be modified, the parameters of activities can be varied and resources can be as-
signed to individual activities. 

4   Conclusions 

Based on this chapter the realization of the system components has started. The 
editor component has been developed in total compliance with the concept. In the 
case of the component executing the simulation, however, a further problem to be 
solved is to develop an optimal strategy to match documents. In real life people 
involved in the process do not push such documents back in the list in the process 
systematically where matching cannot be conducted, but they “put them aside” 
and “keep in mind” and when the missing document/material arrives these docu-
ments are pulled back and processing goes on. In case of realization another prob-
lem has arisen, namely, that the administrators keep an eye on the legal deadline to 
be kept for the cases and just before the deadline they reorder the cases to finish 
processing by deadline.  

Nevertheless, it can be argued that the outlined system concept has proven to be 
valid in the course of analyses, its realization is practical since it results in a well 
usable tool with the help of which the p-graph based workflow models describing 
administrative tasks can be effectively examined and analyzed. 
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Abstract. Parameter optimization is a key step during the creation of a fuzzy rule 
based system. It also has a determining effect on the resulting system's perfor-
mance. In this chapter, we examine the performance of several fuzzy systems ob-
tained by applying two different optimization methods. In each case we start from 
an initial rule base that is created using fuzzy c-means clustering of a sample data 
set. The first examined optimization approach is the cross-entropy method while 
the second one is a hill-climbing based technique. We compare them in case of 
four benchmarking problems. 

1   Introduction 

Fuzzy inference based systems have been used successfully for several different 
purposes like fuzzy controllers (e.g. [31,32,34]), fuzzy expert systems (e.g. 
[13,27]), fuzzy modeling (e.g. [18]), management decision support (e.g. [30]) etc. 
Their performance is mainly determined by the rule base. In practice one of the 
most difficult aspects of the identification of a fuzzy system is the creation of the 
rule base. Having the necessary describing information in form of input-output da-
ta pairs this task can be a result of an automatic process as well. 

In case of automatic rule base generation one of the following two approaches 
can be chosen. The first one divides the task into two separate steps, i.e. the struc-
ture definition and the parameter optimization (e.g. [6,17,31,34]). 

The second approach works incrementally by simultaneously modifying the 
structure and the parameters, i.e. introducing or eventually eliminating rules and 
tuning the parameters of the membership functions (e.g. [20,36]). 

In this chapter, following the first approach we set our focus on the second step. 
We examine two rule base parameter optimization solutions, i.e. the cross-entropy 



84 Z.C. Johanyák and O. Papp
 

method and a hill climbing approach based heuristic method. They are tried and 
compared in case of four benchmarking problems. In each case the initial rule base 
is created by a fuzzy clustering based method. 

The rest of the chapter is organized as follows. Section 2 overviews the cluster-
ing based technique used for the generation of the initial rule base. Section 2 
presents the two optimization methods being evaluated. Section 2 recalls the basic 
ideas of the FRISUV fuzzy inference method, which is applied owing to its low 
computational complexity and applicability in sparse rule bases. Section 5 
presents the benchmark problems. The results of the benchmark tests are presented 
and discussed in Section 6. 

2   Generation of the Initial Rule Base by ACP 

The Automatic Fuzzy System Generation based on Fuzzy Clustering and Projec-
tion (ACP) [17] method covers the whole process of the automatic rule base gen-
eration from sample data. It consists of two steps, i.e. the generation of an initial 
rule applying fuzzy clustering and a parameter optimization based on a heuristic 
hill climbing type algorithm.  

In this section, we recall the main points of the first step. The rule base genera-
tion starts with the determination of the optimal cluster number for a fuzzy c-mean 
(FCM) clustering of the output sample data. It is calculated by the help of a cluster 
validity index (CVI). One can find several CVIs in the literature. A survey and 
comparison of the available techniques was made by Wang and Zhang in [37]. 
ACP adapted the hybrid approach proposed by Chong, Gedeon and Kóczy [8] and 
enhanced it by the application of an upper limit for the cluster number.  

After the determination of the optimal output cluster number one does a one-
dimensional FCM clustering on the output data. The applied technique is based on 
the FCM proposed by Bezdek [5]. Then one estimates the output partition’s fuzzy 
sets from the previously identified clusters. The Ruspini type partition with trape-
zoidal shaped fuzzy sets is produced by cutting the clusters at a specific α-level 
(usually α=0.85) and creating the set’s cores from the width values of the cuts. 
One determines the supports of the sets automatically from the corresponding 
endpoints of the adjacent linguistic terms. 

Next, the consequent linguistic terms are projected into the antecedent space. 
For each output fuzzy set one selects the corresponding data rows whose output 
falls into the support of the set. Then one does a one dimensional fuzzy clustering 
in each antecedent dimension on the current subset of the sample data. The cluster 
centers will be used later as reference points of the estimated antecedent fuzzy 
sets. 
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An identifier with three indices (Ai,j,k) is assigned to each cluster, where i is the 
ordinal number of the antecedent dimension, j is the ordinal number of the conse-
quent fuzzy set in its partition, and k is the ordinal number of the cluster in the cur-
rent clustering. 

One can generate one or more rules for each output fuzzy set in the form 
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where m is the ordinal number of the rule, N is the number of antecedent dimen-
sions. Thus one obtains several groups of cluster centers in each input dimension. 
Next, they are interleaved and renumbered in order to get a cluster partition in 
each dimension. Some of the cluster centers will be identical or nearly identical. 
They are united applying a prescribed distance threshold whose value is a parame-
ter of the method. After a cluster union the related rules are also corrected or unit-
ed. One estimates the antecedent partitions and linguistic terms using the same 
methods as in the case of the consequent partition. 

3   Examined Rule Base Optimization Methods 

3.1   Cross-Entropy Method 

3.1.1   The Algorithm 

The Cross-Entropy (CE) method, developed by Rubinstein in 1997 [1], has been 
devised to solve both continuous multi-extremal and discrete optimization prob-
lems. The basic idea of the algorithm is to solve a series of simple auxiliary 
smooth optimization problems iteratively using Kullback-Leibler cross-entropy, 
importance sampling, Markov chain and Boltzmann distribution.  

Random search algorithms for global optimization include simulated annealing, 
tabu search and genetic algorithms. All of them use local search heuristics by ap-
plying the so-called local neighborhood structure. Compared to these algorithms, 
the CE method is quite different: it applies a global random search procedure. 
There is also a rising number of various applications using this algorithm: buffer 
allocation [3], static simulation models [4], queuing models of telecommunication  
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systems [5,6], control and navigation [7], DNA sequence alignment [8], rein-
forcement learning [9], project management [10] and others. 

The CE method employs an iteration involving two main steps: 

a. Approximation step: Generate random data samples. 
b. Optimization step: Update the parameters of the random mechanism to get 

a better sample in the next iteration. 

In the Approximation step importance sampling is used as a main requirement for 
the adaptive adjustment of the temperature in the Boltzmann distribution. The 
Kullback-Leibler cross-entropy is used as a measure of closeness between two 
samples. The Optimization step solves the optimization problem by converting it 
into a rare-event estimation problem, and then an adaptive algorithm is used to 
find the optimum.  

We used the CE method for combinatorial optimization for our estimations in 
the benchmark problems. The algorithm works on a black-box basis: suppose we 
have a black box that returns an S(x) performance value for any x binary input da-
ta.  We want to find the best x vector for which S(x) is minimal. The algorithm 
works as follows: 

 
The CE method for combinatorial optimization 
Initialize 

Let p(0) be the initial probability 
Let t=1. 

Sampling 
Generate samples x(1), … , x(N)  according to probability p(0) 
Calculate the performances S(x(i)) for all i and order them increasingly 
S(1) <=   S(2) <=… <=S(N)  
Let g(t) be the (1-r) sample quantile of the performances:  
g(t) = S([(1-r)](N))  

Optimizing the probability parameters 
Calculate p(t) using the original samples 
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Where I is an indicator function. 

Stopping criteria 
If the stopping criteria is met, then STOP, else t=t+1 and  
GOTO the sampling step. 

 
The algorithm generates a series of levels {g(t)} and reference parameters {p(t)} 
such that {g(t)} tends to the optimal g* = min (S(x)) and {p(t)} tends to the optimal 
reference parameter p*.  



Benchmark Based Comparison of Two Fuzzy Rule Base Optimization Methods 87
 

The only initial parameters we need to fix are the sample size N, the initial 
probability parameter p(0), the sampling probability density,  and the sparsity pa-
rameter r. Apart from these fixed parameters, the algorithm is self-tuning. 

3.1.2   Implementation Issues 

Data x from our benchmark problems is given in the form of input-output pairs: 

Input 
• SetsX, implemented as cell array type, input values – each cell containing 

an n(i) x m(i) matrix that specifies the parameters of the N(i) fuzzy sets of 
the dimension i (initial values); 

• SetsY, implemented as cell array type, output values – each cell containing 
an n(i) x m(i) matrix that specifies the parameters of the N(i) fuzzy sets of 
the dimension i (initial values).  

Output 
• SetsX, implemented as cell array type – estimated best input values; 
• SetsY, implemented as cell array type – estimated best output values.  
 

The algorithm was implemented using Matlab R2009a version on an Intel Xeon 
CPU 2.00 GHz 3.99 RAM PC. For sampling we used Matlab’s Statistical Tool-
box. For processing the fuzzy data we used the Fuzzy Rule Interpolation (FRIT) 
Toolbox [22].  

Taking into consideration numerical errors, the indicator function has been al-
tered to indicate nearness. The iteration stops if it reaches the maximum allowed 
iteration cycle number or when the updated parameter does not change from its 
previous value. 

3.2   Parameter Optimization by ACP 

ACP’s algorithm [17] uses an iterative hill climbing approach for parameter opti-
mization. After each step (each parameter modification) the resulting fuzzy system 
is evaluated by the means of a performance index (PI), which gives information 
about the difference between the prescribed output given by the sample data set 
and the calculated data set using the fuzzy system. Probably the most used and 
straightforward performance index is the relative value of the mean square error 
expressed in percentage of the output range (RMSEP). 

The algorithm investigates the parameters one-by-one in course of each itera-
tion cycle. First the system is evaluated with the current parameter set. Next one 
calculates two new values for the actual parameter, one by decreasing the original 
value and one by increasing the original value. The step is calculated by multiply-
ing the range of the actual dimension by a constant (C). After the evaluation of the  
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system with the two new parameter values that value is kept from the available 
three ones (original and two new values), which results the best system perfor-
mance. An iteration cycle contains the investigation of all parameters once.  

At the end of the cycle one compares the actual performance with the perfor-
mance of the system measured at the end of the previous cycle. If the amelioration 
of PI is greater than a threshold the value of C is doubled otherwise C is decreased 
to its half. When it becomes smaller than a threshold for the first time the process 
receives a second chance by increasing C to its original value. The algorithm stops 
when either C reaches its minimum for the second time or the prescribed number 
of iteration cycles is reached or the performance index of the system becomes bet-
ter than a threshold value. 

4   Fuzzy Inference 

We chose a fuzzy rule interpolation based fuzzy inference (FRI) method due to the 
fact that it makes the development of fuzzy rule based systems possible applying a 
low complexity and compact rule base that contains only the most relevant rules. 
FRI methods (e.g. [4,7,15,19,24,25,26]) are able to infer even in those regions of 
the antecedent space where there are no applicable rules (sparse rule base). The se-
lected FRI method was the Fuzzy Rule Interpolation based on Subsethood Values 
(FRISUV) [16]. It has a low complexity algorithm and its implementation exploits 
the vectorized computational capabilities of Matlab which ensures the fast deter-
mination of the output. 

The basic idea of FRISUV is that it measures the closeness between the current 
fuzzy input and the rule antecedents by the means of an aggregative similarity 
measure which is calculated taking two components into consideration. The first 
one is the fuzzy subsethood value (FSV) that expresses the degree to which a 
fuzzy set is a subset of another set. 

In case of fuzzy systems with a multidimensional input space FSV is interpreted 
as a subsethood value of two fuzzy relations, i.e. one defined by the rule antece-
dent sets ( O

~
) and one defined by the multidimensional observation ( R

~
). In order 

to keep low the computational complexity FRISUV does the calculations with the 
projections of the relations. 

The second component of the similarity measure is the relative distance be-
tween the reference point of the fuzzy relation describing the observation and the 
relation corresponding to the rule antecedent. It is calculated by dividing the Euc-
lidean distance by the maximum possible distance defined by the endpoints of the 
input ranges.  

Finally, one calculates the similarity by  
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FRISUV determines the reference point of the conclusion from the position of the 
known rules’ conclusion sets using the similarity between the current observation 
and the rule antecedents. The functional relationship is an extension of the She-
pard crisp interpolation [35], which interpolates by calculating the weighted aver-
age of the known points’ ordinates. 

Supposing that the shapes of the consequent partitions’ linguistic terms are 
identical and the sets differ only in their position the shape of the interpolated con-
clusion also has to adhere to this regularity. Thus its form will be identical with 
the shapes of the known sets. 

5   Benchmark Problems 

Ground level ozone (O3) concentration is a very dangerous air pollutant. It is an 
irritating and reactive component in atmosphere that has negative impacts on hu-
man health, climate, vegetation and materials. Therefore it is important to develop 
models that are able to predict its concentration. 

The experimental data were collected in an urban site of Northern Portugal 
[29]. In course of the experiments 10 characteristics were measured: the hourly 
average concentrations (in µg/m3) of carbon monoxide (CO), nitrogen oxides (NO, 
NO2 and NOx) and O3; hourly averages of air temperature (T), solar radiation 
(RAD), relative humidity (RH) and wind speed (WS); the day of week (DW; the 
O3 behavior is different on weekdays and on weekend).  

Based on the results published in [29] we took only the most significant factors 
(NO, NO2, NOx, T, RH, and O3) into consideration in course of the modeling. We 
formed two groups of the experimental data: one containing 259 measurements for 
system training purposes and one with 84 measurements for testing purposes. The 
test data were selected randomly from the original sample. 

Yield strength prediction aims the examination and modeling of the relation be-
tween the yield strength of thermoplastic composites and their composition. 
Thermoplastic composites are widely used for several different purposes. Their 
popularity origins from their advantageous mechanical properties, thermal stabili-
ty, fire resistance, etc. that can be achieved by setting the proper proportion of the 
component materials (e.g. multiwall carbon nanotube, polycarbonate, ABS) [3].  

The experimental results [1] were divided into two separate data sets, one for 
fuzzy system identification (training) and one for system validation (testing) pur-
poses. The training data set contained the results of 31 experimental setups. The 
experiments were carried out with 10 replications, which results in total 310 expe-
riments. The testing data set contained the results of 9 experimental setups. In this 
case the experiments were also carried out with 10 replications, which resulted in 
90 experiments. 

Prediction of petrophysical properties is a key issue in reservoir evaluation. 
Well log data analysis is an essential decision support tool in selecting the right  
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places for petroleum reservoir exploration. The collection of experimental data 
(borehole drilling, sampling and extensive laboratory analysis) is expensive. 
Therefore the fuzzy modeling of petroleum well data could be very advantageous 
[38].  

In our case the main purpose was to create a fuzzy model that is applicable for 
the prediction of porosity (PHI) based on well log data described by three input 
variables. These are the gamma ray (GR), deep induction resistivity (ILD) and 
sonic travel time (DT). 

We used the same training and testing data sets as in [38]. The training data set 
consisted of 71 data points and the testing data set consisted of 51 data points. The 
data were preprocessed and each variable was normalized to the unit interval. 

The last benchmarking problem was based on a synthetic data set that was 
generated by the function  

( ) [ ]8.1,8.01
25.1

2
2

1 ∈++= −− xxxy  (4)

It is the same function as in [20]. The training data set consisted of 196 data points 
while the testing data set consisted of 82 data points. 

6   Results 

6.1   Performance of the Initial System 

We used the relative value of the root mean square (quadratic mean) of the error 
(RMSEP) as performance index for the evaluation of the fuzzy systems. The per-
formance of the initial system generated by the fuzzy clustering based approach 
overviewed in Section 2 is presented in Table 1 for both the case of the training 
and testing data sets. 
 

Table 1. Performance of the initial systems 

Data set Train Test 

Ozone 49.7152 48.1454 

Yield Strength 28.2649 18.8655 

Well 14.5445 12.6675 

Synthetic 32.6600 32.6729 
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6.2   Cross-Entropy Method 

We performed repeated testing of the algorithm on the benchmarking problems 
presented in Section 5. The data sets have different sizes, ranges and number of 
dimensions. 

We used two sets of parameters. In case of the first set the iteration number has 
been fixed to 25, parameter r fixed to 0.1, closeness indicator parameter has been 
set to 0.2. In case of the second set the iteration number has been fixed to 25, pa-
rameter r fixed to 0.05, closeness indicator parameter has been set to 0.2. 

The sampling was performed using three different distribution functions:  

a. rand - pseudorandom values drawn from the standard uniform distribution; 
b. betarnd with parameters (0.5,0.5) - random numbers from the beta distri-

bution; 
c. betarnd with parameters (2.0,2.0) - random numbers from the beta distri-

bution. 

The test results for the cross entropy method applied to the benchmark problems 
can be seen in Table 2. Unfortunately the method did not improve the  
performance of the fuzzy system in case of all four benchmark problems. It per-
formed best on the Ground Level Ozone Concentration data set where it achieved 
an improvement of over 70% on the train set and over 72% on the test set. The 
method also succeeded on the Synthetic data set, with a ratio of almost 40% on the 
train set and over 44% on the test set. 

Table 2. Performance of the systems tuned by the CE method 

Data set Train Test 

Ozone 14.6531 13.2386 

Yield Strength 38.2629 36.1852 

Well 27.4533 28.5658 

Synthetic 19.6862 18.2116 

6.3   Parameter Optimization by ACP 

Table 3 presents the results of the parameter optimization done with the help of 
the ACP method. Although ACP is only a local search method it ensured an at 
least 36.82% improvement of the system performance, i.e. in each benchmark case 
it ameliorated the RMSEP value. In order to avoid the overfitting of the system to 
the train data we kept that parameter set in each case, which ensured a quasi-
optimal solution for both the train and test data. 
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Table 3. Performance of the systems tuned by the ACP method 

Data set Train Test 

Ozone 13.3393 11.8158 

Yield Strength 6.2583 6.5763 

Well 8.4876 8.2428 

Synthetic 5.5484 6.7410 

 
ACP performed best in case of the synthetic data set where it improved the sys-

tem performance by 82.41% in case of the train data and by 78.62% in case of the 
test data. Most likely this result originates from the relatively smooth surface of 
the function and the uniform distributed sample points. 

The worst results encountered in case of the petrophysical properties’ predic-
tion probably can be traced back to a local extreme where the method stuck. 

7   Conclusions and Further Work 

The CE method did not fulfill our expectations in case of all the data sets used for 
benchmarking purposes. It gave only in case of Ground Level Ozone Concentra-
tion prediction results that are close to the performance ensured by ACP. Howev-
er, a clear advantage of CE was that it needed about 50-60% less time for finding 
the supposed solution.  

Therefore our further research will concentrate on exploiting the global search 
capabilities and quickness of CE and the local search performance of ACP by de-
veloping an algorithm that combines the two approaches. We will also refine the 
CE method using the smoothing procedure for all of our test sets and will test the 
performance of the algorithm with other distribution functions. 
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Abstract. This chapter discusses three evolutionary optimization algorithms em-
ployed in the optimal tuning of PI controllers dedicated to a class of second-order 
processes with an integral component and variable parameters. The evolutionary 
algorithms used in this chapter are: Particle Swarm Optimization (PSO), Gravita-
tional Search Algorithm (GSA) and Charged System Search (CSS). The PI  
controllers are tuned such that to ensure a reduced sensitivity with respect to the 
parametric variations of the small time constant of the process. The application of 
the algorithms is illustrated in a case study. 

1   Introduction 

The optimal tuning of PI or PID controllers based on evolutionary algorithms is of 
great interest because these algorithms can offer solutions to optimization prob-
lems that involve complicated objective functions with possible multiple local mi-
nima and eventually complicated constraints. Some current applications of evolu-
tionary algorithms to PI and PID controller tuning include real coded genetic 
algorithms, standard, modified and Niche Particle Swarm Optimization (PSO) al-
gorithms applied to PID control of Single Input-Single Output (SISO) processes 
[1], Differential Evolution algorithms that solve multi-objective optimization 
problems specific to PI controller tuning [2], PSO and Gravitational Search Algo-
rithms (GSAs) applied to optimal tuning of PI controllers such that to ensure a re-
duced parametric sensitivity with respect to process parametric variations [3], 
Cuckoo Optimization Algorithm applied to PID control of Multi Input-Multi  
Output processes [4], adaptive and fuzzy PSO applied to PID controller design  
[5, 6]. These algorithms prove to be effective in many applications. 
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In this chapter a comparison of three evolutionary algorithms dedicated to the 
tuning of PI controllers that belong to optimal control systems with a reduced pa-
rametric sensitivity with respect to the parametric variations of the process will be 
presented. The comparison is focused on a class of second-order processes with an 
integral component and with variable parameters. Starting with PSO and GSA 
evolutionary algorithms applied in [3] to the optimal tuning of PI controllers with 
a reduced parametric sensitivity with respect to the parametric variations of the 
gain and of the small time constant of the process, this chapter introduces a new 
algorithm with this respect, Charged System Search (CSS). CSS algorithms are 
based on Coulomb’s and Gauss’s laws from electrical physics and on the govern-
ing laws of motion from the Newtonian mechanics expressed in [7, 8] as a model 
in the framework of a multi-agent approach where each agent is a charged particle 
(CP). Other attractive civil engineering applications of CSS algorithms are given 
in [9, 10]. 

This chapter proposes twofold contributions. First, the application of a CSS  
algorithm to the optimal tuning of PI controllers is suggested. Second, the effec-
tiveness of this algorithm is compared with PSO and GSA in a process control ap-
plication. 

This chapter is organized as follows. The process model and the optimization 
problems that ensure a reduced parametric sensitivity are defined in the next  
Section. Section 3 offers a short description of PSO, GSA and CSS focused on the 
optimal tuning of PI controllers. Section 4 applies PSO, GSA and CSS in  
the framework of a simple computational case study. Section 5 points out the  
conclusions. 

2   Process Model and Optimization Problems 

The process is modeled by the following transfer function: 

 
)]1(/[)( sTsksP ΣP += , (1) 

where 
Pk  is the process gain and ΣT  is the small time constant of the process. The 

transfer function in (1) includes the actuator and measuring element dynamics, it 
highlights the integral component, and it is a simplified model of processes with 
several complexities in servo system applications that belong to wide areas [11, 
12, 13, 14, 15, 16, 17]. The simplification of the models leads to the fact that the 
parameters in (1) are variable, and the sensitivity analysis is justified. 

Acceptable performance indices with respect to the modifications of reference 
input and of load-type disturbance inputs can be obtained if the process is con-
trolled using the two-degree-of-freedom (2-DOF) control system structure pre-
sented in Fig. 1, where: r – reference input, y – controlled output, r1 – filtered  
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reference input, yre −= 1
 – control error, u – control signal, d– disturbance input, 

P – process, C – PI controller with the transfer function )(sC : 

ciCiCic kTksTkssTksC =+=+=   )],/(11[/)1()( ,                  (2) 

kC (kc) – controller gain, Ti – controller integral time constant, and F – reference 
input filter with the transfer function )(sF : 

)1/(1)( sTsF i+= .                                        (3) 

 

Fig. 1. Two-degree-of-freedom control system structure. 

A state-space model of the process is [3] 
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where x1 and x2 are the state variables. The Extended Symmetrical Optimum 
(ESO) method [18] can be applied to tune the parameters of the PI controllers for 
such processes. The choice of the design parameter β  specific to the ESO method 

within the domain 171 << β  guarantees a compromise to the imposed perfor-

mance indices (overshoot, settling time, first settling time, phase margin, etc.) that 
can be set according to designer’s option. The PI tuning conditions are 

ΣiPΣc TTkTk βββ ==   ),/(1 2 .                                      (5) 

The ESO method is advantageous as it reduces the number of the tuning parame-
ters to only one, i.e., the design parameter β . The reference input filter can be it-

self tuned but, as shown in (3), it has a fixed parameter. An analysis of the 2-DOF 
control system structure that ensures flexibility in tuning both C and F is carried 
out in [19]. 

It is accepted that the state variable x3 is the output of the integral component in 
the parallel construction of the PI controller, the state-space model of the PI  
controller is [3] 
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A sensitivity model with respect to the parametric variations of the small time 
constant of the process ΣT  is derived as follows. In this context the controller is 

tuned according to (5) for the nominal set of values of the parameters of the 
process, },{ 00 ΣP Tk , and the subscript 0 is used in the sequel to show the nominal 

values of variables and/or parameters. The state-space model of the PI controller is 
next expressed as 
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and the models (4) and (7) lead to the following state-space model of the control 
system without F: 
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The sensitivity model with respect to the modification of ΣT  is derived from (8), 

and its expression is 
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where 
1λ , 

2λ  and 
3λ  are the state sensitivity functions and ΣTσ  is the output sen-

sitivity function. 
The following objective function is defined to achieve, when it is minimized, 

good performance indices and a reduced parametric sensitivity [3]: 
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2 ΣΣ

∞
Σ ∫ += σγβ ,                               (10) 

where ΣTγ  is the weighting parameter. The definition of the objective function in 

(10) allows the following definition of an optimization problem that ensures the 
optimal tuning of the PI controllers with a reduced sensitivity with respect to the 
parametric variations of the small time constant of the process: 

)(minarg 2
1         

* ββ
β

Σ

>
= T

eI ,                                       (11) 

where *β  is the optimal value of the design parameter, and an inequality-type 

constraint is pointed out in (11) to guarantee the control system stability. PSO, 
GSA and CSS will be used as follows to obtain *β . 

3   Overview on PSO, GSA and CSS 

The flowchart of a PSO algorithm is presented in Fig. 2 (a), where 
maxj  is the 

maximum number of iterations. The equations that characterize the operating me-
chanism of PSO algorithms are given in [20, 21] and particularized in [3, 22] with 
focus on optimal tuning of controllers. 

The process of validation of the obtained solution is unified for PSO, GSA and 
CSS. This process involves the fulfillment of the condition that guarantees the 
convergence of the algorithms, i.e., the convergence of the integral in (10) 

|)0()(||)()(| rtrtrty fyff −≤− ε ,                           (12) 

where tf  is the final time moment and 001.0=yε  for a 2% settling time. Theoreti-

cally ∞→ft  as shown in (10), but tf takes practically a finite value to collect the 

information from all transients in the control system response. The condition (12) 
can be also viewed as a guarantee of the stability of the control system and a way 
to ensure zero steady-state control error of the control system as well. 

The flowchart of a GSA is illustrated in Fig. 2 (b). The equations that character-
ize the operating mechanism of GSAs are defined in [23, 24] and presented in  
[3, 25] as particular versions applied to the optimal tuning of linear and fuzzy  
controllers. 
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Fig. 2. Flowchart of PSO algorithm (a) and flowchart of GSA (b). 

Each CP in a CSS algorithm has an associated magnitude of charge )(iq  and it 

creates an electrical field around its space. The magnitude of the charge is defined 
as follows in terms of the quality of its solution: 

Nifitfitfitifitiq worstbestbest ,1  ),/())(()( =−−= ,             (13) 

where 
bestfit  and 

worstfit  are the so far best and the worst fitness of all CPs, )(ifit  

is the objective function (i.e., the fitness) value of the ith CP, and N is the total 
number of CPs. The separation distance 

ijr  between two CPs is 

)||2/)(/(||||)(|| ε+−+−= bestjijiijr XXXXX ,                (14) 

where Xi and Xj are the positions of the ith and jth CPs, Xbest is the position of the 
best current CP, ε is a small positive constant introduced to avoid singularities, 
and all positions in (14) are vectors in RN. 

Good CPs can attract the other agents and bad CPs repel the others, proportion-
al to their rank ijc  calculated as follows in the context of using the attractiveness 

of all electric forces between any two CPs that may increase the exploitation abili-
ty of the CSS algorithm: 
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The value of the resultant electrical force 
jF  acting on the jth CP is calculated as 

follows showing that each CP is considered as a charged sphere with radius a hav-
ing a uniform volume charge density: 
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The new position 
newjx ,

 and velocity 
newjv ,

 of each CP are calculated according to 

the state-space equations [7, 8] 
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where ka is the acceleration coefficient; kv is the velocity coefficient to control the 
influence of the previous velocity, 

1jrand  and 
2jrand  are two random numbers 

uniformly distributed in the range of (0,1), mj is the mass of the jth CP which is set 
here to )( jq , and Δt is the time step set here to 1. 

The following modifications of kv and ka with respect to the iteration index are 
used here as ka is a control parameter of the exploitation and kv controls the explo-
ration process in order to ensure good performance of the CSS algorithm: 

maxmax /1  ,/1 jjkjjk va +=−= ,                            (18) 

where j also indicates, for simplicity, the iteration index. 
The flowchart of the CSS algorithm is presented in Fig. 3. The connection be-

tween the solution vector Xi and the variable in the optimization problem β  is 

iX=β ,                                                  (19) 

and the connection between the fitness value and the objective function value is 

)()( 2 βΣ= T
eIifit .                                          (20) 
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Fig. 3. Flowchart of CSS algorithm. 

Equations (19) and (20) are presented in unified versions for all three evolutio-
nary optimization algorithms. They map the algorithms onto the optimization 
problem defined in (11) with the objective function defined in (10). 

4   Case Study 

Some results concerning the three evolutionary optimization algorithms applied to 
the optimal tuning of PI controllers for the process with the transfer function spe-
cified in (1) and the parameters 1=Pk  and s 1=ΣT  are presented as follows. Dif-

ferent parameters and more complex models can be considered as shown in [26] 
for this process or in [27, 28, 29, 30, 31, 32, 33, 34, 35] for many similar but more 
convincing processes. 

The three evolutionary algorithms were analyzed using the following values of 
the weighting parameter employed in solving the optimization problem defined in 
(11): 
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}1.0 ,10.0 ,001.0 ,0{2 ∈ΣTγ .                                  (21) 

The acceleration weights in the PSO algorithm were set to 3.0 21 == cc . For GSA, 

the small constant was set to 410−=ε and the initial value of gravitational constant 
was 100)( 0 =kg . The CSS algorithm is characterized by the CPs considered as 

charged spheres with radius a having uniform volume charge density, 1=a  and 
0001.0=ε . All three algorithms used an equal number of agents, ,20=N  and 

100 max =j  iteration steps. The results for the PSO, GSA and CSS are synthesized 

in Table 1, Table 2 and Table 3, respectively. 

Table 1. Results for PSO 

2
ΣTγ  *β  *

Ck  *
iT  ΣT

eI min2  

0 6.128 0.403962 6.128 0.68278 

0.001 5.55569 0.424259 5.55569 0.70662 

0.01 4.17934 0.489155 4.17934 0.87171 

0.1 3.21643 0.557587 3.21643 2.17727 

Table 2. Results for GSA 

2
ΣTγ  *β  *

Ck  *
iT  ΣT

eI min2  

0 6.126776 0.404002 6.126776 0.68278 

0.001 5.557576 0.424187 5.557576 0.70662 

0.01 4.181366 0.489036 4.181366 0.87171 

0.1 3.214302 0.557772 3.214302 2.17727 

Table 3. Results for CSS 

2
ΣTγ  *β  *

Ck  *
iT  ΣT

eI min2  

0 6.12818 0.403956 6.12818 0.682779 

0.001 5.55632 0.424235 5.55632 0.706624 

0.01 4.17954 0.489143 4.17954 0.871706 

0.1 3.22022 0.557259 3.22022 2.17727 

The results presented in Tables 1 to 3 show algorithms’ convergence to the op-
timal values of the controller tuning parameters and the minimum values of the 
objective function ΣT

eI 2
. The results given in Tables 1 to 3 are illustrated for the 

minimum of the objective functions obtained after repeated simulations. 
The results show that all three evolutionary algorithms give the same solution 

to the optimization problem (11). Therefore the evolutionary algorithms are vali-
dated for the given process and for the given optimization problem in the optimal 
tuning of PI controllers. 
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The behavior of the control systems without and after optimization is not pre-
sented here. However typical system responses obtained by digital simulation are 
presented for the considered process in [3] and for a process with different para-
meters and obtained by real-time experiments in [26]. 

5   Conclusions 

This chapter has offered results concerning the application of three evolutionary 
optimization algorithms – PSO, GSA and CSS – to the optimal tuning of the pa-
rameters of PI controllers. A case study concerning the control of a process with a 
second-order dynamics and an integral component has been treated to exemplify 
the algorithms and to produce PI controllers with a reduced sensitivity with re-
spect to the parametric variations of the small time constant of the process. 

Future research will deal with the separate optimal tuning of the reference input 
filter parameters to increase the flexibility of the algorithms and to reduce the val-
ue of the objective function and with the reduction of the number of simulations in 
the implementations of the algorithms such that to be replaced by experiments on 
the real-world control systems. Applications to more complex processes will be 
aimed. 
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Abstract. The significant increase of trunk channel bandwidth makes much easier 
to integrate different types of traffics on the tier links without activating high 
processing power consuming QoS (Quality of Service) mechanisms in the inter-
mediate nodes. Self-similarity, long range dependence and fractal characteristics 
of packet flows are strongly influenced by the QoS parameters in congested net-
work environment. Several models are proposed for the qualitative and quantita-
tive evaluation of physical phenomenon supervened on different OSI layers at the 
routers and switches. Most of these claims relatively long traces for evaluating 
both scale independence and fractal characteristics. The highlights of common 
usage of wavelet and ON/(ON+OFF) transformations in network traffic analysis 
are evaluated in this chapter. We take into consideration the channel load and the 
channel intensity as complex time series for evaluation the statistical characteris-
tics of changes in time of the flows nature in packet switched networks. UDP and 
TCP traffics in tier and LAN networks are considered and statistically analyzed 
based on MRA (Multi Resolution Analysis) wavelets method. A fast detection al-
gorithm of data and real time traffic burstiness is presented for a QoS based packet 
switched network environment with congestion. 

1   Introduction 

Services of the Future Internet and Next Generation Networks have been univer-
sally and intensively explored in the communication area. The packet switched 
technology compounded with the multi gigabit capacity of the current transmis-
sion channels creates new perspectives for the converged data and real time net-
work services. High speed tier links are rarely congested and the aggregation of 
high number of different traffics is likewise one best effort data flow transmitted 
with high speed. The parameters of IP data traffic networks are strongly influ-
enced by the type of applied communication mechanisms. Compressing the  
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physical space and the communication delay between entities assists to improve 
the yearly doubling traffic on the Next Generation Network. In spite of most popu-
lar character of the Internet no global guarantees exits for communication services. 
Serious efforts are set for development of QoS methods worldwide involving ana-
lyzing of bandwidth, delay variation, blocking rate of services, packet lose rate, re-
liability and other parameters [1]. The QoS mechanisms for IP data networks are 
based on two approaches: i.) High channel bandwidth conception represented by 
the IETF (Internet Engineering Task Force) assuming enough and large capacity 
of cheap channel capacity for all network applications working on those links; ii.) 
Managed bandwidth conception having origin from the BISDN services of the 
ATM Forum and assuming finite channel capacities with optimum set of resource 
parameters.  

The first method suppose higher evolution rhythm of the communication tech-
nology than the demand of users, sustaining low price of bit transmission, and on 
the other side the switching delay time of switches/routers can be decreased conti-
nuously. Such an over dimensioned worldwide network could resolve lot of cur-
rent problems, but the economic aspects of network resource wastage prevents this 
solution. The managed bandwidth conception allows increase of network  
resources for applications running on limited channel capacities. Several technol-
ogies offer such solutions. First data link layer technology with QoS features was 
Frame Relay, allowing traffic prioritization with the bit DE (Discard Eligible) of 
FR frame and FECN/BECN (Forward Explicit Congestion Notification / Back-
ward Explicit Congestion Notification) mechanisms. Explicit QoS mechanisms 
were introduced at the ATM (Asynchronous Transfer Mode) technology by the 
set-up phase of connection oriented (CO) L2 link. The MPLS (Multiprotocol La-
bel Switching) technology uses L2.5 label switching CO mechanism to provide 
service guarantees approximate to the ATM [2]. 

The introduction and dispersion of QoS mechanism were generated by the 
VoIP (Voice over IP) services running on the Internet [3]. The converged network 
services like data, video and voice on the same common infrastructure has strong 
influence in QoS demand composition. The majority of current Internet applica-
tions are accessed from Ethernet end nodes. This aspect implies cost reduction if 
the intermediate nodes of LAN/MAN networks have similar L2 technology  
because the inexistence of frame type modification during the transmission simpli-
fies the amount of switching task at the core and distribution level [1]. The differ-
ent types of network applications put up different transfer guarantees [4]. The 
network resource demand of applications is varying in time even the applications 
are differently tolerant to the transmission delay and the delay variation. Several 
applications can support data loss while others cannot.  

Two QoS mechanisms are proposed for popular network applications today. In-
tserv is based on RSVP (Resource Reservation Protocol) and assures quantitative 
metric and latency time for the guaranteed services. The connection allowance 
control process decides of the successful of the new connection request. This 
control mechanism supposes necessary RSVP intelligence at the intermediate  
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nodes. Based on this strict assumption, Intserv mechanism is only useful in auto-
nomous system environment. The second, Diffserv QoS mechanism utilizes spe-
cial fields of the PDUs (Protocol Data Unit) and the QoS priority is transmitted as 
color code inside of each PDU for a given OSI layer. Global usage of both, v4 and 
v6 versions of the IP protocol in LAN/MAN environment makes crucial the QoS 
mechanisms like DiffServ and IntServ for providing qualified integration of data, 
voice and video traffics. This classification of each PDU implies different treat-
ment possibility inside of the routers and switches [5].  

2   Wavelet Analysis Fundamentals 

The wavelet based Multi Resolution Analysis (MRA) proposes fast pyramidal al-
gorithm requiring ~O(n) computation steps for determining the self-similarity 
measure of the traces with n samples, consisting serious interest in the low delay 
aspect of the burst detection. Several models are proposed for the qualitative and 
quantitative evaluation of physical phenomenon supervened on different OSI  
layers at the intermediate nodes. Most of these claims relatively long traces for 
evaluating the scale independence and fractal characteristics. Let Ζ∈tX t ,  be a 

discrete time stochastic process. A stochastic process in continuous time 
RttY ∈),(  with stationary increment is called a cumulative (background) 

process of 
tX and 

tX  is the increment process of )(tY , if the following relation 

holds [6]: 

.),1()( Ζ∈∀−−= ttYtYX t                              
 (1) 

In the case of network traffic modeling, 
tX  is stationary in the sense that the be-

havior or structure is invariant to the time offset. In a different sense, the time in-
terval [0, t] has an absolute frame reference feature. The real value, continuous 
time process RttY ∈),(  is H-ss (H-self similar with Hurst parameter), if the fol-

lowing holds: 

0,0),()( ≥>∀= tatYatY H
d                             

 (2) 

and (0<H<1). This relation means that processes RttY ∈),(  and RtatY ∈),(  

are the same in the sense of finite dimensional distribution except scaling. In traf-
fic modeling )(tY  represents the quantity of data transferred in time interval [0,t]. 

The time series generated form 
tX  by disjoint blocks of length m is named 

)( mX , aggregated process of order m, if 

∑ +−=
Ζ∈∀= mi

imt t
m tX

m
X

1)1(

)( ,
1

                          
 (3)  
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holds [7, 8]. The second order self-similarity implies the existence of a particular cor-
related and asymptotically correlated structure during time aggregation. If process 

RttY ∈),(  has stationary increments (H-sssi), then it is H-ss with stationary incre-

ment. If )(tY  is H-sssi with finite variance, then 0<H<1 [6]. Process Ζ∈tX t ,  is H-

self similar and stationary (H-sss) is called SRD (Short Range Dependent) if 0<H<1/2 
and is LRD (Long Range Dependent) if 1/2<H<1. The autocorrelation function 

1),( ≥kkrX
 of second order self-similar process Ζ∈tX t ,  with Hurst parameter 

0<H<1, H≠1/2 can be estimated by following relation:  

.,)12(~)( 22 ∞→− − kkHHkr H
X                         (4) 

The wavelets based Multi Resolution Analysis (MRA) proposes fast pyramidal al-
gorithm requiring ~O(n) computation steps for determining the self-similarity 
measure of the traces with n samples, consisting serious interest in the low delay 
aspect of the burst detection [6]. Decomposition 

},,,),({ , RtRaYtaT taY ∈∈= +ψ
                         (5) 

is called CWT (Continuous Wavelet Transform), where the coefficients are given 
by the inner products of analyzing function set and signal RttY ∈),(  [6]. The set 

of functions ta ,ψ  is generated from the 0ψ  reference pattern, called mother 

wavelet, in the following manner: 

.},),(
1

)({ 0, RtRa
a

tu

a
uta ∈∈−= +ψψ

                  

 (6) 

Any function element )(, utaψ  can be constructed from 
0ψ  mother wavelet by 

operator 
aD -dilatation (scaling) and then tΤ -time shifting: 

.
)/(/1)(

)()(

00

00

⎭
⎬
⎫

=
−≡

ataD

tT

a ψψ
τψψτ

                                 

 (7) 

The 
0ψ  mother wavelet (e.g. DaubechiesN, CoifletN, HaarN, SymmletN, etc.) 

spread in a narrow space in time and frequency domains and has most of its  
energy within a limited frequency (scale) band [6]. It satisfies the admissibility 
condition: 

,1,...,1,0,0)(0 −==∫ Nkduuu kψ
                          (8) 
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that is it should be a bandpass or oscillating function, hence the name “wavelet”. 
Quantity  2

),( taTY
 is called scalogram and gives the energy level of signal Y 

controlled by dilatation parameter a around time moment t. 

The MRA (Multi Resolution Analysis) proves that there exists a special sam-
pling of the time-frequency plane, which contains all the information of signal Y 
as a subset of },,,),({ , RtRaYtaT taY ∈∈= +ψ . The construction method 

of this discrete subset is called DWT (Discrete Wavelet Transform). The basic 
idea of MRA is that signal Y is analyzed sequentially with rougher and rougher 
approximations. In this way, higher and higher frequency components are being 
left out from consideration. Detailed coefficients ),( kjdY  of the wavelet trans-

formation are samples of set )},({ taTY
 that place these elements in dyadic grid 

points: 

),2,2(),( tTkjd jj
YY =                                      (9) 

where the base 2 logarithm of scale ,)2(log 2 ja j ==  is called octavej. The 

0ψ , mother wavelet utilized for analyzing second order processes decays at least 

exponentially in the time space, ensuring in this way second order statistical cha-
racteristics of the wavelet decomposition. 

Wavelet coefficients ),( kjd Y
 of the process RttY ∈),( , with H-ss feature 

demonstrate self-similarity. For second order processes, this aspect implies the fol-
lowing relation: 

.]),0([2]),([ 2)12(2 kdEkjdE Y
Hj

Y
+=                 (0.10) 

If process RttY ∈),(  is H-sssi, then the process of fixed scale index wavelet 

coefficients }),,({ Ζ∈kkjdY
 is a stationary process. In this way for 

Ζ∈∀ k relation (10) simplifies [6]:  

,),(2]),([ 2
0

)12(2 σψHCkjdE Hj
Y

+=                  
 (11) 

where 

( )∫ ∫ −= ,)()(),( 00

2

0 dtdutuutHC
H ψψψ

              
 (12) 

and ])1([ 22 YE=σ . This relation of the wavelet coefficients does not assume 

the Gauss distribution, and can be utilized in the analysis of scale and frequency 
dependence of LRD processes [10]. In the wavelet domain, we only operate with 

),( kjd Y
 belonging to octavej and we manipulate SRD processes during the  
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transformation. Based on (8) the wavelet coefficients of mother wavelet 
0ψ all av-

erage at zero. The stationary character makes averaging possible to process 
),,( kjd Y

 decreasing the variance in this way. The average statistics have low 

variance because of the SRD effect. 

The random variable 
jμ  obtained from ),,( kjd Y

wavelet coefficients of 

second order stationary process Y, is called energy function of process 
),,( kjd Y

which is the estimation of the standard deviation, too: 

∑ =
== jn

k Y
j

jj kjd
n

Energy
1

2
),(

1μ
                          

 (13) 

where nj, is the number of existing coefficients of octavej ⎣ ⎦)2( nn j
j

−=  and n is 

the number of elements of signal Y. The analysis of second order dependence of 
signal Y is reduced in this way to the analysis of dependence of the energy 

jμ of 

octavej. The scale exponent can be obtained from the bias of the )(log 2 jμ  curve 

represented in function of octavej.  

.)12()(log)(log 22 cjHEnergyy jjj +−≈== μ
              

 (14) 

The plot of quantity jy  against octavej inside the confidence interval is called 

second order log-scale diagram (2-LD). A linear segment or segments can be uti-
lized for estimating the Hurst parameter or parameters. If more than one linear 
segment can be detected, then the process is monofractal, otherwise it is multifrac-
tal. Based on the weighted-least-square (WLS) method, the estimated Hurst para-
meter inside of confidence interval ],[ 21 jj of the octaves is given by: 
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 (15) 

where 
1

2

2

2ln
+=

jj

n
S  is weight. The scale independent time domain for the time 

series with sampling interval T can be calculated from interval ],[ 21 jj  of the oc-

taves with the following formula: 

[ ].2,2],[ 21
21 TTjj jj→                                (16) 
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3   Transformation ON/(ON+OFF) 

We developed our own analysis method for two simultaneous time series of the 
network traffic: frame sizes and interarrival times. Using the methods described 
above, we evaluate the behavior of packet switched network traffic more deeply. 

The received frame size (in number of bytes) can easily be transferred to a time 
space. The transmission delay of impulses increases linearly with the physical size 
of the medium, which is ~1μs for each 300 meters [2]. Because our method ana-
lyses the time series of frames only at the receiving point of the channel, we do 
not deal with the effect of the finite spread character of electromagnetic signals. 
The time interval between the ending moment of actual frame reception and start-
ing moment of the next frame reception is not only dependent on the waiting traf-
fic, but also on the MAC (Medium Access Control) mechanism, too. 

On the channel with Bw[bit/sec] transfer rate, the actual frame transmission 
time interval is called L=TON, and the inactivity time caused by an absence of 
frame and other technology dependent timing (MAC algorithm, etc.) is called 
TOFF. There are (OFF, ON) states pairs repeating during the sampling time period. 

The number of frames captured during the actual sampling (evaluation) time 
period T is called receiving rate (M) or channel intensity: 

,)(
1 ,1 , ∑∑ ==

⋅+=+= M

j jOFF

M

j jjOFF LMTLTT
             

 (17) 

where Lj=1,2,…,M is the transmission time of frame, and L is the actual average 
transmission time interval.  

We sample at equidistant time intervals (T=constant). In contrast with time se-
ries analysis where events during time period T are supposed to be very short, in 
the case of the ON/(ON+OFF) method these events are considered to have non-
zero length and be uniformly distributed event series during time interval T [1, 2]. 
We take that in the k-th sampling period, in uniformly distributed time period Lk, 
average length frames are received with +Ζ∈kM  intensity (Fig. 1). There is a 

clear relation among these variables: 

⎣ ⎦ ./,...,2,1,, Ttk
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⎭
⎬
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=
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 (18) 

We introduce the terms channel phase angle ),( kϕ  and complex traffic ),( kZ  dur-

ing the k-th sampling period by following ways, respectively: 
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where i is the complex unity root )1( 2 −=i . The average channel load during the 

k-th sampling period is given by: 

.)tan( k
k

k
k T

L
loadchannelAverage ϕ==

                      

 (20) 

We generate one time series pair with transformation ON/(ON+OFF) (Fig. 1): 

⎣ ⎦{ }
⎣ ⎦{ } .

,/,...,2,1,

,/,...,2,1,tan

⎭
⎬
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=Ζ∈
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LoadChannelTtk

k

kϕ

      

 (21) 

 

Fig. 1. Parameters of the transformation ON/(ON+OFF). 

These series are well interpretable measures with physical meaning, and based 
on relations (19), the complex time series ⎣ ⎦{ }TtkZ k /,...,2,1, =  is capable of 

describing all characteristics of traffics transferred on the point-to-point channel.  
For special cases, the intensity time series ⎣ ⎦{ }TtkM k /,...,2,1, =Ζ∈  can be 

coupled with channel phase time series ⎣ ⎦{ }Ttkk /,...,2,1, =Ζ∈ϕ . In this 

way we get another complex series: 

⎣ ⎦{ }TtkeMW ki
kk /,...,2,1, == ϕ , where .12 −=i          (0.22) 

The physical parameters of the channel (transfer rate, MAC algorithm, etc.) and the 
sampling period T are well known parameters and the complex time series 

kZ , or 
kW  

can be used to calculate any conventional characteristics (interarrival time, received 
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bytes, etc.). The complex time series ⎣ ⎦{ }TtkWk /,...,2,1, =  occupy a closed area of 

the first 1/8 sector of the ( )ϕ,M complex plane and touch the axes only in the origin.  

The kJ  amplitude of the 
kZ  complex process is called squared average inten-

sity of the channel, and the phase of the 
kZ  is called specific channel phase  

(Fig. 2): 
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 (23) 

The tangent of the specific channel phase, 
kθtan  is the specific channel load, 

namely average active time interval on unit of time. The phase and the intensity 
can be understood as increment processes given by the following formula: 
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where ( ){ }∑ =
=+=Φ k

j jk k
1

,...2,1,2 πϕ  is strictly increasing series, 

called global channel phase, and { }∑ =
=Ζ∈= k

j kkk kMMF
1

,...2,1,,  in-

creasing series, called arrived PDU number. 

 

Fig. 2. Squared average intensity Jk and specific phase θk of the channel. 
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4   Characteristics of Transformation ON/(ON+OFF)  

For evaluating the characteristics of transformation ON/(ON+OFF) we analyzed 
three data traces: MAWI Wide-Transit (F2009033115001) data traffic from 2009 
and other two captured streams at the University of Debrecen in 2008 and 2007, 
during time intervals of 30 seconds, 3600 seconds and 60 seconds, respectively 
[11]. Basic characteristics of these traces are presented in Table 1. 

Table 1. Basic characteristics of the analyzed traffics 

Name of the stream F200903311500 VoIP-Trunk 
VBR-video-
congested 

Sampling place 
Samplepoint-F, 
WIDE-TRANSIT link, 
Tokyo, Japan (MAWI)

University of De-
brecen, Debrecen, 
Hungary 

University of De-
brecen, Debrecen, 
Hungary 

Sampling date 
2009.03.31.     
15:00:00-15:00:30 

26-Mar-2008    
10:00-11:00 

2-Apr-2007    
20:01-20:02 

No. of sampled frames 622.944 739,829 6,186 

Type of data stream 
IP in WAN network 
(94% TCP, 6% UDP, 
73% HTTP)  

VoIP trunk (100% 
IP voice, 0% data) 

TCP+UDP (TCP: 
data, UDP: video) 

Type of the channel 
IEEE 802.3,          
1000 Mbps 

IEEE 802.3,       
100 Mbps 

IEEE 802.3,         
1 Mbps 

Type of QoS 
“Best-effort”, no con-
gestion 

“Best-effort”, no 
congestion 

QoS, congested 
channel UDP 
(DSCP=56)  

TCP (DSCP=0) 

Sampling period (T) [ms]  1 100 100 

Sampling accuracy (τ) [μs]  10  10 10  

Average of channel intensi-
ty M [] 

20.76 20.54 9.51 

Variation of channel inten-
sity M [] 

10.72 9.21 2.01 

Average of channel load 
tan(φ) [%] 

12.31 0.0025 53.94 

Variation of channel load 
tan(φ) [%] 

10.43 0.0013 5.51 

 
 

                                                           
1 http://mawi.wide.ad.jp/mawi/samplepoint-F/20090330/ 
200903311500.html 
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These traces were selected in such way to have comparison possibility of Best-
effort and QoS data traffics with and without congestion. First two traffics were 
running in Best-effort network conditions. The VoIP trunk traffic analyzed se-
condly was captured in congestionless environment. The aggregated voice traffic 
of IP/PBX gateway generated by a population of 1500 IP phones. The voice trunk 
link was 100 Mbps Ethernet and the capturing task was effectuated with 

sec10 μτ =  accuracy in university environment on a working day for a one 

hour time interval. We did not use special QoS mechanism because the trunk link 
load was less than 1%. The aggregated voice streams were transmitted with 
DSCP=0. In the third case only TCP traffic was transferred with Best-effort 
(DSCP=0) mechanism in the QoS domain. The packet of the UDP based video 
conference fits the Ethernet frame and in this way the priority of the IP packets 
transmitting UDP video segments could be increased by setting DSCP=56 for 
these packets. 

Utilizing transformation ON/(ON+OFF) we generated 
kZ complex process for 

each trace, we analyzed its real and imaginary parts and we determined their basic 
characteristics. The components of 

kZ  complex process generated with 

ON/(ON+OFF) are expressive quantities with suggestive physical meanings. Both 
components generated with the ON/(ON+OFF) method are necessary for network 
traffic analysis, because both time series contain information for describing the 
physical process of content transmission. 

The transformation ON/(ON+OFF) is useful to analyze not only Best-effort 
processes, but other QoS driven processes, as well. Based on wavelet transforma-
tion is able to estimate Hurst parameter using relatively short traces. This aspect is 
advantageous in practice, where detection of fractal characteristics of the actual 
traffic should be estimated asymptotically in real time.  

We analyzed the scale dependence of the real and imaginary LRD parts of 
kZ  

complex series with wavelet method, and we estimated the Hurst parameters, 
based on the energy plots (Fig. 3, Fig. 4). In Best-effort with low channel load 
cases strong correlation exists between the channel intensity and channel load, the 
scalograms are similar, but the Hurst parameters are slowly different (Table 2). 

 

Fig. 3. Wavelet energy functions, F200903311500 trace. 



118 Z. Gal and G. Terdik
 

 

Fig. 4. Wavelet energy functions, VoIP-Trunk trace. 

The time series component transmitting higher energy shows less LRD. The 
explanation of this phenomenon is that 94% of MAWI WAN traffic was generated 
by TCP-based HTTP, SMTP and FTP protocols in IP packets on a considerable 
loaded Ethernet channel with Best-effort (without QoS) method, and an important 
part (73%) of the channel traffic was provided by HTTP messages. In case of con-
gested channel with QoS mechanism, the Hurst parameters are very different. 

Table 2. Estimated Hurst parameters with wavelet method (H) 

 F200903311500 VoIP-Trunk VBR-Video-Congested 

Channel intensity, Mk 0.736 0.618 0.608 

Channel load, tan(φk) 0.738 0.643 0.864 

 
If the basic traffic process in QoS free network environment is LRD, then the 

real and imaginary parts of 
kZ complex process generated with ON/(ON+OFF) 

transformation are LRD and there exists a strong correlation between them. The 
histogram of the channel load produces clustering, meaning that some load values 
appear with very low frequency. This effect is produced by the bursty character of 
the packet flow. The log diagram of the channel intensity histogram indicates no 
Gauss distribution, nor for the other two time series. The complex time series 

kZ  

is situated inside of compact region, determined by lines (d1) and (d2): 
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Based on relations (23) and (25) the rate of the relative load and the intensity of 

the channel ( kθtan , specific channel load) is limited at the both sides: 
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Parameter a is independent of the time and is a characteristic of the trace. For trac-
es F200903311500, VoIP-Trunk, VBR-Video-Congested parameter a is 1.082, 
1.354, and 2.521 respectively.  

The aggregated traffic of several voice sessions running on the same Ethernet 
voice trunk channel without congestion are LRD processes and have estimated 
Hurst parameters of channel load and channel intensity very closed 
( )62.0ˆ,64.0ˆ

)tan( == MHH ϕ
. This phenomenon origins from the constant size 

of voice frames generated by the codecs implying approximately linear relation 
between channel load and channel intensity parameters. These values are appro-
priate but different because there were running more than one voice codec (G.711, 
G.729, etc) simultaneously between the IP phones and the voice gateway. 

Diffserv QoS mechanism in service provider network radically influences the 
traffic behavior of classical network applications. These changes can be detected 
in the third traffic trace and can be measured with the complex time series gener-
ated by the ON/(ON+OFF) method. The Hurst parameters of the channel intensity 
and channel load for different QoS conditions are uncorrelated. Mixed Best-Effort 
TCP traffic with Diffserv based QoS controlled UDP traffic is LRD at the channel 
intensity time series, and the stationary character of the channel load is cancelled 
out for both transport layer protocols. The VBR streaming video traffic controlled 
by the Diffserv QoS mechanism produces more smooth traffic in congested envi-
ronment. The congested Best-effort based TCP traffic is able to use only a part of 
the remaining network resources. If the video stream is not treated by QoS and is 
congested, the video service becomes inoperable. The explanation of this pheno-
menon is that remarkable part of Bellcore LAN/WAN traffic was generated by 
TCP-based SMTP and FTP protocols in short packets on lightly loaded 10 Mbps 
Ethernet channel with Best-effort (without QoS) method, and an important part of 
the channel was used by control signaling. 
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Fig. 5. Histograms of the real (M-channel intensity) and imaginary (tan(φ)-channel load) 
parts, F200903311500 trace. 

The energy functions M and tan(φ) of a given trace determined by wavelet me-
thod are different and the linear interval location differs, as well. Similar types of 
traffic (e.q. voice trunk) traversing channel without congestion implies similar but 
different energy plots. 

5   Conclusions 

Both components generated with the ON/(ON+OFF) method are necessary for 
analyzing the network traffic, making possible to model Best-effort and QoS con-
trolled processes, as well. This wavelets based method is able to estimate with low 
computation capacity the Hurst parameter of relatively short traces. This aspect is 
advantageous in practice, where detection of fractal characteristics of the actual 
traffic should be estimated asymptotically in real time. Based on the estimated 
Hurst parameter of the channel intensity and channel load eventual congestion oc-
currence and significant compound change of the aggregated traffic can be de-
tected in semi-real time. 
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Abstract. The effectiveness of greenhouse control can be improved by the appli-
cation of model based intelligent control. Such control requires a good model of 
the greenhouse. For a large variety of industrial or recreational greenhouses the 
derivation of an analytical model is not feasible therefore black-box modeling has 
to be applied. Identification of black-box models requires large amount of data 
from real greenhouse environments. Measurement errors or missing values are 
common and must be eliminated to use the collected data efficiently as training 
samples. Rare weather conditions can temporally lead to unusual thermal behavior 
around and within the greenhouse. Anomaly detection run on the measurement da-
ta can identify such unusual samples and by excluding those from the model 
building better models and higher validation accuracy can be achieved. This chap-
ter discusses problems of cleaning the measurement data collected in a well in-
strumented greenhouse, and introduces solutions for various kinds of missing data 
and anomaly detection problems. 

1   The Concept and the Requirements of Intelligent Control 

Greenhouses are built in various sizes and types all around the world to house 
plants needing special environmental conditions. Greenhouses are widely used 
both for vegetable and ornamental plant production. 

The basic operation of a greenhouse is as follows: The transparent walls and 
roofs allow the solar radiation to pass through, but the warmed up air is kept  
inside. To prevent extreme high or low temperatures inside the house several actu-
ators can be utilized. Shading curtains, automatic windows and active cooling sys-
tems can slow down the temperature rise in the summer while heating appliances 
are used in the cold season. 
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Most greenhouses are provided with some kind of simple automated control 
[2]. Such traditional control systems are based on setting operating levels which 
are decided by the owner, e.g. the owner has to set a window opening temperature 
limit along with a window closing temperature limit. Such rules have to be created 
for all different actuators and control situations. Main advantages of this control 
scheme are its simplicity (yielding high reliability) and simple working logic  
(the owner of the greenhouse always knows exactly why particular actions are 
happening). On the other hand traditional control solutions have some major  
disadvantages: 

• The owner has to adjust operating rules relying only on his or her expertise 
about the facility, and is not supported by the control system to do it optimally 
or even efficiently. 

• The control is reactive. It means that the actuators are operated only after the 
set limit is reached. Unwanted situations cannot be avoided in advance, even if 
they could be predicted, or the limits must be set much more conservatively. 

• The actuators are not synchronized. All actuators work independently based on 
their rules yielding suboptimal at the best total operation of the greenhouse. 

The concept of an intelligent greenhouse is conceived to overcome these limita-
tions [3]. In place of simple operating rules, the greenhouse owner specifies goals 
for the control (e.g. in the form of target parameter zones). The system should then 
build a model of the greenhouse and predict its future states to avoid unwanted 
circumstances in advance. Using the predictions from the greenhouse model AI 
planning could be used to create plans for all actuators jointly [4]. This novel ap-
proach is expected to help to overcome the limitations present in current green-
house control systems. 

The prospects of intelligent greenhouse control depend strongly on the accura-
cy of the modeling. Considering that greenhouses come in different sizes and are 
designed for different purposes, analytical models are usually not applicable (feas-
ible) to this problem [5]. Solely a black box-model might be able to adapt to any 
greenhouse it is installed in. The main drawback of black-box modeling, however, 
is the large number of training samples needed to construct and tune the model 
[6]. The training samples must be derived from the training data recorded as time 
series characteristic to the evolution of the greenhouse where the whole control 
system is installed. 

The accuracy of greenhouse models depends also on the time and space resolu-
tion of the measurements. While measuring e.g. every 5 minutes seems to be ac-
ceptable (due to the slow dynamics of the thermal processes in the greenhouse), 
the usual single location measurement used in traditional control systems is much 
too limited option. To build high precision models several measurement locations 
have to be set up at strategically selected locations within the greenhouse. 
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Data recorded in a real environment can be disturbed with several external in-
fluences: faulty operation of the data acquisition hardware (missing values or out-
liers) or rare, local weather phenomena can produce invalid data. The reparation or 
exclusion of such invalid data is essential to provide a reliable control for the 
greenhouse, and this is the responsibility of the data cleaning process: data records 
have to be classified as correct (can be stored without processing), as repairable 
(the data cleaning process is able to repair it) or as invalid (the record cannot be 
repaired, and has to be dropped). The problem of data cleaning was dealt with in 
the conference paper [1]. The main result of the present chapter is the management 
of the anomalous records. Records after the data cleaning process can all be classi-
fied as valid, but their usefulness for the model building can vary. High quality da-
ta records can speed up the model building and validation while low quality 
records should be omitted from the modeling process. The quality of data is de-
termined by the anomaly detection process. 

The structure of the chapter is as follows. Section 2 reviews the problem of the 
black-box modeling of the greenhouse. Section 3 provides information about the 
data acquisition system and the character of the measured data.  Sections 4, 5, and 
6 treat the problem of repairing the data coming from various sources. Section 7 
introduces the problem of anomaly detection, presents interested cases and the 
proposed solution. Finally the experience is summarized and further research  
delineated. 

2   Modeling the Experimental Greenhouse 

A measurement and traditional control systems have been installed in a 100 m2 
greenhouse to collect real world measurement data. The greenhouse has 18 desks 
holding most of the time very young and sensitive ornamental plants. 

The measurement system records temperatures from all desks and also from 
thermally quasi-homogeneous larger parts of the greenhouse called zones. Fig. 1  
 

 

 
Fig, 1. Simplified thermal zone structure of an industrial greenhouse. 
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shows the zone partitioning of the greenhouse: Zone-0 is the heating pipe; Zone-1 
contains the desks (some covered with foil for humidity protection); Zone-2 
means the interior air under the shading screen; Zone-3 means the air above the 
shading screen while Zone-4 represents the environment immediately outside the 
house. Temperature data is collected every 5 minutes from all zones with 0.5 de-
gree accuracy. In addition online weather data for the region of the greenhouse is 
read with hourly resolution. Regional weather data and forecasts are also recorded. 

3   The Data Records 

The data acquisition system is already installed and running since early 2008. 
Since then 297037 records were stored in the central database representing 23250 
hours of measurement. Unfortunately the recording was not without breaks (the 
system was sometimes turned off for maintenance and power outages occurred al-
so), but this amount of rough data is what is available for the modeling, nothing 
else. The structure of the records is presented in Table 1. The recorded attributes 
are grouped into physical quantities (global zone measurements; desk measure-
ments; data from online sources) and actuator states. These different groups of 
collected data might contain different types of errors and consequently call for dif-
ferent handling. The system also records regional temperature forecasts from an 
online source for 6 hours ahead. 

4   Processing Physical Quantities 

Records of physical quantities can contain three kinds of invalid values. The data 
acquisition system might enter an error code instead of the valid data (in case of 
errors at the lower system levels, e.g. error in the communication with the sen-
sors). These error codes are represented by numbers out of measurement range 
 
 

Table 1. The structure of output data records of the greenhouse data acquisition system 

Field Name Zone Unit  Field Name Zone Unit 

Heating pipe temp. 0 C  External local temp. 

4 

C 

Desk 1 temperature 

1 
C 

 

 External local radiation % 

…  External online temp. C 

Desk 18 temperature  Heating state - 

code 
Under shading temp. 1 

2 
C 

 Shading state - 

Under shading temp. 2   Upper windows state - 

Under shading radiation %  Side windows state - 

Above shading temp. 3 C  Misting usage time - sec 
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for a given sensor, thus they can be processed together with the out of range mea-
surements caused sometimes by sensor malfunctioning. Both cases can be diffe-
rentiated by checking the recorded values against the upper and lower bounds of 
the operating range of the given sensor. 

Some physical processes, driving particular quantities can exhibit large time 
constants, thus the change rate of these values will be limited. Comparing the ac-
tual value to the one read in the last recording can indicate such measurement er-
rors with extreme high dynamics. Unfortunately identifying problematic values in 
the data alone is not enough to support the modeling process. Most black-box me-
thods used for model building cannot handle missing input values and such 
attributes must be repaired in some way.  

Copy method: Due to the slow process dynamics copying the previous valid re-
cording (if it is not older than 10 minutes) is an acceptable solution in case of most 
physical quantities. If the last available record is too old, time-series prediction 
methods might be considered, but in case of many values missing this would be 
too resource intensive. Taking into account the high computational needs of the 
intelligent control such expensive data restoration methods cannot be afforded, 
and in this rare case it is better to drop the whole record. 

Regression method: There is a specific physical parameter, namely the regional 
temperature value recorded from the internet that can be handled differently. This 
value is special in two main aspects: it is updated only once in an hour (thus copy-
ing the former value is acceptable in an hour range) and it contains somewhat re-
dundant information as its value cannot be independent from the local temperature 
measurements. Considering it a simple regression model can be built based on lo-
cal measurements to approximate the regional temperature value in case of inter-
net black-out. This model uses the local temperature and radiation measurements 
as regressor values. A simple model of (1) was chosen for approximation as its ac-
curacy is close to the sensitivity of the approximated data. 

2
3210 ***

~
locallocallocalregional RaRaTaaT +++=

 
(1)

In (1) Tregional is the approximated regional temperature value, Tlocal is the local 
temperature measurement while  Rlocal is the local radiation data. Higher order re-
gression models were also tested but their accuracy did not prove to be significant-
ly better. The weighting parameters ai must be calculated periodically to follow 
the changes in the relationship between the two measurement locations (i.e. the 
weather station and the greenhouse), but this calculation (using least squares me-
thod) is necessary only once a week to keep the approximation accurate. 

Spatial interpolation: Temperature values recorded at the desks holding the 
plants call for a special handling too. Desks close to each other in position have 
closely related temperatures, thus restoring a missing desk value can be accom-
plished by a spatial interpolation. Unfortunately some of the desks used to be cov-
ered with transparent foil to keep the humidity high while other desks are left  
uncovered based on the plants’ actual needs. This fact makes it impossible to 
simply use the data from the closest desks for the reconstruction process. The 
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desks for the interpolation must be selected dynamically for every restoring opera-
tion. On the other hand the state of the desks (i.e. foil covering) does not change 
frequently therefore these relationships can be cached and calculated only once a 
day. 

In the current implementation the desks are sorted by the similarity (calculated 
based on the mean square difference of temperature values measured on the desks) 
of the previous 3 days. The weighted average of the 3 most similar desks is used 
as a replacement. The weighting factor is the normalized similarity value and the 
factors are daily recalculated. This method makes the system able to operate with 
some permanently malfunctioning desk sensor, which is very important consider-
ing the increasing unreliability of the large number of desk sensor used in the 
greenhouse. 

5   Processing Actuator States 

Two kind of actuator states are recorded in the given greenhouse: some actuators 
are characterized by their states (such as the windows with open/half-open/closed) 
while other actuators by the operation times (e.g. the operating time of the misting 
system) associated with them. The first group can be considered as a simpler case 
of the physical quantities as only error codes and out of the range state codes have 
to be identified and replaced. In the current implementation the only replace pro-
cedure available here is the copy method – later on with the greenhouse model 
available the system might be able to approximate the unknown state of the actua-
tors based on the thermal behavior of the house. 

For the second group of state descriptors, the only possible way to replace the 
missing data is to assume that the actuator was turned on, as it is the case most of 
the time. 

6   Processing Regional Temperature Forecasts 

The regional temperature forecasts are obtained from a free online source. Some-
times this source becomes inaccessible (because of site maintenance or other rea-
sons) resulting in missing predictions. As local measurement data is more likely to 
be available in the system, the regional forecast restoration process can rely on 
them. A time-series mining method is implemented to produce local weather fore-
casts. Thus (1) can be used (with the weight factors recalculated if necessary) to 
present the missing regional prediction from this local forecast. Of course if there 
is a former regional forecast at hand it might be used in the first few hours (e.g. a 4 
hours old, 6 hours long forecast has yet valid data for the first 2 hours, thus only 
the last 4 hours must be calculated). 
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7   Anomaly Detection 

Anomaly detection is the last step of the data preparation process. Data cleaning 
methods introduced so far were intended to make a crisp decision about the quali-
ty of data (whether it is trustworthy of not), and replace the attributes qualified as 
unacceptable in one way or the other. This way data cleaning ensures a constant 
flow of acceptable data for the higher levels of the system, but lacks the ability to 
classify this data any further. In the case of the intelligent greenhouse the concept 
of anomaly detection refers to the process of examining the output data of the data 
cleaning process for its further usefulness.  

Data quality measures the usefulness of data in the greenhouse modeling 
process. The data is high quality if it represents well the natural thermal dynamics 
of the greenhouse and is suitable to run modeling methods efficiently. Data quality 
will be low, if the data comes from some exceptional phenomena of the green-
house or if it is disturbed with notable measurement noise. Running model build-
ing algorithms on high quality data can be much more efficient, as the low quality 
records will only introduce additional noise components into the learning process. 

Data recorded in the greenhouse can be low quality for many reasons. A mal-
functioning actuator can generate unwanted effects inside the house, e.g. if the 
windows would be stacked closed the whole day, the internal thermal processes 
would develop differently than on normal days. The weather is also strongly af-
fecting the greenhouse, and rapid weather changes or fluctuations in the solar rad-
iation can have unexpected effects inside the greenhouse. The data quality can be 
transformed in practice into the qualification as ordinary and extraordinary situa-
tions. Ordinary situations are good examples of the normal life of the greenhouse, 
while extraordinary situations are rarely occurring special events. 

With this practical consideration about the data quality the test results of the 
greenhouse control can be analyzed with more insight as well. The greenhouse 
control can execute bad decisions and produce suboptimal operation in case of ex-
traordinary circumstances, as these situations are rare and preparing for them is 
hard. On the other hand the greenhouse control, trained on high quality data, in-
tended to cover the majority of ordinary situations well, has to be able to produce 
good control performance in case of ordinary circumstances. 

7.1   Extending Data Records 

The goal of anomaly detection is to identify data records with unusual internal 
structure (the attributes are messed up by some external disturbance) or unusual 
dynamics (the thermal processes of the greenhouse evolve abnormally).  The first 
case requires a detailed analysis of the interrelationship between the attributes, 
while the second case can be handled by using previous data records to identify  
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tendencies. The method of extending data records detailed here is aimed to gather 
all necessary attributes into a single extended data record to be analyzed. The data 
record extender is a function with all temperature and radiation and control inputs 
listed in Table 1. This means 32 real value inputs along with some administration-
al data, such as record IDs and timestamps.  

Different data types are processed in different ways. Each temperature record is 
extended into 2+24 values. The first value is the mean of the attribute over the last 
2 measurements while the second value is the difference of the attribute and its 
last measured value. The next 24 values are generated as the difference of the giv-
en value and all other 24 temperature measurements of the system. 

Each radiation input is extended to 2 values. The first value is the mean of the 
last 2 measurements while the second value is the difference exactly as in case of 
temperature data. The low number of radiation measurement (only 2) and the 
strong effect of the shading screen control onto their relationship makes it hard to 
express their connection in any simple way, thus radiation relations are not han-
dled by this method. 

The actuator control signals are handled universally as if all actuators would 
have 3 possible states. This assumption is true for the upper windows and the 
shading screen, while the heating and the side windows use only 2 of the 3 availa-
ble states. For each actuator the time distribution among the states is calculated 
based on the last 12 measurement records (60 minutes). Along with the state dis-
tributions the number of state changes is also given for each actuator separately as 
the number of actuator commands issued also holds important information about 
the state of the control system. 

After extending all input parameters, the extended data record contains 644 
numeric values. Most of these values represent the inter relation between the dif-
ferent temperature values, and this data is somewhat redundant, but the extended 
data record describes both the dynamics of the system and the relationships of the 
attributes together in a simple form. 

7.2   Detecting Anomalies in Cleaned Data 

A simple model is built from the extended data records at the beginning of the 
anomaly detection operation, and this model is updated with every new data 
record analyzed. The model consists of 24 averaged data records for each hour of 
the day, and 24 data records representing the standard deviations of each element 
in the model at the given hour. The first 5000 data records (approx. 17 days of 
measurement) are used to build this model and to calculate the standard devia-
tions. Other data records can be tested against the model. After processing the new 
records the model is iteratively updated, taking into account the new records with 
the 0.01 discount factor, and standard deviation values are also updated. This way  
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the system model can keep up with the structural changes of the greenhouse, while 
its structure is kept simple. 

After building the initial system model data records can be run through the 
anomaly detection. As the first step the data record has to be extended using the 
data record extending function. The second step is to select the appropriate hour 
from the system model based on the measurement time of the input record. After 
that the two extended data records (the one from the system model, built from 
several previous averaged measurements; and the one generated from the input 
record) can be compared attribute by attribute. Every time when the two records 
differ on any value more than 2 times the standard deviation, the input record gets 
1 hit point. These hit points are summed after calculating all differences, and the 
sum is squared, producing a relative measure of how extraordinary the given input 
record is, called a hit value. The higher the hit value is, the more unusual the given 
data record is. Fig. 2 shows an example of this measure on tests run on 10 000 da-
ta records from the summer of 2008. 
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Fig, 2. Anomaly detection run on 10000 data records from the summer of 2008. 

7.3   Anomalies Detected 

The anomaly detection method produces a hit value to all input data records. The 
majority of data records have a uniformly low hit value as most of the time the 
thermal system of the greenhouse is operating normally. The hit value function 
shows occasional spikes, and this is where the unusual situations take place. After 
careful investigation of the spikes the following three types of anomalies can be 
detected in the data records. 

At sample 3372 in Fig. 2 the sensors placed on desks 11-13 were malfunction-
ing, and produced a temperature drop of 5 degrees. The next measurement was 
correct, and this error was not corrected by the data cleaning system, as similar 
temperature changes can happen under normal circumstances. The anomaly  
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detection gave a high hit value to this data record as several temperature values 
were behaving strange compared to their previous values and to the other mea-
surements around them. Identifying such temporal and rare sensor malfunctioning 
makes it possible to eliminate such measurements from the model building and va-
lidating process yielding higher precision thermal models for the greenhouse. 

Around sample 6923 several spikes can be seen in Fig. 2. These measurements 
were made on 07-07-2008, a summer day with a high cloud activity. The radiation 
measurements revealed that the solar radiation was rapidly changing during the 
day. This lead to unusual thermal oscillations inside the greenhouse and this spe-
cial situation (caused indirectly by the clouds) was indicated by the anomaly de-
tection. Such days should be eliminated from model building and testing as the 
cloud coverage prediction is out of scope for any complexity of greenhouse mod-
els, thus these changing circumstances are impossible to forecast. 

Sample 8629 was recorded on 14-07-2008 at 11:01 am. This was the time, 
when a strong storm reached the environment of the greenhouse causing a sudden 
end to the usual morning warming process and dropping temperature with more 
than 5 degrees for several hours. At the middle of the day the parameters of the 
greenhouse were changing just if it was late evening, and this disturbance was  
indicated by the anomaly detection. Measurement data from such special weather 
phenomena are very useful for testing control systems in extreme weather condi-
tions when quick reaction and safe operation has the priority.  

Many other spikes were also investigated in Fig. 2, and a lot of these anomalies 
could be classified in one of the three events detailed before, namely the malfunc-
tioning sensor, the unpredictable weather or the rare (unusual) weather phenomena. 
Unfortunately it also has to be noted, that the number of false alarms is significant, 
but the large measurement database lowers the importance of this problem. 

8   Results 

The data cleaning system has been implemented in the experimental greenhouse. 
All measurements (both historical and new measurements are handled the same 
way) are stored in the raw measurement data table in the central database. The da-
ta cleaner application reads this data along with the metadata (holding information 
about the sensors validity range, the actuators type and legal state count, etc.). If 
the data record can be repaired then it is processed accordingly in this application. 
The regional weather data is the only exception, as it is repaired in a separate 
module shared with the regional forecast related modules. All data vectors are 
stored in the output data table along with indication of valid measurement values 
or repaired approximations. 

The weather forecasts are recorded in a raw weather forecast data table. The 
forecast cleaner application looks for raw weather data in every hour. If the  
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forecast is present it is simply copied to the output table. In case of missing fore-
cast the local weather forecast is needed: due to the 1 hour time resolution of the 
weather forecasts, hourly averages are calculated for all important attributes. 
These values are stored in a separate data table, because computing them every 
time would mean useless overhead for the system. Based on hourly averages the 
local temperature and radiation forecasts are generated. These forecasts are used 
by the shared regional temperature approximation module and are stored in the 
output weather data table. 

The data cleaning system was used to process all 297037 data records (contain-
ing more than 9.8 million measurements) collected in the greenhouse. The copy 
method was used 32109 times to restore missing values. The spatial interpolation 
between desks has been executed 781150 times – this large number is caused by 
some permanently malfunctioning desk sensors. During spatial interpolation the 
weighting factors have been recalculated 535 times. The regional temperature ap-
proximation module was used 50362 times to restore actual regional temperature 
and 11412 times to rebuild regional forecast values based on locally generated 
forecasts. This way the system was able to raise the number of full data vectors 
from 184809 to 276760 available for the model building (50% gain). The number 
of multiple step training time series examples (especially important for training 
and testing the models prediction capabilities) has also been notably increased. 

In conventional modeling problems measurement records can be used for mod-
eling right after data cleaning. The case of the greenhouse is special, as rare exter-
nal influences can drive the physical system into unusual states. In such states the 
collected measurements represent only the temporal state of the greenhouse well, 
therefore omitting them from modeling seems beneficial. For this aim after clean-
ing the data anomaly detection took place. This processing was run to identify rare 
weather phenomena or special sensor malfunctions and to indicate them in the da-
tabase. During the anomaly detection process the data records were greatly ex-
tended to represent all relationships between the measured values. These extended 
records were compared than element by element to an hourly model of the system. 
Data records notably different from the system model got a high hit value indicat-
ing that these measurements should be handled with care later in the thermal mod-
eling and validation process.  

9   Conclusions 

The efficiency of greenhouse control systems can be improved by implementing 
model based intelligent control methods. Thermal modeling applicable to a whole 
variety of the greenhouses is only feasible with black-box models because of their 
ability to adapt to any greenhouse the system is installed in. Black box modeling 
requires large amount of measurement data from the greenhouse with high resolu-
tion both in time and space. A sophisticated measurement and control system  
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working round the clock and for a long time, might have malfunctioning sensors 
and any kind of internal errors causing incomplete measurement records. These 
records have to be corrected before using them with black box modeling  
techniques. 

This chapter introduced various recovery methods for different types of mea-
surement data collected in the greenhouse. Randomly missing attributes were al-
ways replaced by their pervious know value. In case of consequently missing 
attributes either spatial interpolation or regression methods were used. This way 
the number of useable data records has been increased by 50%. This means that 
the time needed to collect data before training the black box models can be de-
creased by 1/3. Data cleaning presented valid data vectors, but did not say any-
thing about the usefulness of these records. That is why the data went through 
anomaly detection to measure how useful single records are for model building. In 
this process the data records got a hit value indicating their similarity to the nor-
mal operation of the greenhouse. High hit value records must be handled separate-
ly, as these high values indicate unusual situations inside the greenhouse. 
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Abstract. The self-organizing map is a kind of artificial neural network used to 
map high dimensional data into a low dimensional space. This chapter presents a 
self-organizing map to do unsupervised clustering for interval data. This map uses 
an extension of the Euclidian distance to compute the proximity between two vec-
tors of intervals where each neuron represents a cluster. The performance of this 
approach is then illustrated and discussed while applied to temperature interval da-
ta coming from Chinese meteorological stations. The bounds of each interval are 
the measured minimal and maximal values of the temperature. In the presented 
experiments, stations of similar climate regions are assigned to the same neuron or 
to a neighbor neuron on the map. 

1   Introduction 

In real world applications, data may not be formatted as single values, but are 
represented by lists, intervals, distributions, etc. This type of data is called symbol-
ic data. Interval data are a kind of symbolic data that typically reflect the variabili-
ty and uncertainty in the observed measurements. Many data analysis tools have 
been already extended to handle in a natural way interval data: principal compo-
nent analysis (see for example [1]), factor analysis [2], regression analysis [3], 
multilayer perceptron [4], etc. Within the clustering framework, several authors 
presented clustering algorithms for interval data. Chavent and Lechevallier [5] 
proposed a dynamic clustering algorithm for interval data where the prototypes are 
elements of the representation space of objects to classify, that is to say vectors 
whose components are intervals. In this approach, prototypes are defined by the 
optimization of an adequacy criterion based on Hausdorff distance [6, 7]. Bock [8]  
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constructed a self-organizing map (SOM) based on the vertex-type distance for  
visualizing interval data. Hamdan and Govaert developed a theory on mixture 
model-based clustering for interval data. In this context, they proposed two inter-
val data-based maximum likelihood approaches: the mixture approach [9, 10, 11] 
and the classification approach [12, 13]. In the mixture approach, a partition of in-
terval data can be directly derived from the interval data-based maximum likelih-
ood estimates of the mixture model parameters by assigning each individual (i.e. a 
vector of intervals) to the component which provides the greatest conditional 
probability that this individual arises from it. In the classification approach, a par-
tition is derived by maximizing the interval data-based likelihood over the mixture 
model parameters and over the identifying labels for mixture component origin of 
each vector of intervals. Chavent [14] presented an algorithm similar to that pre-
sented in [5] by providing the ∞L  Hausdorff distance between two vectors of in-
tervals. De Souza and De Carvalho [15] proposed two dynamic clustering methods 
for interval data. The first method uses an extension for interval data of the city-
block distance. The second method is adaptive and has been proposed in two va-
riants. In the first variant, the adaptive distance has a single component, whereas it 
has two components in the second variant. De Souza et al. [16] proposed two dy-
namic clustering methods, based on Mahalanobis distance, for interval data. In 
both methods, the prototypes are defined by optimizing an adequacy criterion 
based on an extension for interval data of the Mahalanobis distance. In the first 
method, the used distance is adaptive and common to all classes, and prototypes 
are vectors of intervals. In the second method, each class has its own adaptive dis-
tance, and the prototype of each class is then composed of an interval vector and 
an adaptive distance. El Golli et al. [17] proposed an adaptation of the self-
organizing map to interval-valued dissimilarity data by implementing the SOM  
algorithm on interval-valued dissimilarity measures rather than on individuals-
variables interval data. 

In this chapter, we propose a self-organizing map based on an extension of 2L  

distance for interval data. In Section 2, we give a definition of the self-organizing 
maps and their training algorithms. In Section 3, we present the SOM algorithm 
for interval data. In Section 4, we show the results of implementation of our ap-
proach on real interval data observed in Chinese meteorological stations. Finally, 
in Section 5, we give our conclusion. 

2   Self-Organizing Maps 

The Self-Organizing Maps (SOM) are invented by Kohonen [18, 19]. A SOM is a 
kind of artificial neural network that uses unsupervised learning to map high di-
mensional data consisting of n vectors ),1,=( nip

i …ℜ∈x , into a low dimen-

sional space, usually two, called a map grid. The map consists of K neurons that 
can be arranged either on a rectangular or on a hexagonal lattice. Fig. 1 represents  
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a rectangular map grid of 7 rows and 7 columns. To each neuron ),...,1(, Kkk =  

is associated a prototype vector wk in the input space pℜ , and a location rk in the 
output space formed by the line number and the column number of the neuron on 
the map grid. In the following, we present two variants of the SOM training algo-
rithm: the incremental training algorithm and the batch training algorithm. 

 
 

 

Fig. 1. Square map grid of 49 neurons. 

2.1   Incremental Learning Algorithm 

In the map training, each training step of the map consists of presenting randomly 
an input vector x, chosen from the data set, to the network and then finding the 
Best Matching Unit (BMU) of this vector. The BMU is the neuron whose proto-
type vector is closest to the input vector x in term of Euclidian distance. If we de-
note c the BMU of input vector x and wc the prototype vector of this BMU, c is 
defined as the neuron for which: 

 
),(=),(

,1,=
kc wxwx dmind

Kk …                                               

(1) 

where d is the Euclidian distance. 
After finding the BMU, the prototype vectors of the map are updated toward 

the input vector using a neighborhood function that determines how much the neu-
rons are close to the BMU (Fig. 2). 
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Fig. 2. Mapping the input space to the output space. 

Let )(thck
 be the neighborhood function between neuron c  and neuron k  at 

time t , and let )(tNc
 be the set of neurons that lie within a certain radius around 

neuron c  at time t . This radius, called neighborhood radius, takes large values at 
the beginning of the training and then decreases with time. In its simplest form, 
the value of the neighborhood function )(thck

 is 1 if neuron k  belongs to the set 

)(tNc
 and 0 otherwise. For example, in Figure 1, if the BMU is neuron 25 and if 

the neighborhood radius is equal to 1 (inner circle), then the set 
25N  contains the 

neurons 25, 18, 24, 26 and 32, and only the prototype vectors of these neurons are 
updated. A more flexible neighborhood function is the Gaussian neighborhood 
function: 
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where 
cr  and 

kr  are respectively the location of neuron c  and neuron k  on the 

grid and )(tσ  is the neighborhood radius at time t . The width of the Gaussian 

function is defined by )(tσ . Equation (3) shows the updating of the prototype vec-

tors at iteration 1+t : 

 
( )[ ])()()()()(=1)( ttthttt kckkk wxww −++ σα  ),1,=( Kk … ,                (3) 

where )(tx  is the input vector, ( ))(thck σ  is the neighborhood function, c  is the 

BMU of x , )(tσ  is the neighborhood radius and )(tα  is the learning rate. The 
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learning rate takes large values at the beginning of the training and decreases with 
time. 

2.2   Batch Training Algorithm 

In the batch algorithm, the prototype vectors are updated after presenting the 
whole data set to the map according to Equation (4). Each prototype vector is re-
placed by a weighted mean over the data vectors. The weights are the neighbor-
hood function values: 
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where ( ))()( th ikc σ  is the neighborhood function between the neuron k  and the 

BMU )(ic  of the input vector ix , )(tσ  is the neighborhood radius and )(ic  is 

the neuron whose prototype vector is closest to ix  in term of Euclidian distance. 

All the input vectors associated to the same BMU have the same value of the 
neighborhood function. 

In the last few iterations of the algorithm, when the neighborhood radius tends 
to zero, the neighborhood function ( ))()( th ikc σ  will be equal to 1 only if )(= ick  

( k  is the BMU of input vector ix ) and 0 otherwise. The input data set is then 

clustered into K classes. The center of each class kC is the neuron k  whose pro-

totype vector 
kw  is a mean of the data vectors belonging to that class. This im-

plies that the updating formula of Equation (4) will minimize, at convergence of 
the algorithm, the 

2L  distance clustering criterion: 
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In addition, using the values of the neighborhood function as weights in the 
weighted mean defined in Equation (4) will preserve the topology of the map. We 
notice that this method is similar to the dynamical clustering method (in this case 
K-means) with the advantage that clusters that are close to each other are mapped 
to neighboring neurons on the map grid. 
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3   Self-Organizing Maps for Interval Data 

Let }{ nRRR ,...,= 1
 be a set of n  symbolic data objects described by p  interval 

variables. Each object 
iR  is represented by a vector of intervals 

Tp
i

p
iiii baba ]),[,],,([= 11 …R , where } ,,;],{[=],[ bababaIba j

i
j

i ≤ℜ∈∈ . 

3.1   2L  Distance between Two Vectors of Intervals 

The distance between two vectors of intervals Tp
i

p
iiii baba ]),[,],,([= 11 …R  and 

Tp
i

p
iiii baba ]),[,],,([= 11

′′′′′ …R  is defined by the Minkowski-like distance of type 
2L  

given by: 
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3.2   The Algorithm 

The set R  is used to train a self-organizing rectangular map of K  neurons. Each 
neuron k  of the map has an associated p -dimensional prototype consisting of a 

vector of intervals Tp
k

p
kkkk vuvu ]),[,],,([= 11 …w . The proposed algorithm is based 

on the batch training algorithm exposed in Section 2.2. The 
2L  distance defined in 

Equation (6) is used to measure the proximity between two vectors of intervals. 
The Gaussian neighborhood function presented in Equation (2) is used to deter-
mine the neighborship between neurons. 

The algorithm is listed as follows: 

1. Initialization: 0=t . 
• Choose the map dimensions ( colslines, ). The number of neurons is 

colslinesK ⋅= . 
• Choose the initial value (

iσ ) and final value (
fσ ) of the 

neighborhood radius. 
• Choose the total number of iterations ( totalIter ). 
• Choose the first K  input vectors as the first initial prototype 

vectors:  
2. Allocation: 
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• For 1=i  to n , compute the Best Matching Unit )(ic  of the input 

vector Tp
i

p
iiii baba ]),[,],,([= 11 …R . )(ic  is the neuron whose 

prototype vector is closest to data vector 
iR  in term of 

2L  distance: 

 
),(=),(

,1,=
)( ki

Kk
ici dmind wRwR

…

,                                           (7) 

where d  is the 
2L  distance defined in Equation (6).  

• For 1=k  to K , compute the values of the neighborhood function 
( ) ),...,1(,)()( nith ikc =σ . 

3. Training: 
• Update the prototype vectors of the map:  

For 1=k  to K , compute the prototype vectors as follows: 
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4. Increment t  and reduce the neighborhood radius )(tσ  according to 

Equation (8). Repeat step 2 until t  reaches the maximum number of 
iterations ( totalIter ): 

 

)()(=)( ifi totalIter

t
t σσσσ −⋅+ .                                      (8) 

4   Experimental Results 

The data set used as experiment concerns monthly minimal and maximal tempera-
tures observed in 60 meteorological stations mounted all over China. These data 
are provided by the Institute of Atmospheric Physics of the Chinese Academy of 
Sciences in Beijing, China and can be downloaded at 
http://dss.ucar.edu/datasets/ds578.5/. 
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Table 1 shows an example of the interval data set. The lower bound and the up-
per bound of each interval are respectively the monthly minimal and maximal 
temperature recorded by a station for the year 1998. 

 
 

Table 1. Chinese stations minimal and maximal monthly temperatures 

Num. Station January February ... December 

1 AnQing [1.8,7.1] [2.1,7.2] ... [4.3,11.8] 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

30 NenJiang [-27.9,-16] [-27.7,-12.9] ... [-26.1,-13.8] 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

60 ZhiJiang [2.7,8.4] [2.7,8.7] ... [5.1,13.3] 

 
 
The data set consists of 60=n  vectors of intervals each one of dimension 

12=p . The self-organizing map is a square grid composed of 16=K  neurons. 

The training of the map is performed according to the algorithm described in  
Section 3.2. The initial neighborhood radius is 3=iσ  and the final neighborhood 

radius is 0.1=fσ . The total number of iterations is 200=totalIter . The initial 

prototype vectors are equal to the first K  input vectors. 

4.1   Visualization of the Map and the Data in Two-Dimensional 
Subspace 

In order to be able to visualize the map and the data, we used interval principal 
component analysis (Method of centers) [1] to project the prototype vectors and 
the data vectors on a subspace spanned by two eigenvectors of the data with great-
est eigenvalues. Fig. 3 shows the results of PCA projection of the data vectors and 
the prototype vectors connected with their centers. We notice a good degree of 
map deployment over the data and a good degree of map topology preserving. 
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Fig. 3. PCA Projection of the prototype vectors and the data. 

4.2   Clustering Results and Interpretation 

The trained network leads us to a partition of 16 clusters. Fig. 4 shows the reparti-
tion of the data vectors over the 16 neurons. Fig. 5 represents the China map con-
taining the 60 stations. 
 
 

 

Fig. 4. SOM grid and stations clustering results. 
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Fig. 5. Clusters distribution on the geographical map of China. 

All stations of the same cluster are drawn with the same color. We can con-
clude that the stations located near each other geographically or situated approx-
imately at the same latitude tend to be assigned to the same cluster or to a neigh-
bor cluster. The first neuron (first line, first column) of the grid contains stations 
installed in the warmest regions of China (south coast). The last neuron of the grid 
(fourth line, fourth column) contains stations installed in the coldest regions of 
China. We can conclude that colder regions are found as we move down and to the 
right on the SOM grid. Table 2 gives the list of the 60 stations. 

Table 2. Chinese meteorological stations 

Number Station Number Station 

1 AnQing 31 QingDao 

2 BaoDing 32 QingJiang 

3 BeiJing 33 QiQiHaEr 

4 BoKeTu 34 QuZhou 

5 ChangChun 35 ShangHai 

6 ChangSha 36 ShanTou 

7 ChengDu 37 ShenYang 

8 ChongQing 38 TaiYuan 

9 DaLian 39 TengChong 

10 FuZhou 40 TianJin 

11 GuangZhou 41 TianShui 

12 GuiYang 42 WenZhou 

13 HaErBin 43 WuHan 
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Table 2. (continued) 

14 HaiKou 44 WuLuMuQi 

15 Hailaer 45 WuZhou 

16 HaMi 46 XiaMen 

17 HangZhou 47 XiAn 

18 HanZhong 48 XiChang 

19 HuHeHaoTe 49 XiNing 

20 JiNan 50 XuZhou 

21 Jiu Quan 51 YanTai 

22 KunMing 52 Yi Ning 

23 LanZhou 53 YiChang 

24 LaSa 54 YinChuan 

25 LiuZhou 55 YongAn 

26 MuDanJiang 56 YuLin 

27 NanChang 57 ZhangYe 

28 NanJing 58 ZhanJiang 

29 NanNing 59 ZhengZhou 

30 NenJiang 60 ZhiJiang 

5   Conclusions 

We proposed an algorithm to train the self-organizing map for interval data. We 
used the 

2L  distance to compare two vectors of intervals. We applied our method 

on real interval temperature data provided by Chinese meteorological stations. We 
obtained good clustering results while preserving the topology of the data. Stations 
installed in regions with similar climate were allocated to the same neuron or to a 
neighbor neuron on the SOM grid. 

A prospect of this work might be to develop a self-organizing map based on 
Mahalanobis distance for interval data which allows the recognition of clusters of 
different shapes and sizes. Another prospect would be to cluster the self-
organizing map itself in order to reduce the number of clusters. 
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Abstract. Assessing software quality allows cost cuts from the early development 
stages. Software quality information helps taking development decisions, checking 
fault corrections effect, estimating maintenance effort. Our fault density based 
quality model relies on static source code analyzers and on a set of language 
specific metrics. We compute the fault ratio for each static analyzer rule. Giving 
user defined weights to fault ratios we can quantify quality as a number. We 
identified, described informally and implemented in a prototype a set of Java 
metrics in order to fulfill our model and to accomplish our quality assessment 
goal. 

1   Introduction 

Quality assessment has a great impact in the software development process. 
Quality measurement during the development of a software system can cut 
significantly future maintenance costs. In this chapter we propose a software 
quality assessment model which is based on static code analyzers designed for 
Java [1] object-oriented systems. Static code analyzers are software tools which 
analyze the software systems source code and detect programming rules and 
principles violations. 

In Fig. 1 we present the main elements of our approach. We start with the Java 
source code of the object-oriented system. Next, we feed the source code to static 
code analyzers in order to generate lists of issues. On the other hand, we parse the 
source code with our prototype called “ProStarter” in order to apply a set of base 
metrics and to obtain their measurement results. The list of issues and the 
computed results are used by our quality assessment model to measure the quality 
of the analyzed object-oriented system. The goal of our work is to identify and to 
define a suite of Java specific metrics in order to implement our quality 
assessment model. 
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Fig. 1. Quality assessment approach. 

The chapter is structured as follows. In Section 2 we present our quality 
assessment model in a nutshell. In Section 3 we identify a set of class related 
metrics in the context of Java programming language. Section 4 identifies metrics 
for counting Java statements. Section 5 identifies metrics related to Java 
expressions, operators (e.g. cast operator), identifiers. In Section 6 we identify a 
suite of Java Server Pages and Java Server Faces related metrics. Section 7 
presents the XML model representation. Section 8 shows the factor coverage 
determined by the rule to factor mappings. In Section 9 we present a few 
implementation elements for the defined Java metrics. Section 10 presents metrics 
related works. Section 11 concludes and sets the future work. 

2   The Quality Assessment Model in a Nutshell 

For Java object-oriented systems there are several free source code analyzers like: 
PMD [2], FindBugs [3], Metrics [4], CheckStyle [5], inFusion [6], ucDetector [7] 
which are used in the production of industrial strength projects. In our work we 
will rely on two source code verification and validation tools namely PMD [2] and 
FindBugs [3], since they are very commonly used in industry.  

Our quality assessment methodology is based on three main principles [8]:  

i) maping static analyzer rules to general purpose quality factors;  
ii) computing a score in a given range [min,max] for each rule based on the 
density of rule violating entities (classes, methods, statements, expressions) using 
formula (1).  Parameter NoOfViolatingEntities represents the number of entities 
violating the programming rules, while parameter TotalNoOfSameKindEntities 
denotes the number of all entities of the same kind; 
iii) computing the quality value as a weighted mean of the previously computed 
scores. 

 

                         (1) 

 

)1(min)(max
itiesameKindEntTotalNoOfS

singEntitieNoOfViolat
R −⋅−=



A Set of Java Metrics for Software Quality Tree Based on Static Code Analyzers 149
 

Firstly, each rule is mapped to a quality factor according to their description. The 
selected factors are: understandability, completeness, conciseness, portability, 
consistency, maintainability, testability, usability, reliability, efficiency and they 
are inspired from the ISO/IEC 9126 standard [9]. The mapping process is highly 
subjective and depends on the mapers code reviewing experience. 

For example, the EmptyCatchBlock rule detects all empty catch blocks from try-
catch statements. This means that such empty catch blocks do not treat exceptions 
which may be thrown at the runtime. We consider that such an aspect will affect 
mostly the reliability quality factor so the mapping is made to this quality factor. 

Secondly, the penalty induced by a rule is proportional with the number of 
erroneous entities detected by that rule divided by the total number of same kind 
entities from the project. Entities mean: packages, classes, methods, fields, 
statements (e.g. while, for), operators etc. Coming back to our empty catch block 
example, the EmptyCatchBlock rule will imply a score which will be computed 
using the formula (2), which is a particularization of the general formula (1): 

 

,                             (2) 

where: 

i) NoOfEmptyCatchBlocks is the number of all empty catch blocks from the 
analyzed project;  
ii) NoOfCatchBlocks is the total number of catch blocks from the project. 
In a software system having 1000 try-catch statements with 100 empty 
catchblocks the penalty fraction computed according to formula (2) will be 
100/1000=0.10 and the score according to the same formula having min=0 and 
max=10 will be 10*(1-0.1)=9.00. 

In order to assess software quality using our model and in particular for the empty 
catch block example we need two metrics for the penalty fraction nominator and 
denominator: 

i) NoOfEmptyCatchBlocks representing the count of all issues which are 
automatically detected and reported by the EmptyCatchBlock PMD rule;  
ii) NoOfCatchBlocks is a Java specific base metric whose values must be obtained 
by other code analysis tools. Metrics [4] static code analyzer represents a partial 
solution in this sense because it computes some of the needed base metrics, but 
not all of them, so we consider building metrics module in our “ProStarter” 
prototype. 
 

Thirdly, all computed scores are weighted and added altogether to compute the 
value of the software quality. In formulas (3), (4), (5), (6) we define the 
mathematical model through which the software quality value is computed: 
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In formula (3) the terms have the following meanings: Q represents the numerical 
value of the software quality, N is the number of factors from the model, Fi is the 
score of the quality factor, fi is the weight factor for Fi. In order to preserve the 
score values in a predefined range of [min,max] we have impose the restriction 
given in equation (4): 

 

.                                                      (4) 

The sum of all weight factors fi must be equal to 1: 

 

.                                                     (5) 

In (5) we define the formula for computing the score values for each Fi factor 
where: Mi represents the number of rules mapped to quality factor Fi, Rj is the 
computed score according to rule Rj, rj is the weighted factor for Rj. In equation 
(6) we impose the same restriction as earlier that the sum of all rj weight factors  
is 1: 

 

.                                                    (6) 

Theoretically, quality factors can be arbitrarily chosen but we consider that in 
practice quality factors should be computed using formulas (7) and (8): 

 
,                                                        (7) 

 

.                                                           (8) 

Our quality assessment model is represented using the human-readable XML 
standard [10] and is described in Section 7. 

3   Class Metrics 

In this section we will identify a set of class related metrics needed in our quality 
assessment model. 
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Classes in Java are grouped in subsystems or packages corresponding to folders 
on the disk. The NoOfPackages metric counts the total number of packages from 
the analyzed object-oriented system. It is used in the context of rule PackageCase 
detecting packages having uppercase names. Thus, we can compute the percentage 
of packages violating this rule. 

Metric NoOfClasses denotes number of classes in a project. It is used in our 
quality assessment model by rules like: ExcessiveClassLength which identifies all 
classes over a given threshold length; TooManyMethods counting classes with too 
many methods; AtLeastOneConstructor counting classes which have no 
constructors; CouplingBetweenObjects counting unique attributes, local variables 
and return types within an object. Objects with a higher degree of coupling than a 
specified threshold will be reported as violating the rule. 

Regarding to this metric we are aware of the fact that Java has several kinds of 
classes like: nested classes (static and non-static), inner classes, anonymous 
classes. 

Metric NoOfInterfaces counts number of interfaces in a system. The rule 
entitled AvoidConstantInterface detects interfaces containing constants and uses 
this metric in our quality assessment model to compute penalty and scoring. 
Metric NoOfClassifiers counts the number of both classes and interfaces and is 
defined by formula (9): 

  

NoOfClassifiers=NoOfClasses+NoOfInterfaces.                         (9) 

This metric is used by rule NcssTypeCount which counts the number of non-
commenting source statements for a given class or interface. If the count is not in 
a predefined range then the violating classifiers (classes and interfaces) are 
reported as flaws. The percentage of these flaws is computed with the help of 
NoOfClassifiers metric. 

In relation to NoOfClasses and NoOfInterfaces metrics we have to define a 
metric named NoOfCompilationUnits which counts the number of the .java files. 
We remind that such a compilation unit may contain multiple classes and 
interfaces and at least one of them is public having the same name as the .java file. 
In our model the ExcessiveImports rule uses the NoOfCompilationUnits metric in 
order to count the percentage of excessive import units. 

Metric NoOfFields counts the number of fields from the analyzed project. The 
rule named SingularField counts all fields which are used in only one method for 
storing some values, and not reading them somewhere else. Such fields can be 
transformed into local variables and in order to compute their percentage and their 
rule scoring we use the NoOfFields metric. 

The NoOfMethods metric is used by several rules following our approach. The 
ProperCloneImplementation rule detect clone methods which do not call 
super.clone(). Such violations count should be divided by the NoOfMethods 
metric in order to compute the penalty percentage and the rule scoring. Rule 
CloneThrowsCloneNotSupportedException detects clone methods which do not  
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throw the CloneNotSupportedException exception. In this case we consider also 
using the NoOfMethods metric for penalty and score computation. 

Rule NPathComplexity detects the number of acyclic execution paths through a 
method. Methods with more than 200 paths are considered as being too complex. 
We consider that a suitable denominator for this rule is the NoOfMethods base 
metric. 

Rule ExcessiveMethodLength is another example which uses the NoOfMethods 
metric. In this context the rule count the number of methods which exceeds a 
given line code count limit. The count of oversized methods is divided to the 
number of all methods in the project, thus computing the percentage of oversized 
methods in the project and calculating the score. 

The NoOfFinalizers metric counts the number of finalizer() methods. These 
methods act like C++ destructors and they are meant to perform finalization tasks 
for an object. In our model this metric is used by several rules: 

i) EmptyFinalizer rule detects such empty methods which should not exist in the 
code. The identified metric will help us compute the percentage of such senseless 
methods. 
ii) FinalizeOnlyCallsSuperFinalize rule detects finalizer methods calling their 
superclass versions without taking any other actions. Such implementations are 
not semantically correct. The identified metric helps detecting the percentage of 
such flaws. 
iii) FinalizeOverloaded rule detects finalize methods having arguments. This 
means that the finalizer method is overloaded. There are two possibilities for the 
code and both are wrong: a) the method contains no finalizing actions but it was 
named by chance with a dedicated name; b) the method do contain finalizing 
actions and because of the wrong signature it will never be called by the garbage 
collector. Both such situations are detected by this rule and the percentage of such 
abnormal situations can be computed with the help of the identified metric. 
iv) Rule FinalizeDoesNotCallSuperFinalize detects another semantical anomaly in 
the dynamic of the object destruction mechanism. 
v) FinalizeShouldBeProtected rule was written in order to check an encapsulation 
aspect: finalizer rules must be protected, thus they are available only in the class 
hierarchy. The rule detects all deviations from this principle. The base metrics, 
again, facilitates the computation of the violation percentage and implicitly the 
scoring. 

The NoOfModifiers metrics counts the total number of modifiers. This metric is 
used in quality assessment in the context of rules like: 

i) UnnecessaryFinalModifier detects all explicitly final declared methods within a 
final class; 
ii) UnusedModifier detects superfluous modifiers attached to interface fields and 
methods. Implicitly, fields in interfaces are public static and final, while methods 
are public and abstract. 
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4   Statement Metrics 

In this section we present metrics identified at the statement level. 
The NoOfCalls metric counts the frequency of calls within the analyzed project. 

It could be equally categorized as a statement or as an expression related metric. 
This metric is used in our model by several rules like: 

i) CheckResultSet which states that the return values of database navigation 
methods must be checked before using them. The score computed for this rule 
with our approach will be the percentage of unchecked calls. 
ii) AvoidAccessibilityAlteration rule detects calls which break encapsulation by 
exporting private constructor objects, thus allowing instance creation. This rule 
will help us computing the percentage of encapsulation breaking calls. 
iii) DoNotCallGarbageCollectionExplicitly rule detects garbage collector 
unnecessary calls. According to this rule the percentage of such calls is computed 
and a score is issued. 
iv) AvoidCallingFinalize rule detects unnecessary "destructor" calls, like the 
previous rule. 
v) DoNotCallSystemExit rule is dedicated to web applications. It is natural choice 
disallowing calls to System.exit() in this context. Using the base metric NoOfCalls 
we can compute the percentage and the penalty score for such abnormal calls. 

The NoOfIfs metric counts the number of if instructions. It will be used in our 
model in the context of the following rules: 

i) Rule EmptyIfStmt detects the empty conditional statements. 
ii) Rule UnconditionalIfStatement detects if statements which are always true or 
false. 
iii) ColapsibleIfStatements detects conditional statements which can be 
consolidated into one conditional by separating their condition with a short circuit 
boolean operator. 
iv) Rules IfStmtsMustUseBraces and IfElseStmtsMustUseBraces detect badly 
written if and else branches using no braces for their blocks. 
v) AvoidDeeplyNestedIfStmts detects nested conditionals which are hard to read 
and understand. 

All the previously listed rules are based on the NoOfIfs base metric for the score 
computation. 

Metric NoOfSwitches calculates the number of switch instructions from the 
project. It is used in the context of the following rules: 

i) Rule EmptySwitchStatements detects switch statements which are void. Such 
statements should be avoided. 
ii) Rule SwitchStmtsShouldHaveDefault detects switch statements which have no 
default label. This means that the switch statement is incomplete and some values 
are not taken into account explicitly. 
iii) Rule DefaultLabelNotLastInSwitchStmt detects default labels which are not 
last in the choice list. Such a practice invalidates the choices after the default label 
making them unreachable. 



154 C.-B. Chirilă and V. Creţu
 

iv) Rule NonCaseLabelInSwitchStatement detects switch statements having legal, 
but confusing names for their labels. Such names should be changed for increased 
understandability. 
v) Rule MissingBreakInSwitch detects switch statements which have no breaks. 
Breaks are needed in order to exit the switch statement after the execution of one 
label instructions. Sometimes one can execute the instructions from several switch 
labels if the logic of the application needs it. In practice such cases are rare so they 
must be detected as possible bugs. 
vi) Rule TooFewBranchesForASwitchStatement detects switch statements with 
just a few branches easily replaceable by a conditional statement for increased 
understandability. 

For all deviations from the listed rules our model uses the NoOfSwitches base 
metric for the score computation. 

Base metric NoOfLoops computes number of Java loops: for,  while, do while. 
We mention that in the latest releases of Java the for statement has two forms: the 
old form inherited from C and the new one dedicated to iterators. 
Metric NoOfFors counts the number of for statements. This base metric stands as 
denominator for the following PMD rules of our model: 

i) Rule ForLoopsMustUseBraces counts the number of for loops which use no 
braces. 
ii) Rule ForLoopShouldBeWhileLoop counts the number of for loops which could 
be simplified to while loops, thus increasing understandability. 
 

For the implementation of this metric we consider counting the number of for 
keywords encountered in the AST. 

In the same family of loops we consider the metric NoOfWhiles counting 
number of while instructions. This base metric is used by the rules detecting 
anomalies in this context. 

i) Rule EmptyWhileStmt detects void while statements. 
ii) Rule WhileLoopsMustUseBraces detects while statements with no braces. 
For the sake of completeness we define also the base metric NoOfDoWhiles 
denoting the number of do while instructions. The relation between the last 
discussed metrics is given by formula (10): 

NoOfLoops=NoOfFors+NoOfWhile+NoOfDoWhiles. (10) 

Base metric NoOfTries counts the number of try-catch instructions. Rule 
EmptyTryBlock detects empty try blocks. 

The NoOfCatches metric counts the number of catch instructions used in the 
project. In the presented example relying on formula (1) we explained the aspect 
assessed by our quality model. 

In the context of exceptions we identified a metric which we name 
NoOfFinallyBlocks denoting the number of finally blocks. Rule 
EmptyFinallyBlock detects the empty finally blocks. Combining the two of them 
we can compute the percentage of the empty finally blocks within the entire 
project and the corresponding scoring. 
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5   Expression Metrics 

In this section we will present expression related metrics. 
Metric NoOfInstantiations counts the number of instantiations found in the 

project source code. Instantiating some particular classes are considered issues by 
some rules. 

i) Rule AvoidThreadGroup detects instantiations of ThreadGroup class which are 
not recommended because contain methods which are not thread safe. 
ii) Rule BigIntegerInstantiation detects BigInteger and BigDecimal class 
instantiations for values 0,1,10. These classes have public static members with 
those values already instantiated. 
iii) Rule AccessorClassGeneration detects code which instantiates private 
constructors from outside of the constructor class. 
iv) Rule InstantiationToGetClass detects object instantiations for class 
interrogation. The efficient way to get such information is to use the .class public 
member instead. 
v) Rule SimpleDateFormatNeedsLocale detects instantiations of SimpleDate class 
without selecting a Locale object before. 
vi) Rules IntegerInstantiation, ByteInstantiation, ShortInstantiation, 
LongInstantiation detect several numeric type instantiations for String to value 
conversions and they are considered to be memory consuming. The alternative is 
to use the wrapper method valueOf from each class.  
vii) Rule StringInstantiation detects String instantiations which usually are not 
necessary. 
viii) Rule StringBufferInstantiationWithChar detects cases when a StringBuffer 
class is instantiated with a character literal argument. In such cases the code value 
of the character is taken into account determining the size and not the content as 
maybe intended. 

Metric NoOfComparisons counts the number of comparisons with the == or != 
operators. Rule UnusedNullCheckInEquals detects abnormal situations when after 
checking a reference for null, the object is passed to another objects's equals 
method instead of invoking equals on the first object. 

Metric NoOfConstants counts the number of constant literals from the project. 
Rule AvoidUsingOctalValues detects uses of octal values which are forbidden 
because of readability reasons. Rule AvoidUsingHardCodedIP detects uses of hard 
coded IP addresses in the project. The NoOfConstants metric is useful to compute 
the scoring for the previously presented two rules. 
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6   Script Metrics 

In this section we will present a set of metrics identified in the process of quality 
assessment for Java web applications. The PMD rules dedicated to Java web 
applications detect erroneous entities like:  

i) Java Server Pages (JSP); 
ii) Java Server Faces (JSF); 
iii) JSP scriptlets; 
iv) iframes from HTML code. 

We will start with the NoOfScripts metric which counts the scripts from the web 
application. It is a good practice to put scripts in tag libraries rather than in Java 
server pages. The rule entitled NoLongScripts will detect the scripts over a 
specified threshold and together with the earlier presented metric will help 
computing the violation percentage. 

Metric NoOfIFrames counts the number of HTML iframes. Rule 
IframeMissingSrcAttribute counts iframes which have empty src attributes. When 
displayed, such iframes have no content at all. With the two iframe counts we can 
compute the percentage of empty iframes. 

Metric NoOfJSFs counts the number of pages containing Java Server Faces 
mechanisms. Rule DontNestJsfInJstlIteration detects incorrect uses of this 
mechanism. The base metric will help us in computing the violation ratio.   

Metric NoOfJSPs counts the Java Server Pages from a Java web project. This 
metric is used by several PMD rules: 

i) Rule NoScriptlets detects JSP pages which contain scriptlets. They should be 
factored into tag libraries or JSP declarations. In order to compute the violation 
percentage of these aspects we rely on the NoOfJSPs base metric. 
ii) Rule NoJSPForward locates JSP pages using forwarding directives. Such a 
behavior is not semantically correct, so it is detected as an issue by the PMD static 
analyzer. The percentage of violations in this sense is calculated on using the 
NoOfJSPs metric. 
iii) Rule NoHtmlComments detects Java Server Pages which contain HTML 
comments increasing the transfer load between the server and the client at 
runtime. Such comments should be switched to JSP comments. The percentage of 
violations in this case is computed with the help of NoOfJSPs base metric. 
iv) Rule DuplicateJspImports detects JSPs which have duplicate imports.  
v) Rule JspEncoding detects JSPs which miss the meta encoding tag. 

Metric NoOfScriptAttributes counts the number of HTML attributes used in scripts 
and in combination with the NoClassAttribute PMD rule which detects attributes 
using the dedicated name class. For this kind of situations using the rule result and 
the base metric value we can compute the violation percentage and the scoring. 



A Set of Java Metrics for Software Quality Tree Based on Static Code Analyzers 157
 

7   Model Representation 

Our quality model is represented as a hierarchical set of XML files. On the top of 
the hierarchy is the "quality factors.xml" file which contains meta-information 
like: model quality factors, their descriptions and concrete project information 
like: project name, weight factors and computed scores. 

In Fig. 2 we present the structure of the XML representation of the proposed 
quality assessment model. The main element of the XML file is <quality> which 
contains a <description> child element and a list of child <factor> elements. Each 
<factor> element has several attributes like name, weight factor and computed 
score. Each factor element has its own <description> child element embedding a 
descriptive text. 
 
 
<?xml version="1.0" encoding="utf-8"?> 
<quality project="ProjectName" computedscore="8.03"> 
 <description>Software quality ...</description> 
 <factor name="Understandability" weightfactor="1" computedscore="8.55"> 
  <description>Understandability is ...</description> 
 </factor> 
 <factor name="Completeness" weightfactor="2" computedscore="7.66"> 
  <description>Completeness is ...</description> 
 </factor> 
 ... 
</quality> 

Fig. 2. Quality factors XML representation fragment. 

Next, for each analyzer we have an XML file where we set the mapping 
between the rules and factors: "pmd-rules.xml", "fb-rules.xml". 

In Fig. 3 we present a fragment from the XML representation of rules to factors 
mappings. The main element of the XML file is the <tool> element. This element 
has a name property. The first child of this element is a <description> element 
containing a descriptive text. Next, all the <ruleset> elements are listed having 
properties like name, weight factor and computed score. Each rule set contains a 
list of <rule> elements. The rule element is the most complex element having the 
following attributes. Name denotes the name of the rule. Factor1 denotes the most 
affected quality factor when the rule is violated. Factor2 denotes the secondly 
most affected quality factor when the rule is violated. Profile is an attribute which 
may get the following values: 

i) all - stands for the fact that the current rule is suitable to all kind of Java 
projects; 
ii) embedded - means that the current rule fits to Java embedded systems; 
iii) web - specifies that the rule is dedicated to Java web projects; 
iv) enterprise - denotes that the current rule is used for Java enterprise 
applications. 
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<?xml version="1.0" encoding="utf-8"?> 

<tool name="pmd"> 

<ruleset name="AndroidRules" weightfactor="1" computedscore="7.00"> 

 <description>These rules deal with the Android SDK ...</description> 

 <rule name="CallSuperFirst" factor1="Reliability" profile="embedded"  

  denominator="NoOfCalls" weightfactor="1" computedscore="7.00"> 

  <description> 

   Super should be called at the start of the method. 

  </description> 

 </rule> 

 

 <rule name="CallSuperLast" factor1="Reliability" profile="embedded"  

  denominator="NoOfCalls" weightfactor="1" computedscore="8.50"> 

  <description> Super should be called at the end of the method.</description> 

 </rule> 

 

 <rule name="ProtectLogD" factor1="Reliability" profile="embedded"  

  denominator="NoOfCalls" weightfactor="1" computedscore="6.33"> 

  <description>  

   Log.d calls should be protected by checking Config.LOGD first. 

  </description> 

 </rule> 

... 

</ruleset> 

... 

</tool> 

Fig. 3. PMD rules XML representation fragment. 

The weight factor and computed score attributes are useful in the numerical 
quality assessment process. 

8   Quality Model Factors Coverage 

In this section we will analyze how the quality factors are covered by the analyzer 
rule sets. We are interested how much the quality factors are covered by each 
source code analyzers separately and then globally. 

In Fig. 4 we present the number of rules from each static code analyzer mapped 
to each quality factor and also the coverage percentages. We notice that each tool 
covers in an acceptable manner the quality factors.  
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The most covered quality factor is reliability. This factor is covered by almost 
50% of the rules for both considered source code analyzers.  

The least covered quality factor is usability: by one rule in PMD and by no rule 
in FindBugs. This is normal since source code analysis can not tell much about the 
programs usability. 

Great differences between coverage factors provided by the two source code 
analyzers resulted for factors like: completeness, security and conciseness. 

 
 
 

 

Fig. 4. Rule sets covering quality factors. 

9   Prototype Implementation 

The ongoing implementation is based on a Java source code modeling library, 
namely Recoder [11] based on JavaCC [12, 13]. The base structure for the 
implementation of our metrics is the AST (Abstract Syntax Tree) of the analyzed 
object-oriented system. The metrics implementation is based on counting AST 
nodes of a given type. For example, the NoOfFors metric implementation is 
presented in Fig. 5. In Fig. 5 we present a code fragment capable of computing the 
value for the NoOfFors metric. Firstly, a cross reference service configuration 
object is created. Secondly, the input path attribute is set for this object. Thirdly, 
the project files are checked to be in the same path. Fourthly, the list of 
compilations units is retrieved from the service configuration object. Fifthly, each 
compilation unit is iterated and a tree walker inspects all program elements. When 
a “for” statement is encountered the metric value is incremented. 
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CrossReferenceServiceConfiguration crsc =  

new CrossReferenceServiceConfiguration(); 

crsc.getProjectSettings().setProperty(PropertyNames.INPUT_PATH,  

"./input-project/src"); 

crsc.getProjectSettings().ensureSystemClassesAreInPath();  

SourceFileRepository sfr = crsc.getSourceFileRepository(); 

List<CompilationUnit> cul = sfr.getAllCompilationUnitsFromPath(); 

crsc.getChangeHistory().updateModel(); 

int NoOfFors=0; 

for(CompilationUnit cu : cul)  

{ 

  TreeWalker tw = new TreeWalker(cu); 

  while (tw.next())  

  { 

    if(tw.getProgramElement() instanceof For) 

    { 

      NoOfFors++; 

    } 

  } 

} 

Fig. 5. NoOfFors Metric implementation. 

In the “ProStarter” prototype each metric is modeled as a class embedding a 
code sequence like the one presented earlier. The script metrics need different 
parsers in order to parse HTML, JSP, JSF pages. 

10   Related Works 

In literature there are lots of metric definitions and several open source projects 
implementing them. In our model we will reuse some classic metrics which are 
already implemented in existing source code analyzers. 

In [14] a suite of object oriented metrics is defined and implemented in the 
ckjm static source code analyzer [15]. The implemented metrics are:  

i) WMC: Weighted methods per class;  
ii) DIT: Depth of Inheritance Tree;  
iii) NOC: Number of Children;  
iv) CBO: Coupling between object classes;  
v) RFC: Response for a Class;  
vi) LCOM: Lack of cohesion in methods.  
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In our approach we do not use these metrics directly. Static code analyzers may 
use them in the faults detection. The Metrics static code analyzer [4] implements a 
series of Java metrics:  

i) Number of Classes;   
ii) Number of Children;  
iii) Number of Interfaces;  
iv) Depth of Inheritance Tree (DIT);  
v) Number of Overridden Methods (NORM);  
vi) Number of Methods (NOM);  
vii) Number of Fields;  
viii) Lines of Code;  
ix) Specialization Index (NORM*DIT/NOM);  
x)McCabe Cyclomatic Complexity [16];  
xi) Weighted Methods per Class (WMC);  
xii) Lack of Cohesion of Methods (LCOM*).  

The metrics used by our model are: Number of Classes, Number of Methods, 
Number of Overridden Methods, Number of Fields. 

Robert Martin in [17] defines a suite of metrics for measuring the 
interdependence of subsystems which are also implemented in Metrics static code 
analyzer: i) Afferent Coupling (Ca) ii) Efferent Coupling (Ce) iii) Instability 
Ce/(Ca+Ce) iv) Abstractness (A) v) Normalized Distance from Main Sequence 
(Dn) |A+I-1|. 

The Metrics source code analyzer with other analyzers measure software 
systems in a structural manner. Some metrics are computed at level of packages, 
classes, methods. Our model uses a more global approach. For example, we do not 
need to count the number of classes in each package, but the total number of 
classes from the entire project. 

11   Conclusions and Future Work 

In this book chapter we identified a suite of metrics (class, statement, expression, 
script related) needed for the quality assessment based on static code analyzers. 
Classical metrics are generally suitable to almost all programming languages. 
Language specific metrics are needed in order to implement our fault density 
quality assessment model. 

Analyzing the issues detected by this static code analyzer we can draw the 
conclusion that classical metrics are not enough and that language specific metrics 
are needed in this matter. We identified four categories of metrics related to: 
classes, statements, expressions and web scripts. 

On the other hand the effort to implement language specific metrics is not very 
great thanks to the Recoder library, which is based on the JavaCC parser 
generator. The majority of the metrics can be implemented by counting the lexical 
entities of the analyzed object-oriented system. 

As future work we intend to complete the implementation of the identified 
metrics in special module of the “ProStarter” software tool. Next, we intend to 
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incorporate other static code analyzers like: CheckStyle, inFusion, ucDetector and 
others. Further, we intend to experiment the entire methodology on industrial 
strength projects. 

Acknowledgments. The authors thank Dacian Tudor for the inception of this chapter idea 
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Abstract. In the information society the exponentially growing knowledge means 
a serious challenge to all the participants in the teaching-learning process. The me-
thodology of education and its technical background have developed and im-
proved drastically, which after the proliferation of the information technology and 
the internet got a new spur. It has been especially true since the wider and wider 
spreading of the web 2.0 and the 3D based virtual environments. Compared to 
former eLearning solutions this new virtual learning environment based on 3D in-
formation technology encourages more vividly the improvement of the efficiency 
of the learning management systems, the intaking of a wider scope of students in 
the learning process and fosters study motivation slightly subconsciously. This 
chapter outlines the development of this technology starting from eLearning to 
vLearning, as well as analyzes the most significant components of the mentioned 
technology, with the use of which education strives to make pace with the chal-
lenges of the present era. 

1   Introduction 

In the information society of the 20th and 21st century the speeding-up develop-
ment of information and telecommunications technologies primarily internet-
technologies influences and partly changes our whole life style. The absorption of 
telecommunication and mass-media technologies enhanced the birth of the Global 
village as proposed by Marshall McLuhan in the 1960s. [1] According to him, 
with the help of electric technology connections can be built from any point of the 
world thus contracted the world into a small village.  He presupposed the internet 
as an “extension of consciousness” [1] thirty years before its invention. As he 
stated, a computer as a research and communication instrument could enhance re-
trieval, obsolesce mass library organization, retrieve the individual’s encyclopedic 
function and flip into a private line to speedily tailored data of a saleable kind [1]. 
The instantaneous movement of information from every quarter of the world to 
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every point of the world at the same time calls forth a radical change in the learn-
ing process as well as in the visualization of the learning environment. A new, 
more effective form of knowledge acquisition becomes a central role player in the 
evolving knowledge-based society, which is characterized by constructivist peda-
gogy, emphasizing the training of competences and life-long learning. These new 
knowledge acquisition processes claim that the roles of both students and teachers 
change. The era of lecturing in schools has passed by, the frontal method of edu-
cating becomes out-of-date, where a closed learning environment is created, set 
groups are formed and the emphasis is on teaching a previously determined set of 
data. Students need open, active, creative, collaborative, and primarily motivating 
learning environments. From being purely passive message receivers students turn 
into active participants of the learning process who strive to gain knowledge so are 
eager to actively participate in the process. The role of teachers also changes; their 
tasks are modified and become more fine-tuned, although the fundamental tasks 
do not disappear. The traditional approach to student-teacher personal distance 
changes, since it shrinks and the ‘disciplined’ form turns into a more ‘democratic’ 
one. Teachers have already gone through such a catharsis at the introduction of 
teaching computer sciences, when it was not rare that some students knew more in 
certain fields than the teacher teaching him/her [8]. 

As time passes by not only the roles change, not only the process but the learn-
ing environment changes as well, consequently learner-centered actual virtual 
classrooms come to existence in the global village in which the student-student as 
well as the student-teacher relationships transform radically. In this process that is 
in developing virtual learning environments and classrooms the fundamental 
transformation of communications technologies, the usages of web 2.0 as well as 
the proliferation of eLearning technologies are the key role players. 

2   The Characteristics of Internet-Based Learning Environment 

At the beginning of the spreading of the internet simple tools already appeared to 
help information gaining, to provide an online study support. With the rapid  
proliferation of the World Wide Web these solutions have become more and more 
user friendly, their usage has become more and more comfortable for users. As a 
result, the first applications that primarily supported distance learning came to 
light. Several authors have already analyzed the features of the internet environ-
ment. Dahl claims that internet “makes the communication activity active where 
the learner chooses what s/he is prepared to see and with whom to interact”. “The 
internet”, she proposes, “offers the possibility of a far more interactive experience, 
with a feedback directly provided” [2]. In reality the wider and wider use of the in-
ternet primarily founded the possibility of interactivity in the field of study  
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supporting environment as opposed to previous systems. Interactivity, community 
forming opportunities created a new layer in the study environment. The creation 
of self-organizing groups of students enables the formation of classes and study 
groups even at a very simply technical level. 

Teaching and learning methods have already been classified according to the 
layers of information technology used. Ranked according to the technology devel-
opment Computer-based Learning (CBL) appeared first, where the learning  
process centered around the use of the computer. These computers were not nec-
essarily connected into a network, students worked individually, exploring the au-
tonomous way of learning. The spreading of internet and the World Wide Web, 
the appearance of computer networks gave birth to online learning enabling stu-
dent to step out of the local learning environment to a virtual one. Online learning 
strengthens the constructivist way of learning, trains competences and faces learn-
ers with popping up challenges. The appearance of Learning Management Sys-
tems (LMS) and Learning Content Management Systems (LCMS) required the 
compliance of such learning materials that enable individual and autonomous 
learning.  At this point the question of how to adjust teacher pre– and in-service 
training to meet the market demand arises. The booming of web 2.0 applications 
and social networking, web-based learning (WBL) is becoming more and more 
popular, enabling on the spot training, permanent accessibility to knowledge, the 
feeling of belonging to a society, a coven. Personalized Learning environments 
(PLE), 3D virtual learning environments help students to make learning more  
personal, more comfortable and more motivating (Fig. 1). 

 

Fig. 1. eLearning phases. 
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In parallel to a change in the student-student relationship the student-teacher re-
lationship changes as well. When using the internet both teachers and students 
take on the roles and characteristics of their society in an entirely natural way. 
They do this without being conscious about it, namely the process is not con-
sciously controlled. Web 2.0. applications, the booming of Facebook, Second Life 
and other virtual communities and social networking applications force both 
teachers and students to change their attitude and approach to teaching and  
learning. 

With the help of the above mentioned technologies an entirely new, interactive 
authentic study environment can be created that to a great extent supports an auto-
nomous, individual type study form, nevertheless enables the development of 
group and class level courses, and for students it gives the feeling of belonging to 
a coven. This community regarding its aims and objectives is an entirely self-
organizing, self-cleaning, homogenous community that to a great extent might 
back the study process through the evolving positive team spirit. 

3   eLearning Management Tasks 

“The generic term “e-learning” or “eLearning” describes any form of electronical-
ly supported learning, ranging from the use of learning software on a personal 
computer to the use of an intranet or the Internet for interaction within networks 
(“Web-based training”)” [3]. 

There are some activities needed for a successful eLearning course. On the one 
hand adequate hardware supply including multimedia capable terminals and 
workstations connected to the internet or an intranet must be installed, a suitable 
eLearning environment, either applying a Learning Management System, develop-
ing or joining a virtual learning environment are needed. Furthermore, a teacher 
staff trained to develop learning material suitable for web-based learning.  The 
central component of eLearning services and of the creation of virtual classrooms 
is management.  For eLearning-based learning it is crucially necessary to apply 
such an adequate and well selected integrated Learning Management System that 
fulfills the requirements of students, teachers as well as administrators simulta-
neously. This system that is the so-called Learning Management System (LMS) in 
a traditional sense, however, is only a tool whose main attractiveness for students 
is not its complexity or simplicity but the fact that they can follow and complete a 
course in an eLearning form. The services of such learning management systems 
are also of great importance since these make the system attractive to users; how-
ever, the content accessible in the system is at least as important as the offered 
services.  

A good learning management system is capable of managing not just the learn-
ing material but the knowledge base and the student administration as well, meets 
educational, administrative and application requirements. An LMS is such an  
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information system that is capable of educational process automation, namely it is 
capable of delivering educational content and source material and is capable of the 
management of the entire learning process. If we actually analyze the relationships 
between two participants, namely students and teachers/tutors, these can be  
summarized as in Table 1. 

Table 1. Relations between student and teacher in Learning Management System 

Student-Teacher interaction in LMS 

Roles Teacher Student 

Teacher 
professional cooperation, 
communication 

eLearning administration, 
communication  (registration, 
course-registration, learning, 
test, exams, consultation, in-
stant communication) 

Student 
social networking (chat, blog, 
email, mailing list) 

 

 
The services of advanced learning management systems are quite differenti-

ated. The basic functions can be summarized as follows below. A Learning Man-
agement System provides the following possibilities (Fig. 2): 

• to students: registration, enrolment to e-learning courses to have access to 
e-learning contents, to fill in self-tests, to “sit” for exams, to search  
contents 

• to teachers/tutors: uploading eLearning teaching material, audio and vis-
ual teaching material, monitoring study progress, making statistics, de-
veloping tests and exams, evaluation of results, online consultation, 

• to each system user: use of blogs, emailing, creation of mailing lists, op-
eration of message boards, creation of self-profile. 

Competence management, knowledge level analysis, progress plan, the possibility 
of virtual classes and resource assignment (place, room, book, teacher/tutor, etc) 
are all among the services of the most comprehensive learning management sys-
tems providing the highest number of services [4]. Most of the systems are self-
service ones at the student interface, they enable self-registration thus ensures 
course accessibility. On the one hand a learning management system is capable of 
managing registered students, on the other hand it can handle contents and infor-
mation, furthermore, it is capable of assigning these two to each other, thus it can 
display learning materials and provide courses. 

We must differentiate between learning management systems and content man-
agement systems (CMS) since the latter utilizes and enables content editing, clas-
sification and display in the learning management system. This means that CMSs 
are equipped with such editing tools that LMSs do not support. At present such in-
tegrated LMSs are, of course, preferred and deployed that support learning content 
editing in and transfer from and to other systems. 
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Fig. 2. Typical login-page of Learning Management System. 

4   Personalized Learning Environment – A Virtual Option 

The development of the next level of study support software systems was trig-
gered by two radical– one social and one technical - changes in the last couple of 
years. 

4.1   The Birth of the “Digital-Generation” 

Since the boom of the information technology a new generation has grown up. 
Different generations have diverse attitude to internet use and lifelong learning. 
The oldest one, the so-called veterans born before the baby boom regard the inter-
net and the use of computer as a challenge since they met the internet late in the 
life. The baby boom generation born up to the middle of the 60s’ uses the comput-
er and the internet for work and mainly at their workplace. The next generations 
called XYZ are the children of the digital generation. They gain information they 
want quickly medium-independently and share and re-interpret this information 
with their virtual peers. The internet is present in the private life of the  
Generation X (born between the middle 60s’ and the early 80s’) but it does not in-
fluence and change their lifestyle to a great extent. The Millennium Generation or 
Net Generation as the Generation Y is also called was born from early 80s’ to the 
early years of 2000  is the first wave of the digital generation. They are the child-
ren of the baby boomers They saw the rise of instant communication technologies 
and the use web 2.0 based websites is part of their life. They already look for 
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such applications and eager to join social networking and study in peer-oriented 
environments. This generation knows what it wants, when, where and how it 
wants it. The youngest generation, Generation Z called also as Generation I or In-
ternet generation was born within the use of the internet.  They are exposed to the 
world wide web as early as on their birthday. The use of instant and text messages, 
mobile internet devices, cloud computing justifies their nickname “digital na-
tives”. The children of this generation usually have an online identity. 

Consequently, the generations grown up in the last two decades is not the “Nin-
tendo-generation” that grew up on small manual games, but the “PlayStation-
generation” grown up on a much more developed HD quality technology. This is 
the generation that learnt to use the computer well before they learnt to write, who 
handles the DVD player better than their parents. This generation lives “on-line”, 
handles the virtual worlds as the extension of the real one. This generation is the 
one that if goes home from school, logs in the social network and chats with the 
classmates, while in another window plays a 3D videogame with someone from 
the other end of the world. Consequently, these students browse much more com-
fortably in the virtual space, since it is entirely natural to them [5]. 

4.2   Development of Hardware and Software Resources 

In parallel to serious software developments the hardware part of computers de-
veloped significantly in the last decade. Multi-core processors and the large clock 
frequency have multiplied processing speed. The perfectness of audio solutions as 
well as a drastic change in video cards must be mentioned out of the special hard-
ware solutions, which enable the use of totally real-time life-like graphical effects.  

At the same time both system and application software products have gone 
through a significant change. The designers of online 3D games have developed 
such technologies with the help of which virtual worlds can be quite realistically 
realized.  

4.3   Emergence of 3D Virtual Learning Environment  

Interestingly a further development in study support software systems started with 
game software products. Developments in computer hardware and software re-
sources as well as the developed graphical software of computer games have 
enabled the development of 3D Virtual Learning Environments (VLE) thus creat-
ing the possibility for the emergence of 3D Personalized Learning Environment. 

VLE is a three-dimensional online space where a virtual person, a so-called 
avatar represents a student.  The term virtual refers to an online, internet, or web-
based component, the learning component differentiates VLE for educational  
purposes from other virtual environments and the term environment is simply a 
location in which users can gather together in a social context. A VLE can range 
from web sites through virtual classrooms to 3D immersive worlds. A set of web 
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pages, however, does not constitute a virtual learning environment unless there is 
social interaction about or around the information [6]. A few examples of virtual 
social interactions may be instant messaging, discussion boards, emails, blogs, and  
podcasts. 

The avatar that can be parameterized determines the personality, the presence, 
the place and the interaction of a student in the virtual space within the VLE: stu-
dents can communicate with each other, with the teacher/tutor and with Computer-
based Agents in real time. They can use the digital documents, videos and audio 
files loaded in the system. 

In the 3D VLE students can travel around 3D worlds, walk on the campus, enter 
the library, look around, and enter a classroom, or even follow a physical experiment.  

The first such type highly successful initiative was the development of the sys-
tem at the University of Texas using Second Life. On the virtual area bought by 
the university all the 16 campuses of the university were realized. These “private 
islands are a great way to maintain a safe and controlled learning environment 
within a world with almost infinite possibilities” as shown in Fig. 3 [6]. 

 

Fig. 3. 3D Virtual Education Centre at Texas University in Second Life. 

The system of the University of Texas occupies over fifty Second Life islands 
including 9 campuses and 6 science and medical research campuses. With the rea-
lization of the system the university strives to do research in the ways and methods 
of learning. At the development phase it was an important factor that this  
virtual solution is much cheaper than similar type developments in the real world. 
Audiovisual solutions are highlighted, e.g., the voice of the lecturer in a virtual 
lecture room is actually a real lecture recorded in the real world. The technical 
background gives space to the development of various virtual experiments. 

Other universities and institutes like Open University (Great Britain), the Goethe 
Institute, Princeton (Fig. 4, Fig. 5) and lots of other educational institutes joined 
Second Life as well to offer its courses in 3D Virtual Learning Environment. All of 
these institutes represent themselves on an island creating such learning environment 
where students find learning comfortable as well as informative. 
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Fig. 4. Island Map of Open University in Second Life. 

 

Fig. 5. 3D Virtual Education Centre of Open University in Second Life. 

5   The Added Value of Virtual Learning Environments 

After getting to know some operating VLEs let us examine whether these Virtual 
Learning Environments have added value and if they do what kind of added value 
they have compared to earlier developed Learning Management Systems. Certain-
ly, in order to conduct exact examinations, long time data collection and control 
groups are needed based on which valid and reliable statistical analyses can be 
pursued. These facts are still not available due to the young age of the initiatives; 
however, some conclusions can be drawn from experience. 
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5.1   3D VLE Characteristics 

It is without any doubts that a 3DVLE is in compliancy with those primarily game 
environments which surround the target group, namely students. Consequently, 
user comfort provided by 3DVLE strengthens the feeling of safety while decreases 
the threshold at the start of usage, which users must overcome until they become 
skilled users of the system. 

The familiar environment decreases user inhibition and hesitation, as a result of 
which users navigate more bravely in the system, try out new ways, discover new 
sections in the system that further motivate them in the further creative usage of 
such VLEs.  

A special characteristic of 3D virtual systems is the use of the avatar, which 
helps users represent themselves or be creative and hide behind a character to re-
main unknown, but which helps to project users’ wishes, so we can create and 
form such a character that we would like to be, and we can define and decide what 
kind of environment and circumstances we would like to live in. Each avatar has 
its own personal account that maintains personal information for assessment pur-
poses while students’ personal identification is not shown to everyone in the game 
world. The colorization of the everyday life, the access of an arbitrary virtual envi-
ronment gives the success of Second Life. Thus the idea comes naturally that if ei-
ther mountain climbing without any danger or even going to different places is 
possible then why couldn’t we go to university and explore the world of know-
ledge and gain new and interesting knowledge? 

In the case of arbitrarily selected software products the software’s appearance, 
its offered effects and its display interface are all outstandingly attractive features 
that especially in the beginning can grasp user attention and can induce users to 
start playing and getting acquainted with it. Later some other features of the given 
product become dominant from the user’s point of view. Ease of use, reliable op-
eration and the feature of customization, etc. are all features of interest but at first 
the product “must be sold” and interest must be raised in the target group. These 
aspects also strengthen that the 3D VLE solution is advantageous. 

5.2   Analyzing 3D VLE from the Aspect of Usability 

Comparing VLEs, LMSs and CMSs from the aspect of knowledge material deli-
very it must be stated that in quite a lot of cases the use of a 3D environment is not 
necessary to make students understand the material to be learnt. The “traditional” 
study support systems also enable the display of text-based learning material, to 
play audio recordings, to view video shots or to incorporate animation in the ma-
terial to be learnt. Primarily in higher education, where studying and research 
fields are much more concentrated than in public education, it is not necessary to 
use 3D technology. In order to present and dress up the learning material some 
earlier solutions can be accepted and deployed, the application of the 3D technol-
ogy at all costs is not justified neither by pedagogical nor by didactical reasons. 
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The situation is different in public education especially in elementary educa-
tion. Here the attractive appearance, the interestingness, the appealing interface of 
the teaching material is an important motivating factor; to catch students’ attention 
with spectacular elements is a pedagogical factor. An effective tool of raising in-
terest can be the world of 3D. Especially in the case of the younger generation 
with the use of the 3D world’s fairy elements knowledge can be delivered to 
youngsters almost unnoticed, knowledge appetite can be induced in students to 
progress in the tale through the content and reach “the end”, thus learning the les-
son.  The personalized creatures can guide students through the 3D virtual world 
on the road of “cognition” to the ‘spring of knowledge’.  

Especially for younger people who spend a substantial portion of their media 
time in front of a computer it is useful and practical to offer virtual education and 
gaming systems that strive to deliver the ‘lessons’ in the form of interesting 
games. These purpose-built gaming environments can result in maximizing stu-
dent engagement in learning and can generate rich social interactions. However, 
we must differentiate between games for education and games for learning in a 3D 
VLE. Experience shows [6] that in case of public education the ability to control 
the learning environment has proved to be a critical part of using 3D VLEs. That 
is why 3D VLEs specifically designed for younger students are closely monitored 
and controlled. On the other hand a close look at the amount of content and as-
sessments is also necessary expressed as “A meaningful and relevant context pro-
vides a springboard for inquiry, information-gathering and sharing, and reflection 
of theoretical concepts and relationships, and norms and practices” [6]. 

6   Conclusions 

Considering higher education as the target group of our interest it must be stated 
that “at least 300 universities around the world teach courses and conduct research 
in Second Life.” as Claudia L'Amoreaux at Linden Lab states in [6]. Should we 
consider higher education institutions as sites of knowledge management and as 
knowledge intensive service providers in parallel with the fact that the role of 
knowledge-based services is growing [7] the appearance of these institutions seem 
reasonable in 3D virtual learning environment where apart from knowledge trans-
fer from the higher education institutions and students, students themselves can 
share and distribute the knowledge gained.  This implies that developing 3D VLEs 
in higher education seems successful, however its usage in public education pro-
vides almost infinite opportunities since the motivating factor is more focused on 
the younger generation. It must not be forgotten, however, that the learning  
environment and progress must be much more closely and strictly monitored and 
controlled in public education than in higher education. Applying virtual game en-
vironments students gain useful, practical and actual information, knowledge and 
competences instead of playing endless games. Virtual environments compared to 
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traditional learning support environments have a much deeper impact on 
youngsters. This means that these systems bring much higher added value and 
benefit for the future generation in the learning process. To sum it up it can be 
concluded that “the 3D VLE experience is designed to serve as a reinforcement of 
the concepts learned in the traditional lessons” [6] and not instead. 
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Abstract. Applications in mobile robotics require safe and goal-oriented motion 
while navigating in an environment obstructed by obstacles. The dynamic window 
approach (DWA) to collision avoidance and its different variants provide safe mo-
tion among obstacles, although they have the same limitation, namely using an ob-
jective function consisting of weighted terms. Different situations require different 
weights; however, there is no algorithm for choosing them. The Global Dynamic 
Window Approach with Receding Horizon Control (GDWA/RHC) presented in 
this chapter is similar to DWA but it uses a global navigation function (NF) and a 
receding horizon control scheme for guiding the robot. In order to make the calcu-
lation of the navigation function computationally tractable it is constructed by  
interpolation from a discrete function. In addition to that the domain of the naviga-
tion function is restricted to a virtual corridor between the start and goal positions 
of the robot. 

1   Introduction 

The problem of feasible and safe navigation is one of the most important areas of 
mobile robotics research. For autonomous robots reaching a goal position while 
avoiding collisions with obstacles is a crucial task. Many solutions to this problem 
were proposed in the last decades [1, 2, 3]. There are on the one hand global me-
thods for motion planning that rely on a priori environment information, on the 
other hand local obstacle avoidance methods based on sensory data collected dur-
ing operation. Global planning methods guarantee feasible or even optimal paths 
to the goal, but are computationally complex. Local (or reactive) obstacle avoid-
ance methods utilize sensory data collected during operation and are in most cases 
computationally more efficient hence well-suited for real-time applications. How-
ever, in most cases there is no guarantee for actually reaching the goal. This chap-
ter deals with the dynamic window approach (DWA) of obstacle avoidance which 
is a reactive method by nature. Keeping the basic idea, we reformulate the original 
method by taking global information about free space connectivity into account 
and applying a receding horizon control (RHC) scheme to eliminate shortcomings 
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of the original DWA and its variants. Information regarding free space connectivi-
ty is managed by a global navigation function (NF) which is evaluated using a re-
cursive algorithm. To reduce the computational cost of NF calculation a virtual 
corridor is defined leading to the goal and the function is evaluated only on the 
domain of this corridor.  

The organization of this chapter is as follows. In Section 2 we give a short sur-
vey of collision avoidance methods based on the idea of dynamic window ap-
proach. Section 3 describes our approach using a global navigation function and 
receding horizon control (RHC). In Section 4 we present the concept of virtual 
corridors which has the role of reducing the computational cost of navigation 
function evaluation. The results are summarized in Section 5. 

2   Dynamic Window Approach to Obstacle Avoidance 

The dynamic window approach, proposed by Fox et al. [4] has advantages com-
pared to former local obstacle avoidance methods including Virtual Force Field 
[5] and Vector Field Histogram [6], which are based on potential fields. The dy-
namic window approach has the difference in comparison to these that control 
commands for the robot are carried out directly in the space of velocities. The 
word “velocity” means here a two-dimensional vector (v,ω) which consists of the 
translational velocity v and the angular velocity ω of a nonholonomic robot 
equipped with synchro drive or differential drive. These robot models have the 
same motion equation which is shown in Section 3.1. This approach takes the dy-
namics of the robot into account by reducing the search space to velocities reacha-
ble in a short time interval. The set of these velocities is the so called dynamic 
window. In addition to that only velocities are considered that are safe with respect 
to the obstacles (admissible velocities). To choose from admissible velocities an 
objective function is evaluated and maximized. This objective function is a 
weighted sum of three terms: 

                    
( )),(vel),(dist),(heading),( ωγωβωασω vvvvG ⋅+⋅+⋅=            (1) 

where heading(v,ω) is a measure of going into the direction of the goal, dist(v,ω) 
is the smallest distance to the next obstacle along the circular path segment be-
longing to (v,ω) and vel(v,ω) is simply the projection of (v,ω) on the translational 
velocity v to favor high motion speeds. The ranges of these functions are norma-
lized between 0 and 1. The corresponding weights are α, β and γ. σ is a smoothing 
function. 

Experimental results presented in [4] show that the dynamic window approach 
to collision avoidance yields a fast and safe robot motion. However, since the 
DWA and the above mentioned other methods are based on local decisions with-
out taking connectivity information of the free space into account, the robot can 
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get trapped in local minima (i.e. it can stop afar off the goal point) or enter a limit 
cycle that prevents reaching the goal. Another problem of the DWA is that there is 
no algorithm for choosing the objective function weights. Different situations re-
quire different weights to ensure successful motion. There are also scenes where 
DWA fails independent of weighting. 

Brock and Khatib [7] extended the dynamic window approach to the case of 
holonomic robots and address the problem of local minima by introducing a navi-
gation function (NF) which is a local minima-free function defined on the discre-
tized configuration space, having a unique minimum at the goal. The modified  
objective function in [7] has the following form: 

          
),,(Δnf1),(goal)(vel),(nf1),,( avpvpvvpavp ⋅+⋅+⋅+⋅=Ω δγβαg        (2) 

where p is the current position, v and a are the desired velocity and acceleration, 
respectively. nf1(p,v) increases if the velocity is aligned with the NF gradient, 
vel(v) favors high velocities (if far from the goal), goal(p,v) is a binary function 
(one if the trajectory is expected to pass through the goal area), and Δnf1(p,v,a) is 
the decrease of NF value. The problem of local minima is eliminated in many cas-
es through the global distance information represented by the NF terms, but not at 
all times. It is shown by Ogren and Leonard [8] that limit cycles can evolve if the 
velocity term outweighs the NF terms. They reformulate the dynamic window ap-
proach as a model predictive control (MPC) problem (also referred to as receding 
horizon control, RHC). They assume a holonomic robot model that can be consi-
dered as a double integrator in the plane ur = , where 2Rr ∈  is the position of the 
robot. Thus the control u is the acceleration in contrast with [4] (where the veloci-
ty is the control signal). The state vector of the holonomic robot is chosen to 

( ) ( )yxyx rrrrrrx ,,,, == . The acceleration u and the velocity r  are bounded. The 
objective function in [8] has a different form than in [4] and [7]: 

                                     
)(

22

1
)( rNF

k
rrxV T +=                                       (3) 

where k is a positive constant. The first term corresponds to the kinetic energy, the 
second term is proportional to a local minima free navigation function, similar to 
the one in [7]. The objective function has to be minimized – in contrast with [4] 
and [7], where the maximum had to be obtained. Ogren and Leonard show that for 
a given set of u the system is stable in the Lyapunov sense (but not asymptoti-
cally). However, this property is not enough to ensure convergence, since the case 
of 0=r  afar off the goal cannot be excluded. This fact is worked around by a 

timeout condition in their proposed algorithm. 
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3   The GDWA/RHC Method 

An obstacle avoidance approach is presented in this section that assumes a non-
holonomic robot model similar to [4] and applies a receding horizon control 
scheme to obtain translational and angular velocities as controls. An objective 
function similar to the one in [8] is minimized with the difference that it does not 
contain a kinetic energy term, hence the problem of zero velocity afar off the goal 
disappears. The method is called Global Dynamic Window Approach with  
Receding Horizon control. 

3.1   Robot Model 

We consider a nonholonomic robot model that moves on a two-dimensional plane 
(nonholonomicity means that it has less control inputs than degrees of freedom). 
The shape of the robot is assumed to be circular. The state vector is given by 

                                          
[ ]T

yx ttrtrt )()()()( ϕ=x                                 (4) 

where rx(t) and ry(t) represent the instantaneous position and ϕ(t) the orientation of 
the robot. We use velocity motion model [9] hence the control vector is as  
follows: 

                                                [ ]Tttvt )()()( ω=u                                        (5) 

where v(t) and ω(t) stand for the magnitude of translational and angular velocity, 
respectively. The system has 3 degrees of freedom (dimension of x(t)) and two 
control inputs (dimension of u(t)), thus it is underactuated. The motion equation is 
given by 

                                             
( ) )()()( ttt uxfx ⋅=                                            (6) 

where f() is a nonlinear function. In matrix form: 
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The kinematic constraint, namely the translational velocity points always in the 
heading direction ϕ(t), can be easily seen. The translational and angular velocities 
are bounded: 

                                                 +−

+−

≤≤
≤≤
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)(
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                                            (8) 

The dynamic properties of the robot are described by maximal translational and 
angular accelerations and decelerations: 
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3.2   World Model 

The environment of the robot is represented by a hybrid model. The obstacles are 
given by simple geometric shapes (polygons and circles) in the continuous two-
dimensional Euclidean space. The model of a simple indoor environment is shown 
in Fig. 1a. Since we assume a circle-shaped robot, the workspace can be trans-
formed into a configuration space by augmenting obstacles by the robot radius. In 
the resulting reduced free space model the robot is represented by a single point. 
This geometric representation is used for collision detection in the algorithm. In 
order to easily define navigation function (described in Section 3.3) an occupancy 
grid representation is also introduced. The 2D-plane is quantized equidistant and a 
binary occupancy function is defined on the discrete points (see Fig. 1b). 

 

 
(a) (b) 

Fig. 1. Hybrid world model. (a) Geometric representation (b) Occupancy grid 
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Note that the above mentioned hybrid world model is used only for simplicity. 
There are many robotic applications where no a priori geometric representation of 
the environment is available. In these cases the occupancy grid has to be built first 
based on observations (e.g. using range sensors) and the geometric model of ob-
stacles has to be derived from it. The problem of map building goes beyond the 
scope of this chapter. For further information about mapping methods see [9]. 

3.3   Navigation Function 

The global property of the proposed approach is ensured by the utilization of a na-
vigation function (NF). The NF is a scalar-valued function representing the  
distance from the goal point. It is defined as follows. 

Definition (Navigation function): Let the continuous configuration space of a 
mobile robot moving on a plane be denoted by 2RC ⊂ . The set of obstacle points 
is denoted by CO ⊂ , the set of free space points by OCF \= . The goal position 
to be reached is Fg ∈r . Let F be a connected set. A real-valued function defined 

on F with exactly one minimum at rg is called a navigation function (NF). 
Proposition (Construction of NF): A navigation function fulfilling the above 

definition can be constructed by the following procedure: 

1. Replace the continuous configuration space with a square grid of discrete 
points such that the goal coincides with a grid point. Let the grid constant be 
denoted by . The set of grid points is 2RCd ⊂ . 

2. Denote the set of grid points belonging to obstacles by dd CO ⊂ . Denote the 

set of free grid points by ddd OCF \=  (discrete free space). 

3. Let the navigation function value be zero at the goal point. Starting from there, 
the function value of every free adjacent point is to be increased by the corres-
ponding value shown in Fig. 2. This has to be done only if the adjacent point is 
unexplored or its former value is greater than the one to be actually given. Con-
tinue this step until all points of Fd have been discovered or the starting posi-
tion of the robot has been reached. The resulting function values represent the 
lengths of the shortest paths leading to the goal point, taking sideward and di-
agonal steps into account. Thus a monotonically increasing discrete function 
has been produced. 

 

Fig. 2. NF calculation scheme 
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(a) (b) 

Fig. 3. Example of NF, illustrated by (a) gradient and (b) level curves 

4. The grid points belonging to Fd divide the continuous free space F into squares, 
and the function values have already been determined at the corners of these 
squares. It can be stated that all inner points of the squares belong to F. Al-
though there can be free space parts outside of these squares (semi-occupied 
squares). These free space parts are simply excluded from F (we consider the 
semi-occupied squares as fully occupied) and the resulting modified continuous 
free space is denoted by F ′ . 

5. To be tractable for continuous applications, the function values in all points of 
F ′  should be determined. In the simplest case a zero-order interpolation could 
be applied. This simple method is unsuitable for our purpose because the result-
ing piecewise constant function has “plateaus” thus there can be motions that 
do not lower the function value while approaching the target. Therefore we use 
bilinear interpolation inside the squares.  

The above described algorithm produces a navigation function fulfilling the given 
definition. A proof of this proposition is given in [10]. In Fig. 3 an example is de-
picted showing the NF values by shades (Fig. 3a) as well as plotted as level curves 
onto the geometric representation of the environment (Fig. 3b). 

3.4   Receding Horizon Control Scheme 

The task of obstacle avoidance is considered as a constrained optimization prob-
lem. The objective function which has to be minimized is a navigation function 
(NF) constructed by the algorithm described above. At time instant t we shall 
choose the control u(·) which minimizes the NF value at the end of a time horizon 
of length T, and apply u(t) as control input: 
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where rx(t + T) and ry(t + T) can be derived from the motion equation (7) by integ-
ration: 
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The NF values on the grid points are computed and stored off-line and the actual 
( ))(),(NF TtrTtr yx ++  values are interpolated during execution according to (10). 

Other constraints concerning the controls arise from the velocity (8) and accelera-
tion (9) bounds: 
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Safety is ensured by a constraint of admissible controls. A control u(·) is admissi-
ble, if 
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where O is the set of obstacle points in the configuration space. We assume that a 
maximal braking control u*(·) is applied in the time interval [t + T, t + T + Tbrake] 
where Tbrake is the time needed to halt the robot from the velocity at t + T. This 
means that only those controls are admissible those 

• do not cause a collision inside the horizon and  
• allow the robot to stop safely beyond the horizon. 

To make the problem more tractable and computationally efficient, we assume 
discrete time and piecewise constant velocities. The horizon length is T = kTs, 
where Ts denotes sampling time. Piecewise constant velocities mean that v(τ) = 
v(t) and ω(τ) = ω(t) for all τ ∈ [t, t + Ts]. In this case (12) and (13) are simplified: 
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Note that the last two inequality of (16) define the actual dynamic window at time 
instant t. 

During the optimization process we have to choose a control value at every dis-
crete time instant which satisfies (14) and (16) and minimizes (11). To do this, the 
velocity space is also quantized, which results in a countable set of controls. The 
velocity configurations (v,ω) being admissible and inside the actual dynamic win-
dow are called candidate controls. We take each candidate control value from the 
dynamic window and apply it virtually to the robot for the duration of kTs using 
(15). The control resulting in the smallest NF value at t + kTs will be chosen and 
applied to the robot in the time interval [t, t + Ts]. 

Note that to ensure a smooth halt at the target point the horizon T must be cho-
sen long enough to allow stopping inside the horizon. 

3.5   Simulation Results 

The effectiveness of the proposed method was tested by simulations. The resulting 
path of a robot in the example environment is depicted in Fig. 4. The trajectory of 
the center point and the reduced free space is illustrated in Fig. 4a together with 
NF levels. It can be seen that the robot always strives to move in directions of NF 
descent. Fig. 4b shows the original workspace (non-augmented obstacles) and the 
robot itself. The smoothness of the resulting path is ensured by taking the dynamic 
limitations of the robot into account.  

 

 
(a) (b) 

Fig. 4. Simulated path of a robot using GDWA/RHC 
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4   Virtual Corridors 

The presented method has a notable shortcoming, namely the NF is calculated for 
almost the whole configuration space, including regions those will never be 
crossed by the robot. If the algorithm described in Section 3.3 is implemented as 
breadth-first search which works like “wave propagation”, the NF building 
process stops when the start position of the robot is reached by the “wave front”. 
The number of visited grid cells is square proportional to the length D of the 
shortest path between start and goal points thus the running time can be expressed 
as O(D2) [13]. This prevents real-time application in case of larger and changing 
environments where the NF should be recalculated on-line. 

A better solution would be to calculate NF values only in a given neighborhood 
of the ideal path. In other words the NF calculation should be restricted to a virtual 
corridor along the ideal path. If the width of this corridor is chosen to a constant 
value then the number of cells belonging to it depends on the path length. Thus the 
running time of NF calculation becomes O(D). 

In order to define a virtual corridor the shortest path leading from the start  
position to the goal point has to be determined first. We use the geometric envi-
ronment representation and a visibility graph [1] technique to obtain the path. By 
definition, the set of vertices of the visibility graph comprises all the obstacle  
polygon vertices as well as the start and goal points. Edges of the graph are con-
necting vertices those are “visible” to each other, in other words the line segment 
connecting them does not intersect any obstacle. After building this graph the 
problem of determining the shortest possible path from the start to the goal point 
can be reduced to a minimum-cost-path finding problem in the visibility graph [1, 
11]. Since the geometric environment representation is used, the computational 
overhead of graph building and shortest path search is independent of environment 
scaling. Fig. 5a illustrates the visibility graph for the example environment. 

 

 
(a) (b) 

Fig. 5. Visibility graph (a) and tangent graph (b) for determining the shortest path 
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It can be seen that the visibility graph has many edges that can never form part 
of the shortest path. An improvement of the visibility graph algorithm is known as 
the tangent graph that excludes many unnecessary edges from the graph. Edges 
those are not “co-tangent” with respect to obstacles are excluded. To determine 
whether an edge is “co-tangent” the line joining the two vertices has to be ex-
amined. If an internal angle of any of the two respecting polygons is divided by 
the line, the corresponding edge is not “co-tangent” to those polygons. For an arbi-
trary pair of polygons it is shown in [12] that there exist only four co-tangent lines. 
The tangent graph representation is considerably more efficient than the visibility 
graph for the same obstacle distribution (see Fig. 5b). Assuming two obstacle po-
lygons with n and m vertices, the visibility graph can have in worst case nm edges 
between them, while the tangent graph has at most four [11]. 

After determining the shortest path, it should be dilated to a corridor in order to 
be able to define a navigation function on it. The border of the virtual corridor is 
treated as an obstacle border in the GDWA/RHC algorithm. The breadth of the 
corridor should be chosen carefully. If it is chosen too narrow, it can result in slow 
motion since in this case the robot cannot move according to its dynamic abilities. 
An example of the effect of using a virtual corridor is shown in Fig. 6. The exam-
ple scene already seen in Fig. 4 is depicted without (Fig. 6a) and with (Fig. 6b) the 
virtual corridor. The NF is illustrated by its level curves. The GDWA/RHC algo-
rithm has been applied to both scenes and it can be seen that the resulting trajecto-
ries are almost the same. 

The use of virtual corridors considerably reduces the computational cost of  
navigation function building. For example, if the environment is scaled up by a 
factor r > 1 (which means the ideal distance D also grows to rD), then the cost 
without virtual corridor becomes r2 times bigger. At the same time, with virtual 
corridors the cost grows only by the factor r while having a constant (scale inde-
pendent) overhead of tangent graph building and shortest path search. A numerical 
example is given in [13]. 

 

 
(a) (b) 

Fig. 6. Reduction of NF domain by using a virtual corridor 
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5   Conclusions 

A receding horizon control based collision avoidance method is proposed for nonho-
lonomic mobile robots, based on the dynamic window approach. To avoid local  
minima traps and limit cycles during motion, a navigation function is used that incor-
porates free space connectivity information into the optimization process. There are 
no weights in the objective function hence the problem of tuning them disappeared. 
Addressing the problem of NF calculation cost in wide environments the concept of 
virtual corridors is introduced. A linear relationship between NF building cost and 
start-goal distance is obtained. The price for that has to be paid by an additional tan-
gent graph building and searching process based on the polygonal model of obstacles. 
In case of a changing environment the virtual corridor and the NF on it has to be cal-
culated repeatedly.  
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Abstract. This chapter presents a high speed, low latency stereo vision based col-
lision warning system for automotive applications. The system uses two high 
speed cameras running at 100 fps and achieves latency below 0.1s by using an 
Nvidia Tesla C1060 GPU for accelerating computational expensive algorithms. 
From each pair of captured stereo images a disparity map is computed using the 
block matching algorithm, which is afterwards segmented in order to detect differ-
ent objects in the scene. This segmentation is performed using a novel segmenta-
tion method based on the pixels’ intensity value and their connectivity. For each 
detected object its distance to the front of the vehicle is computed and the degree 
of danger is estimated by the collision warning module. Extensive experiments 
show that the presented system delivers reliable results for object detection as well 
as precise results in terms of estimated distance to the detected objects. 

1   Introduction 

Advanced driving assistance systems (ADAS) are systems which help the driver 
in its driving process and are present in most personal vehicles. Their purpose is to 
increase car safety and implicitly road safety as well. Some examples are adaptive 
cruise control (ACC), lane departure assistant, lane change assistant, intelligent 
speed adaptation (ISA) collision warning and the well known in-vehicle naviga-
tion system, which is typically a global positioning system (GPS). 

Among advanced driving assistance systems, collision warning is one of the 
most discussed topics in the automotive industry. Various systems have been de-
veloped and tested, which make use of different types of sensors. The approaches 
can be divided by the types of sensors they use. Some approaches use passive sen-
sors, like monocular cameras [1] and stereo cameras [2] while others use active 
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sensors like laser scanners [3, 4] and radars [5]. The main difference between 
these types of sensors is that passive sensors sense naturally available energy, like 
the reflected sunlight, while active sensors provide their own source for illumina-
tion. Since each sensor has advantages and disadvantages, some sensor fusion ap-
proaches try to make use of the benefits brought by merging the data obtained 
from different sensors, for example by combining a stereo camera with a radar [6]. 

The sensor used in this chapter is a stereo camera. The advantage of using a 
passive sensor is that no special illumination source is required. Stereo cameras al-
so bring the advantage that the complete scene is imaged and three-dimensional 
(3D) data can be obtained, compared to non-visual tracking systems like radar, 
which give 2D coordinates. This additional data can be used to classify objects. 

This chapter is organized as follows: Section 2 presents the layout of the system 
and system specifications; Section 3 introduces the stereo camera system and its 
calibration; Section 4 explains the disparity map computation; the novel disparity 
map segmentation method is presented in Section 5; Section 6 introduces the colli-
sion warning module; Section 7 presents parallelization of presented algorithms, 
together with the GPU implementation using CUDA; in Section 8 the results are 
presented and discussed and Section 9 contains the conclusion and outlook. 

2   System Layout and Specifications 

The system presented in this chapter is based on the system introduced by the au-
thors in [7]. The main difference is replacing the Bumblebee XB3 camera with 
two pco.1200 s high speed cameras [8]. Fig. 1 a) shows the pco.1200 s camera, 
courtesy of PCO AG, Kelheim, Germany. Both cameras are set to capture 100fps 
at a resolution of 1280x480 pixels and a pixel depth of 10 bit, monochrome. 

The reason of using these new cameras is that a higher frame rate (100fps com-
pared to 15fps of the Bumblebee XB3) allows detecting dangerous objects quickly 
enough for a vehicle speed of up to 50 km/h. It also opens the possibility of a reli-
able tracking of objects among different consecutive frames, which enables the 
computation of the objects’ path and allows a more accurate prediction to be made 
of whether a collision is likely to occur in the near future. 

The 10 bit dynamics of the cameras offers, besides the exposure time, an addi-
tional parameter which can be controlled in order to obtain images of good con-
trast in different illumination conditions. The exposure time is automatically 
adapted by analyzing the image histogram in each frame in order to ensure a good 
exposure. The 10 bit images are afterwards scaled to 8 bit for further processing 
by selecting the relevant histogram region and fitting it to an 8 bit domain. 

Rain and dirt can influence the performance of this system, so a clean view of 
the scene has to be ensured. Assuming the driver uses the windscreen wipers and 
other tools to ensure a good visibility for him, the ideal position for the stereo  
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camera system is behind the windscreen, since it automatically gets a clean view 
as well. For this purpose a special support has been constructed, allowing easy 
mounting and unmounting of the cameras inside the vehicle. Fig. 1 b) shows this 
special construction with cameras installed behind the test vehicle’s windscreen. 
 

 
 

a) b) 

Fig. 1. Camera pco.1200 s (a) and Camera placement inside the vehicle (b). 

The goal of this system is to warn the driver if a high probability arises for a 
collision to occur. A frontal collision is defined by a contact between the front 
bumper of the car and another object. Therefore the position of the camera system 
with respect to the front bumper is very important in order to allow the computed 
distances from the camera to the objects to be adjusted. 

As can be seen in Fig. 2, the camera coordinate system has its origin in the cen-
ter of the left camera while the vehicle coordinate system has its origin below the 
center of the front bumper, on the road, as usual for automotive applications.\ 

 

Fig. 2. Relationship between the camera coordinate system and the vehicle coordinate 
system. 

The translations between the camera coordinate system and the vehicle coordi-
nate system are: Tx = -0.30m, Ty = -1.20m and Tz =1.65m , where Tx, Ty and Tz are 
translations along the x, y and z axes of the camera coordinate system. The axes 
orientations are: XC is parallel to YV, YC is parallel to ZV and ZC is parallel to YV. 

3   Stereo Camera System Properties and Calibration 

The stereo camera system presented in this chapter contains two single cameras, 
which are arranged so that their optical axes are parallel, as can be seen in Fig. 3.The 
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distance between the two cameras is 0.456m. For each camera two coordinate sys-
tems can be defined: an image coordinate system (u,v) and a camera coordinate sys-
tem (x, y, z). These two types of coordinate systems group the camera parameters into 
intrinsic (focal length f and the principal point c) and extrinsic parameters (rotation 
and translation of the cameras). The camera parameters determine the way a 3D point 
is projected onto the image plane. 

A 3D point cannot be obtained from a single image just by knowing the image 
coordinates of its projection. However, if two cameras are looking at the point A, 
reconstruction of the 3D point can be performed using epipolar geometry [9]. 
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xL 
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zL 

CL 
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left camera 

fL 
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xR 
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optical axis 
right camera 
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Fig. 3. Stereo camera system made up of left and right camera and the twoimage and cam-
era coordinate systems. 

 
Retrieving the original 3D point is possible if the camera intrinsic and extrinsic 

parameters are known. The procedure of determining the camera parameters, also 
known as camera calibration, generally requires a big set of 3D points together 
with their corresponding projections on the image. Tsai’s camera calibration me-
thod requires a planar pattern of well known shape and size to be imaged, e.g. a 
chessboard [10]. With enough images of the pattern, in different poses, the camera 
parameters can be uniquely identified. In this project the calibration of the stereo 
camera system has been performed using 20 image pairs of a chessboard.  

An important aspect is measuring the calibration accuracy, which is performed 
in two steps. The first test is used to measure the accuracy of each camera’s com-
puted intrinsic and extrinsic parameters. The test consists in projecting the 3D  
coordinates of all corner points on the image plane and summing the distances be-
tween them and the detected corners. The second test uses epipolar geometry and 
the fact that correspondence points must lie on the epipolar line. The sum of dis-
tances between each of the detected corners in the right image and the correspond-
ing epipolar line is computed. Ideally both sums are zero if the calibration was 
successful. 
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4   Stereo Rectification and Disparity Map Computation 

For a general stereo camera setup the correspondent point in the right image for an 
image point in the left image lies along the correspondent epipolar line [9]. If the 
optical axes of the two cameras are parallel, the epipolar lines will be parallel to 
the image lines, therefore simplifying the process of finding the correspondent 
point. If additionally the image planes of the two cameras lie in the same plane 
(the focal lengths of the two cameras are equal), the image lines, on which a point 
in the left image and its correspondent point on the right image lie, coincide. 

In this system, the cameras have the same focal length and parallel optical axes, 
but due to mechanical misalignments stereo calibration has to be performed in or-
der to meet above condition. This allows dense disparity maps to be computed, 
which are very useful for 3D reconstruction of the scene. After calibrating the 
cameras, each image pair is stereo rectified, so that for each point in the left im-
age, its correspondence point in the right image lies on the same image line. An  
illustration of the effect of stereo rectification can be seen in Fig. 4. 

 
a) Original left image b) Original right image 

 
c) Rectified left image d) Rectified right image 

Fig. 4. Effect of stereo rectification: original image pair (a, b) and rectified image pair (c, d). 

For constructing the disparity map, usually the left image from a stereo camera 
is considered to be the reference image and the right image is the correspondent 
image. The disparity map computation is based on solving the stereo correspon-
dence problem and on calculating the differences in coordinates of corresponding 
points in stereo images [9]. For a given scene point A(X, Y, Z), the corresponding 
points in the left and right image are respectively aL(uL,vL) and aR(uR,vR). With 
known coordinates of the corresponding points, the disparity is defined as: 

                                                     RL uud −=                                                  (1) 

where d is the disparity and uL and uR are coordinates of the corresponding points.  
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Disparity maps are represented as gray-scale images, where pixel intensity 
represents the disparity of a point in the left image having the same coordinates. In 
a disparity map, dark pixels belong to objects that are further away from the cam-
era, while brighter pixels belong to objects that are closer to the camera.  

If the disparity value for a point aL(uL,vL) is known, its corresponding 3D loca-
tion A(X, Y, Z) with respect to the stereo camera coordinate system is given by: 

                       d

uub
X cLL )( −⋅

=  
d

vvb
Y LcL )( −⋅

=  
d

fb
Z

⋅=                           (2) 

where f is the focal length of the left camera, b is the base line of the stereo cam-
era, c(ucL, vcL ) is the principal point of the left camera and d is the disparity value. 

Various methods exist for solving the stereo correspondence needed for dispari-
ty map computation, differing mainly in computation speed and performance. For 
this project the block matching algorithm was selected, due to its good perfor-
mance at relatively low computational expense [11]. This algorithm uses blocks of 
pixels for solving the correspondence problem. The blocks are always odd sized, 
having the currently processed pixel in the center of the block. The usage of 
blocks for finding the correspondent pixel is intended to overcome the problem of 
ambiguity. This problem occurs when for one pixel in the reference image there is 
more than one pixel in the correspondent image, on the corresponding image line, 
which has the same pixel value as the considered pixel in the reference image. 

Fig. 5 illustrates disparity map computation using block matching.  

 
a) Stereo rectified left image b) Computed disparity map 

Fig. 5. Disparity map computation using block matching algorithm. 

The downside of using blocks is that all pixels in one block are considered to 
have the same disparity value. Therefore the selection of the correct block size is 
very important since a too small block might not solve the ambiguity problem, 
while a too large block might lead to not finding a match at all and also needs a 
higher processing time. As can be seen in Fig. 5 b), no correspondence could be 
found for the regions with low texture (e.g. the sky), and therefore the correspond-
ing pixels in the disparity map are black. 
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5   Disparity Map Segmentation 

In order to understand the scene in front of the vehicle, the disparity map has to be 
reliably segmented, that is the objects have to be separated from each other and 
from the background. 

For automotive applications there are mainly two directions of disparity map 
segmentation. One direction is to use the so called bird perspective [12]. This re-
presentation presents a top view of the scene, as known from radar applications 
and, after removing the ground plane, the pixels are grouped into objects. The 
second main direction is the so called U/V Disparity, which consists in two projec-
tion images of the disparity map. In these projections, the U respectively the V 
image axis is the axis on which the projection is applied, the other axis is the dis-
parity value and the pixel intensity represents the number of pixels having a spe-
cific coordinate and a specific disparity value. The V Disparity is used to detect 
the road surface and obstacles lying on it since a surface in the disparity map is 
mapped to a line in the V Disparity [13, 14]. The object detection however is not 
always reliable enough, so another approach helps segmenting by using pre-
processed radar signals [6] in order to generate “masterpoints” that validate the re-
sult. These methods output a rectangular region of interest (ROI) for each object 
of the scene. 

In contrast to state-of-the-art methods, the proposed segmentation algorithm 
uses directly the disparity map, and works independently of the image content. 
The method is based on the two-pass algorithm for blob detection introduced by 
Saphiro and Stockman in [15], but has been adapted to segment gray-scale dispari-
ty maps. The output of the algorithm is a labeled image containing separated ob-
jects, as it gives a different label for each object and also a ROI of irregular shape 
that fits the object better as a classical, rectangular ROI. Fig. 6 illustrates blob de-
tection and disparity map segmentation, where, for better visualization, each label 
is represented by a color. 

Fig. 6 c) shows an example of disparity map which should be segmented, 
meaning to group pixels belonging to the same object. As can be seen in Fig. 6 c) 
and e), in disparity maps neighboring pixels belonging to the surface of an object 
have close disparity values, while on the edges of the object the difference in dis-
parity value between the pixels of the object and of the background is large. These 
transitions in disparity values are used for segmentation. 

It can be observed in Fig. 6 f) that the vertical object is dividing the object be-
hind it in two pieces. However, by analyzing the disparity values on the edge of 
the two pieces it is possible to conclude that they should be merged. The result can 
be seen in Fig. 6 g). 
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a) Binary image b) Extracted blobs 

 

c) Disparity map d) Segmented disparity map 

e) Disparity map f) Segmented g) Merged 

Fig. 6. Illustration of disparity map segmentation and merging. 

6   Collision Warning 

The final step of the algorithm is collision warning. This is done using the distance 
to each of the objects detected in the scene, which is computed using: 

                                               
222 ZYXD ++=                                          (3) 

where D is the distance from the camera center to the object’s center of mass and 
X, Y, Z are the 3D coordinates of the object’s center of mass, computed using (2), 
adjusted for the translation between the camera coordinate system and the vehicle 
coordinate system. Assuming the car is heading forward, a driving tunnel can be 
defined as the space which the car needs in front of it in order to safely pass. This 
tunnel is 50% wider and 50% higher than the car width and height respectively. 

Fig. 7 a) shows the result of the disparity map segmentation overlaid on the rec-
tified left image. The segmented objects are bounded by a convex hull [16]. Fig. 7 
b) shows the computed driving tunnel overlaid on the image. The driving tunnel 
contains markings every 5 meters from the bumper, until a distance of 20 meters. 
Also a cuboid is displayed, which bounds the closest object: the bike. 
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a)  b)  

Fig. 7. Segmented disparity map (a) and bounding cuboid for closest object (b). 

If an object is inside the driving tunnel or even close to it, the driver should be 
warned. For this, the distance between the front bumper of the car and the center 
of mass of the object is used. The computed distance is shown in Fig. 7 b) in the 
upper left corner. If an object is inside the driving tunnel, based on its distance to 
the vehicle, the collision warning returns a severity level WL according to: 
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where D is the distance defined in (3). 
In Fig. 7 b) the bike is located at 7.89m with respect to the camera. The shift 

between the camera coordinate system C and the vehicle coordinate system V is 
1.65m on the Z axis, so the distance from the front bumper to the bike is 6.24m. 
Accordingly, the returned severity level WL is high. If more than one object is in 
the driving tunnel at a time, the severity level is given by the closest object. 

7   GPU Implementation Using CUDA 

In order to achieve a high rate of processed frames, the stereo rectification, the 
disparity map computation and the segmentation have been hardware accelerated 
by using a Graphical Processing Unit (GPU). The used GPU was an Nvidia Tesla 
C1060, programmed using the Nvidia CUDA API. 

The big difference between CPU and GPU programming is the number of 
cores. A regular CPU has 2-4 cores and a good CPU has up to 16 cores, while the 
Nvidia Tesla C1060 GPU has 30 multiprocessors (MP) of 8 cores each, summing 
up to a total of 240 scalar processor cores (SP), on which a maximum of 65536 
threads can run almost parallel [17]. The only constraint is that all threads will ex-
ecute the same operation at the same time according to the SIMD principle [18]. 
Therefore the algorithms must be parallelized in order to efficiently run on a GPU. 
The main condition for parallelizing an image processing algorithm is that the na-
ture of the algorithm allows the image to be divided into small regions that are 
processed independently and that the results can be merged into a resulting image. 
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Stereo rectification, disparity map computation using block matching as well as 
the proposed disparity map segmentation method have all been implemented on 
the GPU. The required processing time can be seen in Table 1.  

Table 1. Processing time comparison between CPU and GPU 

 1280x480 px 640x240 px 

Operation CPU GPU CPU GPU 

Memory transfer CPU•GPUGPU – 0.7 ms – 0.2 ms

Stereo rectification 12.2 ms 0.9 ms 3.5 ms 0.2 ms

Disparity map computation 68.6 ms 26.4 ms 16.7 ms 5.1 ms

Disparity map segmentation 48.1 ms 16.7 ms 14.1 ms 4.3 ms

Total processing time 128.9 ms 44.7 ms 34.3 ms 9.8 ms

It can be observed that the processing time in case of 1280x480 images is 
around 45 ms per frame, while for 640x240 it is below 10ms, so the desired frame 
rate of 100fps is achieved for this resolution. The system latency is below 0.1s. 

8   Results 

In this section the segmentation results from two videos are shown followed by a 
performance evaluation using a Bosch PLR 50 laser distance measuring device. 

Fig. 8 a)-d) presents four frames from a video taken at a crossroad, where a bi-
cycle is coming from the left side. Fig. 8 e)-h) presents four frames of a video tak-
en at a crossing. The video starts with a pedestrian crossing followed by a bicycle. 
It can be seen that the presented system detects multiple objects in the scene. 

In Fig. 8 a) and b) a pedestrian can be seen on the left side and a bike on the 
right side. Both objects are detected after segmenting the disparity map. Addition-
ally the street poles containing traffic signs are detected in these frames as well. 

In order to evaluate the performance of the system in terms of computed dis-
tance between the car and the detected objects, a test has been performed using a 
laser distance measuring device. In this setup, a person was standing in front of the 
car at a certain distance, measured using the laser distance measurer. At the same 
time the camera system measured the distance to the person using the presented 
algorithm. This measurement has been repeated for 49 different distances ranging 
from 6m to 30m, with a step of 0.5m. Fig. 9 a) shows the results of this test and 
Fig. 9 b) shows the error between the distance measured with the laser measure-
ment device and the data measured using the proposed stereo vision system. 

The laser distance measuring device has been chosen due to its measurement 
precision of typically 2mm according to the manufacturer. It can be observed in 
Fig. 9 a) that the measuring results obtained from the proposed stereo vision sys-
tem follow the values obtained by the laser distance measuring device. After 20m  
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steps become visible in the distance obtained by the vision system. This is due to 
the fact that disparity values are small for that distance and a difference of one unit 
in the disparity value is characterized by the step size. This means that distance 
values between two steps are not noticed. It is planned to add subpixel accuracy to 
the calculation in order to make the steps smaller even at distances above 20m. 

Test Sequence 1 

 
a) Frame 1 b) Frame 40 

 
c) Frame 80 d) Frame 120 

Test Sequence 2 

 
e) Frame 1 f) Frame 100 

 
g) Frame 200 h) Frame 300 

Fig. 8. Segmented disparity map overlaid on rectified left image – first test video (a-d)
and second test video (e-h) 

Fig. 9 b) shows the distance error as difference between the distances measured 
with the laser distance measuring device and the corresponding values obtained 
from the vision system. The absolute error increases with the distance, but the rel-
ative error is not higher than 5% for the entire tested range of 6m to 30m. 
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Fig. 9. Comparison between data obtained from the laser distance measuring device and data
obtained using the proposed stereo vision system (a) and distance error (b) 

9   Conclusions and Outlook 

In this chapter a novel stereo vision based collision warning system has been pre-
sented. The system uses two high speed cameras delivering frames at 100fps with 
a resolution of 1280x480 pixels and is able to process the data stream at full speed 
at a resolution of 640x240 by making use of an Nvidia Tesla C1060 GPU, pro-
grammed using the Nvidia CUDA API. 

The presented system performs stereo rectification on the input images for al-
lowing dense disparity maps to be computed using the block matching algorithm. 
The resulting disparity map is segmented using a novel disparity map segmenta-
tion method based on pixels’ intensities. After segmentation, the objects present in 
the scene are separated from each other and from the background and the distance 
to each of them is computed. This distance is used for collision warning, where a 
driving tunnel is defined for allowing safe driving of the vehicle. If an object 
crosses the driving tunnel, the system warns the driver of a possible collision. 

The presented results show that objects are well separated from each other and 
the test using a laser distance measurer shows that the computed distance using the 
stereo vision system is reliable, having an error below 5% in the range 6-30m. 

It is planned in future to add subpixel accuracy when computing the disparity 
map in order to allow the distance to far away objects to be estimated in finer 
steps. Also a classification of the objects as well as tracking will be implemented 
in order to predict a possible collision more accurate. 
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Abstract. Multithreaded and multicore architectures represent a good solution 
used for increasing of parallelism degree exploited in modern computing systems 
and they can reduce the power dissipated in the chip by using low-frequency clock 
signals. These advantages recommend these parallel architectures for integration 
in the embedded systems, with restrictions imposed by the relatively small integra-
tion area. Particularities of embedded applications require hardware support able 
to handling in real time the peripheral interrupt requests. The performance of this 
hardware influences the performance of the entire parallel system. The current 
trend is to integrate in one microcontroller more processors used for general  
purpose application and a processor used for peripherals related applications (like 
interrupt services). In this chapter we present a peripheral processor architecture 
implemented in multithreaded technology, processor able to handle more tasks 
concurrently. Parallel execution of these peripheral tasks, in conjunction with a 
multicore processor used in processing of the general application (e.g. operating 
system), will lead to an increase in overall performance of the embedded system. 

1   Introduction 

The development of electronic technology today has allowed the implementation of 
complex architectures, which led to the emergence of multicore processors  
technology [8]. Multicore architectures are built from superscalar and multithreaded 
processors. Integrating new technologies in embedded applications requires the de-
velopment of multicore processors that can be integrated into a smaller area like a 
classic microcontroller. These processors must manage fewer resources and be able 
to manage multiple tasks simultaneously [4]. More so simple processors (cores) will 
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compete for processing a single application or multiple processing tasks; overall sys-
tem performance will depend on the current performance of each processor in the 
system [8]. 

Nowadays, in order to achieve higher performances, the processors can exploit 
two forms of parallelism: instruction-level parallelism (ILP) and thread-level par-
allelism (TLP) [10]. Multithreading technique permits the parallel processing of 
multiple independent threads (TLP). A multithread processor is able to concur-
rently execute instructions coming from multiple threads. The “thread” means ei-
ther explicit thread defined by programmer and managed by the operating system, 
or an implicit thread, which means a contiguous instructions sequence (indepen-
dent in comparison with other sequences), statically generated (by compiler) or 
dynamically generated (run-time by hardware). The processors which interleave  
instructions from threads defined by user exploit the explicit multithreading  
concept [3, 10]. 

Two techniques can be used to implement the explicit multithreading [12]: 

• Interleaved Multithreading (IMT): the thread switching (context switching) is 
done by each pipeline cycle (each instruction). That is the reason for often de-
fining this technique as fine grain multithreading; 

• Blocked Multithreading (BMT): the context switching is done by events that 
have long latencies (Load/Store instructions, RAW dependencies etc). That is 
the reason for often defining this technique as coarse grain multithreading. 

The superscalar architectures permit more than one instruction to be issued by a 
cycle. In these architectures the processor controller tries to feed all the functional 
units, issuing, each cycle, a larger as possible number of instructions (Instruction 
Level Parallelism approach). This strategy must be extended to the Thread Level 
Parallelism (TLP) concept. That is, the concurrent issued instructions come either 
from the same thread or from different threads. This technique is named Simulta-
neous Multithreading (SMT) [10, 12]. The implicit multithreading is based on 
speculative execution of statically or dynamically generated threads, derived from 
a sequential single thread program. The generated threads (microthreads) are ex-
ecuted in the same context.  The main objective of this technique is the execution 
speed-up of a sequential program [3]. 

In this chapter we propose a peripheral processor architecture implemented in 
multithreaded technology, able to handle more tasks concurrently: SimpleScalar 
Peripheral Multithreaded architecture (SS-PMT) that is derived from SimpleScalar 
simulator [1]. This architecture is fed with instructions belonging to the peripheral 
interrupt handlers, and is derived by: 

• Resources multiplication (Program Counter, Stack Pointer, Register File etc.); 
• attaching of a thread tag (id_thread) to each instruction, integrating of a proper 

tag identification algorithm, in each block of the simulator; 
• Implementing of the IMT and BMT techniques in the Fetch Instruction Unit. 
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We will evaluate the performances of this architecture compared to the perfor-
mance of standard SimpleScalar architecture. 

2   Related Work 

D.M. Tullsen [9] proposes a SMT architecture derived from a superscalar out-of-
order architecture. The proposed processor fetches up to eight instructions/cycle. 
The WAR and WAW dependencies are solved by register renaming technique and 
two instruction queues are used for instruction issuing. After execution the instruc-
tions are in-order retired, in such a way releasing the allocated resources (regis-
ters). The following resources are included for SMT model implementation: 

• Multiple PC registers (program counters); 
• Multiple stacks (one stack/thread) for procedures return addresses prediction; 
• Instruction Retire Unit (a instruction queues release unit) and a trap mechanism 

attached to each thread; 
• Thread identifier in each BTB (branch target buffer) entry for dynamically allo-

cation of BTB entries for the threads; 
• Register file multiplication to hold multiple contexts and to provide a proper 

support for register renaming technique. 

All threads shared the instruction queues. For instructions fetch, a Round-Robin 
(RR) algorithm applied to the threads in which a cache miss didn’t yet occurs, se-
lects the appropriate PC register. 

A speculative SMT architecture is presented in Chappell et al. 1999 [3]. The au-
thors start from the idea according to the SMT processors have poor efficiency 
when execute programs which are not split in threads. For processor performance 
enhancement a SSMT (Simultaneous Subordinate Microthreading) is proposed; 
the SSMT processor spawns subordinated threads, implemented in microcode 
(microthreads). The microthreads are concurrently executed together with the 
main thread, thus enhancing the branch prediction accuracy, the prefetch process 
accuracy and the cache hit rate. When a latency generator event occurs (i.e. wrong 
branch prediction, miss accesses in cache etc.) the appropriate microthread is acti-
vated by injecting its instructions in decoding/renaming unit. The microthread and 
the main thread register renaming processes are separately done by using Register 
Alias Tables (RATs). Instruction issue unit can select instructions either from the 
main thread, or from microthreads. The SSMT architecture claims the compiler 
and operating system support. The compiler must analyze the main thread beha-
vior and correlate the microthreads length according to the delay slots generated 
by the main thread. The microthreads must be loaded in microRAM memory  
before the program running by inserting them in executable program file. The mi-
crothreads loading process is done by special loading instructions inserted by 
compiler in the program startup area. 
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In Redstone et al. 2003 [6] the authors start from the idea that the large scale 
SMT processors implementation is difficult due to the extremely large number of 
registers, respectively contexts. In order to reduce the hardware complexity the au-
thors propose an architecture which increases the TLP level without excessively 
increasing of the physical registers number (register file dimension). The proposed 
architecture uses minithreads. A program which runs in its own context can create 
minithreads which will share the program context (the same register file). The 
mtSMT abbreviation specifies a SMT processor which is executing microthreads 
and the mtSMTi,j abbreviation specifies a SMT processor which can support i 
hardware  contexts with j minithreads/context. For example, a mtSMT4,2 proces-
sor can exploit the same TLP quantity like an 8 contexts SMT processor using on-
ly a half number of registers/context. The key concept of the mtSMT architectures 
is the fact that the minithreads share the logical registers belonging to the same 
context, that is, the same physical registers. Two instructions, belonging to differ-
ent minithreads which share the same physical register, will share the same varia-
ble. Notice that the register renaming hardware must not be modified (is the same 
like in SMT architecture). Only the mapping process of physical registers ad-
dresses to renaming table entries will be modified. 

3   Previous Research 

In [2] we have introduced two scalar multithreaded architectures derived from 
SimpleScalar simout-order simulator [1]: 

• SimpleScalar Interleaved Multithreading architecture (SS-IMT) 
• SimpleScalar Blocked Multithreading architecture (SS-BMT). 

Interleaved Multithreading technique (IMT) is often called fine-grain multithread-
ing [12]. IMT eliminates hazards control and data dependencies between instruc-
tions. Memory latencies are hidden by scheduling of instructions belonging to oth-
er threads until the current transaction with memory is completed. This model 
requires a number of threads at least equal to the number of pipeline levels. Table 
1 depicts the resources shared by threads and the multiplied resources which will 
be allocated to each thread of SS-IMT. 

Table 1. Shared/Multiplied resources in SS_IMT 

Shared resources Multiplied resources 

Cache memory Register File 

Functional units PC (Program Counter) 

Register Update Unit  (RUU) / Load Store 
Queue (LSQ) 

SP (Stack Pointer) 

Ready, Event and Fetch Queues Create Vector [regs] (destination registers) 

The SS-IMT architecture switches to another thread after each instruction fetch 
(Fig. 1). 
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Fig. 1. SS-IMT context switching. 

As in the previous case, the performed changes led to Blocked Multithreading 
architecture (coarse-grain-multithreading) with implicit threads switch. The con-
text switch is triggered by events like “switch on load” and “switch on store” [10]. 
The “block interleaving” multithreading architecture assumes that the instructions 
are fetched from the same thread until a switching context event occurs (Fig. 2).  

Contrary to the “Cycle by Cycle Interleaving” model, the SimpleScalar 
Blocked Multithreading architecture (SS-BMT) works very well with a small 
number of threads. Between two consecutive switches the active thread will be 
processed with maximum speed. If the SS-BMT processor executes only one 
thread, it works like a pipeline processor. The threads handling was obtained by 
adapting some units of SimpleScalar simout-order simulator. 

 

Fig. 2. SS-BMT context switching. 

These architectures were evaluated by running 100 millions of dynamic instruc-
tions/benchmark. For each simulation we defined some groups of benchmarks 
named “thread sets”. We have three categories of thread sets: 2 benchmarks thread 
sets (18 sets), 4 benchmarks thread sets (22 sets) and 8 benchmarks thread set (1 
set). For example, each 2 benchmarks thread set (named Gr.-2Th-*) contains a 
combination of two benchmarks selected from SPEC95 suite, each 4 benchmarks  
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thread set (named Gr.-4Th-*) contains a combination of four benchmarks selected 
from SPEC95 suite and the 8 benchmarks thread set (named Gr.-8Th-*) contains 
the all threads of SPEC95 suite used in our simulation (Table 2). 

The results presented in [2] were very good and conduct us to continue our re-
search in this area. Moreover, these results guiding us in the development process 
of the new simulators, which should contain simultaneous multithreading technol-
ogy in order to exploit more thread/instruction level parallelism. 

Table 2. Some examples of the threads sets defined by authors 

2 benchmarks 
thread set code 

4 benchmarks thread 
set code 

8 benchmarks 
thread set code 

applu.ss, 
m88ksim.ss 

Gr.-2Th-1 
applu.ss, swim.ss, 
turb3d.ss, m88ksim.ss

Gr.-4Th-1 

apsi.ss, applu.ss, 
swim.ss, turb3d.ss, 
wave5.ss, tom-
catv.ss, mgrid.ss, 
m88ksim.ss 

Gr.-8Th-1 

applu.ss, tom-
catv.ss 

Gr.-2Th-2 
applu.ss, swim.ss, 
turb3d.ss, mgrid.ss 

Gr.-4Th-2 - - 

… … … … … … 

wave5.ss, mgr-
id.ss 

Gr.-2Th-18 
swim.ss, wave5.ss, 
tomcatv.ss, mgrid.ss 

Gr.-4Th-22 - - 

4   Multithreaded Peripheral Processor SS-PMT 

In this chapter we propose peripheral processor architecture implemented in mul-
tithreaded technology, processor able to handle more tasks concurrently. This pro-
cessor is used for peripheral interrupt handling and will work concurrently with 
the main processor (Fig. 3). 

 

Fig. 3. SS-PMT - Multithreaded embedded architecture with peripheral processor. 

Parallel execution of these peripheral tasks (interrupt service routines), in con-
junction with multicore processor used in processing of the general application 
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(e.g. operating system), will lead to an increase in overall performance of the em-
bedded system. This architecture contains four main blocks: the main processor 
used for general purpose applications or embedded operating systems, peripheral 
processor used for peripheral interrupt handling, peripheral modules (i.e. asyn-
chronous and synchronous serial interfaces, CAN controllers, analog-to-digital 
converters etc.) and shared (common) memory unit. Peripheral processor SS-PMT 
uses multithreaded technology. The context switching (thread switch) is done us-
ing the Round-Robin algorithm. The thread term specify in this case an interrupt 
handler, activated by a peripheral interrupt request.  The main role of this proces-
sor is to response in real-time to hardware interrupt requests generated by the pe-
ripheral modules. This processor communicates with the main processor using the 
crossbar network and data variables stored in common memory. 

In this chapter we evaluate the performance of the peripheral processor from 
architectural point of view. The overall performance of the entire embedded sys-
tem represents a goal of our future research. 

4.1   SS-PMT Architecture 

Basically, the structure of SS-PMT embedded architecture (Fig. 4) is based on SS-
IMT general architecture [2]. 

 

Fig. 4. SS-PMT peripheral processor architecture. 

Each active thread is, in this case, a sequence of instructions fetched from  
peripheral interrupt handlers. Each thread has own identifier (id_thread). This 
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identifier is attached to each instruction and will accompany the instruction during 
its processing. All the SimpleScalar simulator blocks were modified in order to be 
able to identify the thread that the instruction belongs to. 

In instruction fetch stage the Register Update Fetch Unit (RUU_Fetch) module 
fetches the instruction pointed by PC[id_thread] in interrupt handler and put it in 
the prefetch buffer. In the decoding stage the instruction is read from the prefetch 
buffer and, after decoding, depending on the class that the instruction belong to, is 
loaded in the proper instruction queue: 

• in RUU (Register Update Unit Queue) if the instruction will not perform any 
access in data memory; 

• in LSQ (Load/Store Queue) if the instruction is Load or Store. 

When the instruction is ready to be executed (the operands are available), it will 
be loaded in the Ready Queue. In the execution stage the instructions extracted 
from Ready Queue are passed to the functional units. For an accurate Writeback 
stage handling, in the Execution stage the Event Queue will be set also, according 
tot the functional units latencies. In the Writeback stage the instruction results are 
written in RUU/LSQ queues by Event Queue scanning. In the same time, the in-
structions ready to execute detected in the RUU/LSQ queues (all instructions with 
data dependencies solved) are transferred to the Ready Queue. The LSQ_Refresh 
module scans the LSQ queue in order to find ready Loads (the operand is availa-
ble). If such Loads are found, they will be introduced in Ready Queue. In Commit 
stage, the instruction result will be read from RUU queue and will be written in 
the destination register pointed by instruction. The destination register will be se-
lected inside the context of the thread that the instruction belongs to. In this phase 
the writes pointed by the Store instructions are performed in data cache, also. 

5   Simulation Results 

For SS-PMT architecture simulation we were using SPEC95 benchmarks [7, 11]. 
We selected 8 representative benchmarks from SPEC95, which represented the 
threads concurrently processed in our architectures (each thread represents an in-
terrupt service routine). In this evaluation we have assume that the interrupt han-
dlers (threads) are already loaded in memory. The results were obtained by  
running 100 millions of dynamic instructions/thread on standard SimpleScalar ar-
chitecture and our SS-PMT architecture. For each simulation we have used the 
groups of benchmarks (thread sets) presented in Section 3, Table 2. 

We defined three versions of the SS-PMT architectures: two hardware contexts 
(2 threads), four hardware contexts (4 threads) end eight hardware contexts (8 
threads). To avoid the high decreasing of the hit rate together with contexts num-
ber increasing, we extended the number of sets for D-cache and I-cache (i.e. the 
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doubling of the threads number leads to sets number doubling, keeping constant 
the associatively factor). We evaluated the performance (Instruction per Cycle - 
IPC) of standard SimpleScalar architecture (scalar configured) using SPEC 
benchmarks. The scalar processor has separated instruction (I-cache) and data (D-
cache) caches, both four-way set associative (32, 64, 128 and 256 KBytes for I-
cache and D-cache size). Also we evaluated the SS-PMT processor using the same 
methods like those used for the scalar processor. Figures 5, 6 and 7 depict the  
performance of SS-PMT processor with 2, 4 and 8 contexts. 
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Fig. 5. 2-contexts SS-PMT performance. 
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Fig. 7. 8-contexts SS-PMT performance. 

6   Conclusions 

Figures 8 and 9 depict the overall performance of the SS-PMT embedded architec-
ture versus to the performance of 1-context scalar architecture, using selected 
benchmarks as threads (interrupt handlers) to feed the multithreading mechanism. 
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Fig. 8. Average IPC of SS-PMT architecture. 

Based on Fig. 8, we may conclude that the performance (IPC) grows with ap-
proximately 2.7% by migrating from scalar-1 context processor to 2 contexts SS-
PMT, with approximately 1.5% by migrating from 2 contexts SS-PMT to 4  
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contexts SS-PMT and with 0.7% by migrating from 4 contexts SS-PMT to 8 con-
texts SS-PMT. The evolution of IPC parameter shows us that the increasing of the 
contexts number over 8 isn’t a good solution for this type of architecture, because 
it leads to performance degradation. 

In figure 9 the D-cache hit rate decreases together with processor architecture 
evolution. This decrease is due to the threads number increasing, threads which 
concurrently coexist in D-cache. Basically these architectures are effective when 
the number of contexts (threads) is equal or lower than the number of pipeline 
stages. All the more it must appreciate the positive evolution of the IPC parameter, 
which keeps a positive trend even if it is negatively affected by D-cache hit rate 
decreasing. 
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Fig. 9. Average D-cache Hit rate of SS-PMT architecture. 

SS-PMT embedded architectures proposed in this chapter may be better than a 
classical scalar processor, except that this performance can be affected by increas-
ing the number of contexts over the limit that can be determined through experi-
ments. Also, to increase the processing performance, is required that cache size to 
be correlated with number of contexts implemented in this processor [5]. This 
fine-tuning of the two parameters can lead to an optimal instance of a multith-
readed processor that can be embedded in dedicated systems [8]. Another impor-
tant aspect, which we have not achieved in this work, is related to increasing the 
power consumption of the multithreaded processor [13], which has to be taken in-
to account in evaluating its performance. 
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Abstract. In this chapter, a cycle approximate simulator for multi-processor sys-
tem-on chip is presented. The aim of this simulation tool is to enable an enhanced 
software/hardware analysis capability for bus based systems. The most important 
contributions are represented by its high flexibility (easy configuration of a SoC 
using dedicated libraries for generic and specific components and easy integration 
of other simulators and models), accurate modeling of features specific to multi-
processor systems (busses, inter processor communication mechanisms, etc),  
accurate implementation of a wide range of performance metrics and power con-
sumption estimates (for processors that support this) and high simulation speed. 
This way, the proposed simulator can be used for both hardware architecture  
design exploration and software development. 

1   Introduction 

Today’s semiconductor technology is characterized by high integration capability. 
As the clock frequency cannot increase much further, due to high energy con-
sumption, other ways to improve system’s performance are sought. On one hand 
multiple processor cores are placed on the same chip, in order to increase paral-
lelism. On the other hand, dedicated hardware accelerators are used for computa-
tional intensive algorithms [1,2]. Therefore, today’s systems are characterized by 
the integration on the same chip of a wide range of components, such as processor 
or DSP cores (ARM, x86, SPARC, PowerPC etc.), memory modules (cache, flash 
or DRAM), interfaces for different communication protocols (UART, I2C, USB, 
EBI, etc), dedicated hardware accelerators, buses and bridges for intra-chip  
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communication, etc. Several challenges have to be addressed when developing 
such complex systems [3]: 

a. Decreased time to market: this goal must be attained for both hardware 
system and the software application, 

b. Optimal hardware configuration: adding hardware components leads to 
an increase in chip’s cost and power consumption; therefore, the added 
components must significantly increase the overall performance of the 
designed chip. 

Simulation tools can help achieving these goals in two ways: 
a. Architectural design exploration – from the hardware point of view, ap-

plications can be simulated for different architectures; this way, impor-
tant architectural decisions can be made, such as cache parameters, bus 
configurations, integration of specific hardware accelerators, etc 

b. Software application development – from the software point of view, si-
mulation offers several important advantages: 

a. Decrease development time – usually, a simulator comes before 
the hardware prototype; therefore, application development can 
start before the chip is available. 

b. Increased software quality – the simulator provides a detailed 
view of the hardware components states at different moments; 
therefore, debugging activities are simplified. 

c. Software analysis – a simulator may provide performance and 
power consumption metrics; based on the obtained metrics, op-
timization techniques may be applied. 

Hardware simulation can be performed at different abstraction layers. The most 
accurate simulation is obtained using RTL models. However, it has a high compu-
tational complexity; simulating large software applications is not feasible [4]. 
Higher abstraction simulation models provide better speed, while obtaining less 
accurate results [1,2]. Therefore, a trade-off between performance and accuracy 
must be obtained.  

In this chapter, a C++ cycle approximate simulator – moviSim – is presented. 
Its main goal is to model a wide range of heterogeneous bus based MPSoCs. The 
main desired features are increased flexibility (in order to easy reconfigure hard-
ware architectures), increased accuracy (in order to facilitate detailed analysis) and 
high simulation performance. The flexibility is provided by two means: develop-
ment of a dedicated library of both generic and specific components and providing 
a standardized interface which allows easy integration of hardware modules. 
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2   Multi-processor System on Chip Simulation 

Several cycle accurate MPSoC simulators have been developed, such as the ones 
presented in [5,6,7,8,9].The M5 simulator [5] has been specific designed to model 
computing systems in TCP/IP networks. It simulates bus-based systems similar to 
the ones used in conventional desktops. Two processor cores are modeled: a Sim-
pleCPU processor core (non-pipelined, in-order) and the O3CPU core (pipelined, 
superscalar, out-of-order and simultaneous multithreaded). Different instructions 
set architectures (ISA) are mapped on the O3CPU core, such as Alpha, Sparc, 
MIPS and ARM. Regarding support for interfaces and accelerators, M5 offers an 
accurate model for a Network Interface Controller, but also models for serial ports 
and disk controllers. According to [6], the maximum number of processor cores 
supported in a computing system is 4. Its main advantage is represented by the 
fact that it can incorporate in an easy manner a wide range of ISA, however, the 
processor cores are not modeled accurately (as the instruction set architecture is 
mapped on the O3CPU). Also, this simulator allows rapid integration of interfaces 
(such as I/O devices). 

The Simics GEMS simulator [8] has been developed around the Ruby memory 
system simulator, the OPAL processor model (which uses a partial SPARC v9 
ISA) and the Simics functional simulator. Ruby models a flexible multi-processor 
memory hierarchy, while the entire interconnect network is treated a single mono-
lithic communication channel. The flexibility of this simulator relies on the usage 
of Simics functional simulator. 

The SESC simulator [9] is considered MPSoC simulator with the highest per-
formance, according to [6,7]. An out-of-order MIPS core is modeled as processing 
element; however the effects of wrong-path instructions are not modeled. The in-
terconnect model is based on a routing network composed out of switches which 
routes data (organized as packages) from source to destination. As a drawback, it 
does not provide support for to integrate or add interfaces and hardware accelera-
tors, which are ubiquitous in every modern SoC. 

The MC-Sim [6] simulator is suitable for network-on chip modeling. It uses 
SESC processor core module as processing element. It models L1 and shared L2 
caches; however it does not provide models for DRAM memories. Accelerators 
can be integrated using the coprocessor models, either as tight-coupled coproces-
sor (being part of a network node coupled with a processing core) either as loose-
ly-coupled coprocessor (as a stand-alone node within the network). 

The MVTSim simulator [7] uses a MIPS32 as processor cores. Communication 
between cores is performed using lightweight threads between the processing ele-
ments, instead of data read and write operations. The cache is coupled to the pro-
cessor, while each core seas only a fraction of the memory space, in order to avoid 
coherency problems. It does not allow integration of interfaces and hardware  
accelerators.   
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All described simulators have the following drawbacks: 
 
1. They do not model in an accurate way bus and bus transactions; thus they 

cannot be used in day to day software development process (they cannot 
help a developer to detect for example the clashes on different resources, 
nor the miss-usage of the resources of the system). 

2. No models for inter processor communication and synchronization me-
chanisms are provided. 

3. These simulators lack in their analysis capability, not providing important 
metrics for performance (stall clock cycles, bus traffic, cache hit/miss 
count, memory clashes etc) or power consumption estimation which are 
important during both hardware and software development and optimiza-
tion processes. 

Due to these major drawbacks, the above simulators could not be used for hard-
ware architecture exploration and software application development. 

3   moviSim Architecture 

moviSim is used to model bus based MPSoC, which are composed of different 
processor and DSP cores, caches, memory modules, interfaces, accelerators and 
other modules connected through buses. An example of such system is depicted in 
Fig. 1. The moviSim has been implemented in C++.Development of the moviSim 
has been driven by the following goals: 

1. Accurate bus and bus transactions modeling – generic bus models similar 
to the ones used in AMBA specifications have been developed [12]; sev-
eral important bus characteristics can be configured, such as bus width, 
number of masters or slaves, the ability to support different types of 
transactions, arbitration policy, etc; every component which connects to a 
specific bus must contain at least one slave interface (characterized by 
slave address, address space and slave ID) and possible one or several 
master interfaces (defined by a master ID); furthermore, a generic bus 
transaction model is used (Fig 2.a); important features of the transaction 
model are implemented, such as the address, data, master ID, timestamp 
(moment of the transaction), burst and burst type; log files containing all 
the transactions on a specific bus may be generated, and thus, bus traffic 
can be monitored. 

2. Easy configuration of a hardware architecture – in order to achieve this 
goal, all simulation models for hardware components inherit the Mod-
elInterface class (Fig. 2.b); some of the methods defined by this class are: 

a. Execute – it describes the behavior of a bus or hardware compo-
nent within one clock cycle; this method is addressed at each 
clock cycle; 

b. Reset – it describes the behavior of a hardware component on a 
reset; is called at each activation of the reset signal; 
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Fig. 1. General architecture modeled by MoviSim [3]. 

c. runSimulation – it is used for processor cores to set the start ad-
dress of their corresponding code section; 

d. GetState – it is used in order to determine if a processor core is 
executing code; 

e. GetProfilingInfo – this method is used to generate profiling in-
formation for the component, in order to increase the analysis 
capability; 

f. GetMasterInterface and GetSlaveInterface – this method is used 
to determine the master and slave interfaces of the module. 

 

Fig. 2. a) Bus interfaces for a simulation model [3], b) the ModelInterface abstract class. 
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3. Integration capability of other simulators – integration of other simulators is 
possible, due to the usage of standardized model interface; in order to in-
clude other simulators, several steps have to be followed: declaring a wrap-
per class consistent with the standardized interface; adding an external  
simulator object member into the wrapper class; calling the cycle execution 
method and the reset method of the external simulator object within the 
wrapper class execute and reset methods; defining bus slave and master in-
terfaces and implementing methods for read and write operations; this way, 
the SystemC based PowerPC Microlib [10] and the SWARM ARM7 [11] 
simulators have been integrated (Fig. 3). 

 

Fig. 3. Integrating the SWARM simulator into MoviSim. 

4. Increased analysis capability – several metrics have been implemented in 
the moviSim simulator, such as: 

a. Execution time – the number of clock cycles required for each 
program to execute is provided by the simulator; 

b. Stalled processor cycles – stalls which appear during the execu-
tion of a program on one of the systems processors are provided; 
moreover, the stall source is provided allowing a stall profile of 
the simulation; 

c. Cache metrics – these include hit/miss ratio, cache accesses, port 
clashes, etc.; 
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d. Instruction level parallelism - this allows software optimizations 
in order to make use of the hardware more efficiently; 

e. Estimated power consumption profile – this feature is imple-
mented for the Movidius SVE cores; extremely useful when 
analyzing hardware architectures and software application for 
mobile devices; 

f. Profiling information – these include assembly line profiling, 
code and data labels profiling, etc.; 

Furthermore, more metrics can be added, depending on the desired ana-
lyses which will be performed. 

5. Inter-processor mechanism modeling - two types of inter processor 
communication and synchronization mechanisms have been imple-
mented: a FIFO module and a hardware MUTEX module. These compo-
nents can be connected to a processor core. Regarding a FIFO, other pro-
cessor cores may write to it, while reading can be performed only by the 
core which owns the FIFO. Regarding MUTEX modules, these are used 
for dedicated hardware mutual exclusion mechanisms, which are fre-
quently used when dealing with multi-core and multi-threaded systems. 

Configuring a system employs a standardized XML file, which contains the im-
portant characteristics of the hardware component inserted into the SoC. This way, 
a simulation model for a target SoC is performed into an easy manner. 

4   Modeling Hardware Modules 

Two types of components have been used: generic components and specific com-
ponents. The generic components have been implemented in order to increase the 
flexibility of the simulator. The following modules have been modeled: buses, 
memories, caches and bus bridges. 

In order to have accurate models for memories and caches, a wide range of pa-
rameters can be configured: 

• for memories: size, read/write ports, latency (in clock cycles), error detection 
and correction, 

• for caches: size, set-associativity, write policy, replacement policy, coherency 
protocols. 

The most important class of specific components is represented by the processor 
cores. Two types of processor cores have been implemented: 

1. Leon Sparc V8 processor – a 32 bit RISC processor with floating point unit. 
2. Movidius DSP core (SVEs) – a 128 bit VLIW low power DSP with 8 paral-

lel execution units (including an integer, scalar and vector SIMD floating point 
units – for both 16 and 32 bits floating point arithmetic). 



220 A. Amaricai et al.
 

Although the performance has been affected, an accurate implementation of these 
two processors has been chosen. This is due to the desire to obtain increased anal-
ysis capability of different parameters, such stall clock cycles, instruction level 
parallelism, and power consumption. 

Furthermore, a wide range of hardware interface and modules typical to an 
SoC have been implemented. These include [3]: 

1. Camera interface module – the camera interface module is used for simu-
lating the data sent by a digital camera; the input is a data file that con-
tains a stream containing frames that emulate the activity of a camera; the 
supported image formats are planar YCbCr4:2:2, RGB888 and raw Bayer 
format (12 bits), while output formats are YCbCr 4:2:2, YCbCr 4:2:0 and 
YCbCr 4:4: both planar and linear. It has four DMA channels, one for li-
near RGB with review, and three for YCbCr formats in both planar and 
linear format; the processing modules implemented are windowing, color 
correction, color space conversion (from RGB to YCbCr), color mapping 
and sub-sampling module and Bayer demosaicing module. Another fea-
ture implemented is the preview DMA channel that transfers a frame in 
RGB888 image format. Furthermore, each DMA channel can be enabled 
independently. The camera interface and its DMAs are configured using 
the register file, in the same way as the hardware. The model is capable 
of generating interrupts such as the ones for HSYNC, VSYNC (end of 
frame) or DMA transfer done. 

2. LCD interface module – it is used to simulate the data transfers utilized 
for the display of frames on a LCD screen; its inputs are represented by a 
stream of frames from the system’s memory, while the outputs are 
represented by a file that emulates the activity of the LCD; it implements 
operations such as load source address, layers initialization, convert to 
RGB function, convert to YUV function, execute transfer, write to output 
file and write each component; it has three DMA channels for the three 
video layers. LCD supports blending and transparency effects; the second 
category of features is related to the management functions on the bus; 
special attention is given to modeling the DMA functionality in order to  
accurately model the bus traffic; read requests are issued to fill the DMA 
FIFOs for as long as there is space in the DMA FIFOs; the input formats 
supported are: RGB888 linear, YCbCr4:2:2 linear, YCbCr4:2:0 planar, 
while the supported output formats are: YCbCr4:2:2 linear, YCbCR4:4:4 
linear and RGB888;  

3. DMA controller – it is used to transfer data between two memory loca-
tions with multi-task option; it implements functions for registry setting, 
calculating source and destination address, data transfer; transfer supports 
FIFO mode and stride mode (transfer length byte and pass over stride 
bytes). 

4. NAL encoder and decoder – these two modules can be used to en-
code/decode NAL units of type 1,5 and 20 for H.264 encoding/decoding 
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[13]; the implemented decoder takes as input a NAL unit from the memo-
ry and via the receiver DMA channel, and outputs the slice header (254 
words per slice), macroblock fixed part (60 words per macroblock) and 
the macroblock variable component (the macroblock coefficients), and it 
transfers them on the transmission DMA channel, while the encoder per-
forms the opposite operations; the encoder/decoder configuration regis-
ters contain the sequence parameter set and picture parameter set used to 
encode/decode the NAL unit; it performs both CABAC and CAVLC en-
coding/decoding. 

5. Bus traffic generator [3] – this module can substitute other modules, al-
lowing analysis of different bus configurations (width, arbitration, etc.); it 
comes in 2 configurations: random and pattern; in random mode, it gene-
rates random transactions on the bus; in pattern mode, it can be used as a 
replacement of a processor or hardware component regarding their bus 
behavior; this module can be used for early development of the simula-
tion system (which could be replaced later by a properly implemented 
module), or for the modules which aren’t relevant from the analysis’ 
point of view, but which may affect the simulation profile; moreover, size 
and parameters of the injected transactions can be configured. 

Future hardware modules can be modeled, as long as their simulation model will 
inherit the ModelInterface class and will use the standardized bus slave and master 
interfaces. 

5   Simulation Results 

The simulated MPSoC is similar to the one depicted in Fig. 4. It consists of: 

- 8 Movidius SVEs, each with 1 FIFO, 
- 1 Leon RISC core, 
- 8x128 kB CMX RAM memory directly link to each SVEs, 
- 8 hardware MUTEX for the CMX RAM memory, 
- 128 kB L2 Cache with LRU replacement policy, 
- 1x128-bit bus, 2x64-bit bus and 1x32-bit bus, 
- 6 bridges, 
- 16 MB DRAM memory, 
- 32 kB SRAM memory, 
- UART interface, JTAG port, camera interface, LCD interface, 1 timer 

module with 8 timers, interrupt controller, 
- NAL encoder and decoder. 

The simulations have been performed on an Intel I5 processor, 4GB DDRAM 
memory desktop computer with Windows 7 operating system. We have simulated 
a full software H.264 decoding and a full software H.264 encoding on the  
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described MPSoC. The H.264 decoding required the use of 3 SVEs, while the 
H.264  encoder has been implemented on 5 SVEs. Results are presented in  
Table 1. 

 

Fig. 4. An overview of the modeled system used in simulations. 

Table 1. Simulation results 

Algorithm Image/Video 
Stream Prop-
erties 

Simulation 
Time 

Number of Ex-
ecuted Instruc-
tions 

Instruction 
Level Paral-
lelism 

Clock Cycles Stall Clock 
Cycles 

 

H.264 

Encoding 

 

8 frames 

128*144  
pixel 

YCbCr 4:2:2 
1 min 40  s 

SVE0:974,255 

SVE1:916,517 

SVE2:1,044,114

SVE3:700,888 

SVE4:761,557 

SVE0:2.48 

SVE1:2.47 

SVE2:2.50 

SVE3:2.49 

SVE4:2.89 

SVE0:1,304,358

SVE1:1,304,367

SVE2:1,304,369

SVE3:1,304,370

SVE4:1,304,303

SVE0: 
330,104 

SVE1:387,851 

SVE2:260,256 

SVE3: 
603,482 

SVE4: 
542,747 

H.264  

Decoding 

1 frame 
720*432  
pixel  

YCbCr 4:2:0 
1 min 13 s 

SVE0: 293,405 

SVE1: 3,637,891

SVE2: 3.173.583

SVE0: 2.08

SVE1: 2.12

SVE2: 2.32

SVE0: 
4,322,465 

SVE1: 
4,534,537 

SVE2: 
4,478,454 

SVE0: 
4,029,061 

SVE1: 
896,647 

SVE2: 
1,304,872 
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The simulation results show that the proposed simulator has an execution speed 
of more 40 kIPS when the software ran on 5 DSP cores and more than 90 kIPS 
when the software used 3 SVEs. Some factors which limit the performance of the 
MoviSim are: 

- complex simulated SoC system 
- complex VLIW architecture of the Movidius DSP core;  
- accurate modeling of bus and bus transactions modeling of interrupts and the 

inter-processing mechanisms, which in the described applications are fre-
quently used 

The proposed simulator presents a simulation performance similar to MC-Sim and 
higher with respect to Simics-GEMS or M5. 

6   Conclusions 

This chapter presents a cycle accurate simulator, implemented in C++ used for 
modeling bus based MPSoC. The most important advantages of the moviSim si-
mulator are: 

1. Enhanced analysis capability for bus traffic by accurate modeling 
of bus and bus transactions and by implementing a bus traffic generator. 

2. Enhanced analysis capability of systems performance by imple-
menting stall clock cycles count, instruction level parallelism computation 
and cache hit/miss counters. 

3. Easy configuration of a SoC system by providing standardized 
interface for hardware components and a library of generic modules. 

4. Easy integration of other cycle accurate simulators – the 
SWARM ARM7 and the MicroLib PowerPC750 simulators have been 
integrated into moviSim. 

5. Modeling of interrupts, FIFOs and hardware MUTEXes, which are 
used as means of communication and synchronization between processors 
or between processors. 

The moviSim simulator has been used for architectural design exploration in the 
development of the Movidius Myriad3D platform, which uses 20 GFLOPS Movi-
dius MA1133 graphic coprocessor, and for the Movidius 3D applications  
development. 

Acknowledgments. This work has been funded by the EU Falx Daciae - SUIM 499/11844, 
POS CCE O2.1.1 research program. 
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Abstract. Software/hardware codesign is a complex research problem that has 
been slowly making headway into industry-ready system design products. Recent 
advances have shown viability to this direction within the design space 
exploration scope, especially with regards to rapid development cycles. Here, we 
exploit the hardware/software codesign landscape in the artificial neural network 
problem space. Automated tools requiring minimal technical expertise from Altera 
and Tensilica are examined along with newer advances solely within 
hardware/software codesign research domain. The design space exploration 
options discussed here look to achieve better software/hardware partitions using 
instruction-set extensions and coprocessors. As neural networks continue to find 
usage in embedded systems, it has become imperative to efficiently optimize their 
implementation within a short development cycle. Modest speedups can be easily 
achieved with these automated hardware/software codesign tools on the 
benchmarks examined. 

1   Introduction 

Application-Specific Instruction-set Processors (ASIP) and coprocessors have 
become common within the embedded marketplace, targeting a variety of 
industrially relevant real-world problems. Automated and manual methods for 
identifying efficient partitions between hardware and software are available. In 
this chapter, we examine the advantages and disadvantages of each approach using 
published artificial neural network examples [1, 2] and industry standard tools [3, 
4]. These example programs were selected as neural network implementations 
with a status of legacy code that is still in use today. 

In an ASIP, the instruction-set is customized to accelerate a particular 
application or application type. The design of an ASIP brings both hardware and 
software together; exemplifying the hardware/software codesign methodology. 
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Neural networks are an application of interest to the hardware acceleration 
community as a neural network ASIP implementation can lead to lower power 
consumption, faster task execution and higher task throughput compared to 
traditional processor-centric software implementations. Here, we examine how an 
embedded system can be developed and tailored to increase the performance of 
neural network applications. 

When custom instructions are added to an existing instruction-set, they are 
called instruction-set extensions [5]. The automated identification of instruction-
set extensions is a continually advancing research direction. In contrast, another 
solution involves adding a coprocessor or hardware accelerator to the bus that is 
shared with a processor. This approach does not require any change in processor 
architecture. Hardware/software codesign can be achieved in many ways, some 
more automated than others, and spanning a spectrum of design space exploration 
options. Human guided software to hardware conversion involves a skilled 
engineer selecting hotspots in an application based upon profiling and inspection 
of the code. For example, code surrounded by several nested for loops would, at a 
glance, seem to be an interesting candidate for hardware acceleration as unrolled 
loops. Conversely, automated implementation of custom instructions relies on 
modeling of the execution time behavior of the source code. Both approaches 
should result in a speedup. 

Both the bidirectional associative memory (BAM) and Hopfield auto-
associative memory networks (HAM) code samples [1, 2] were subjected to 
automated instruction-set extension identification and coprocessor implementation 
algorithms using commercial tools. We compare the manually specified 
coprocessors with the automated custom instruction acceleration to reveal the 
speedup possibilities exposed by each technique. 

1.1   Our Contribution 

In this chapter, it is shown that hardware/software codesign has become a viable 
solution for artificial neural network (ANN) applications within a rapid 
development life cycle. Trained experts are still needed for optimal 
hardware/software partitioning but today’s results show promise with automated 
tools offering quick and effective solutions within the neural network problem 
space. Legacy code has become a large issue in the embedded system arena. Code 
rewrites and manual system augmentations can be easily minimized with 
hardware/software codesign tools while maintaining strict adherence to 
performance and power requirements. Automation is ready for primetime and is 
shown to cover two different neural network implementations effectively. 
Previous work [6], showcased one automated method of hardware software 
partitioning for neural network applications. Here, we expand on this concept and 
examine other commercial options. 
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2   Background and Related Work 

Research into artificial neural networks began in the 1940s as a way of modeling 
the biological pattern classification techniques present in the brain. Modeling 
neurons and their interconnections lead to a powerful machine capable of 
effectively and efficiently solving some types of automatic classification problems 
[7]. In the 1980s neural network research moved into the area of memory 
modeling.   

We analyzed two memory modeling algorithms, the auto-associative Hopfield 
model (HAM) and the hetero-associative Bidirectional Associative Memory 
(BAM) [8, 9]. 

2.1   Implementation and Optimization Approaches 

Once working algorithms have been developed, techniques are developed to 
optimize their performance. These optimization techniques can be categorized as 
software, hardware or a hybrid hardware/software solution. 

In software, several supercomputer implementations of ANNs have been 
created. In [10], the development of a menu driven neural network system is 
explored to run on a Cray supercomputer. The IBM Almaden Research Lab and 
the University of Nevada running on a Dawn Blue Gene/P supercomputer 
simulated 1 billion neurons with 10 trillion synapses [11].  

ANN software implementations are processor intensive hence, the CPU is the 
bottleneck in algorithm processing speed. As such, in order to speed up the 
processing of an ANN implementation, the CPU clock rate needs to be increased, 
or specialized hardware needs to be developed [12, 13]. 

The ANN algorithms have also been developed in hardware. These have been 
done on a single FPGA, a network of FPGAs and in silicon. These hardware 
implementations require a datapath and control logic for each neuron as well as a 
physical synapse connection between them [14, 15]. Several custom hardware 
implementations of ANN algorithms exist. Examples include BrainScaleS [16], 
MoNeta [17], and IFAT 4G [18, 19]. Application specific ANN implementations 
also exist for solving fuzzy logic [20] and trigonometric [21] problems. 

Constraints on these hardware designs are typically the number of connections 
possible between neurons and the amount of chip area per neuron [22]. Using 
common network techniques, it is possible to set up routing protocols which allow 
for dynamic route creation between neurons [23, 24]. However, the savings in 
number of connections is offset by the extra chip space required for the routing 
logic. Multichip solutions are also viable, increasing hardware requirements at the 
cost of bandwidth. 

Both the hardware and software approaches have their advantages and 
drawbacks. A hybrid hardware/software codesign approach has been explored in  
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[25]. Cray XD1 systems have been paired with FPGAs [14, 15] and [26] uses 
graphics processors to simulate neural networks. In the following pages, different 
options for this hardware/software codesign approach are explored. 

3   Hardware/Software Codesign 

Typically, developers tackle a system design problem in two separate steps, the 
hardware design and the software design. Hardware/software codesign has 
emerged as a way to envision the entire system design as both software and 
hardware components simultaneously, streamlining the design process. This 
streamlining reduces design costs, speeds up development time, limits rework and 
eases integration for SoC based systems. 

As most designs work from existing microprocessor intellectual property, 
common codesign efforts involve hardware acceleration based on existing 
intellectual property cores. Typical hardware acceleration techniques used within 
the hardware/software codesign methodology are coprocessors and instruction-set 
extensions. Both directions are explored next with two neural network legacy 
application examples. 

3.1   Automated Coprocessor Acceleration 

Coprocessors are hardware accelerators that typically interact with a processor 
through the bus. Coprocessors can be specialized, offloading complex tasks away 
from the primary processor. Examples of common coprocessor functions include 
cryptographic functions, signal processing or graphics.  

Altera offers an automated software to hardware generation tool [4] which 
takes compatible C functions and converts them into HDL which becomes 
integrated as coprocessors. The coprocessors are connected to the Avalon fabric 
which connects the NIOS processors to other SoC components such as memory 
controllers or parallel input/output (PIO) interfaces.  Certain restrictions apply to 
hardware conversion such as operator limitations, data types or runtime library use 
within functions. To utilize the tool, a user simply selects a function within the C 
program which they wish to accelerate. Minimal code changes are required for 
quick design space exploration; however, the best mappings require code tailoring 
to optimally take advantage of the coprocessor architecture. C2H guidelines are 
available describing the best way to code the initial C program for optimal 
hardware generation. Fig. 1 shows the automated coprocessor generation process 
as a sequence of steps. 
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Fig. 1. Automated Coprocessor Generation. 

3.2   Instruction Set Extension Identification 

ASIPs are processors which have had their instruction sets augmented and tailored 
towards a specific application. Hardware accelerators are created as custom 
instructions and added into a general-purpose processor Instruction-Set 
Architecture (ISA). Selected custom instructions and the matching hardware 
description are called Instruction-Set Extensions (ISEs), and the custom 
instruction discovery process is called ISE identification. ISEs are typically more 
closely coupled and fine-grained compared to their coprocessor counterparts as 
they integrate directly into the datapath of the processor and become visible 
through the ISA, not a memory interface. 

One of the most popular tools for ISEs is provided by Tensilica [3]. Tensilica is 
a leader in processor optimizations and instruction-set augmentations for custom 
hardware, all of which is dependent on their base Xtensa processor. For the 
purposes of this work, we examine the automated Tensilica compiler XPRES as it 
attempts to discover and generate instruction-set extensions. Fig. 2 illustrates the 
standard automated ISE design flow used in this problem domain. Automated 
methods examine the low level representations of programs and attempt to find 
patterns which would benefit from hardware acceleration within the datapath. The 
level of analysis usually takes place on that of the dataflow graphs (DFG) on basic 
blocks. Basic blocks are code segments with one entry point and one exit point. 
Selection is made based on constraint based optimization or a library of known 
template patterns. Once a selection is made, hardware is generated and the graph 
nodes are compressed into the new ISA instruction. The algorithm described in [5] 
is also used to automatically discover ISEs as shown in [6].  
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Fig. 2. Instruction-Set Extension Identification Design Flow. 

4   Experimentation 

Two experiments were conducted using both BAM and HAM neural network 
simulations as test benchmarks [1, 2]. The objective of the experiment series is to 
examine the various automated hardware/software codesign techniques for neural 
network applications. These techniques can be used to quickly and efficiently 
facilitate rapid development. We compare industry results to research intensive 
automated tools. 
 
1. The first test utilizes the Tensilica XPRES compiler to automatically generate 

instruction-set extensions. A clear trade-off between performance and hardware 
size is available. No code augmentations were made to the benchmarks. 

2. The second test uses the Altera C2H tool to convert selected C program 
functions into coprocessors. Minor code changes were made removing file 
handles to allow for conversion. 

5   Results 

Results of the two experiments are shown in this section. The subsequent section 
analyses the outcome of the tests compared to initial work presented in [6]. 
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5.1   Experiment 1 

In this experiment, the Xtensa XPRES Compiler Version 4.0.2 was used. Its 
function was to analyze the C implementations of the BAM and the HAM 
algorithms in order to generate and simulate the creation of additional hardware 
instructions, providing information on the additional logic that would be required 
to maximize speedup. 

The XPRES compiler has four main acceleration techniques, FLIX, SIMD, 
fusion and specialization. FLIX allows for the creation of VLIW type custom 
instructions. SIMD allows for a single instruction to work on several data 
concurrently. Fusion fuses consecutive arithmetic or logic instructions to operate 
in a single clock cycle. Finally, specialization resizes existing instruction calls so 
that they are more likely to fit in a VLIW instruction. ISEs were automatically 
generated as TIE (Tensilica Instruction Extension), Tensilica’s proprietary HDL 
language. 

During software profiling, the XPRES compiler determined that SIMD 
instructions would not help to increase the performance of our algorithms so FLIX 
and fusion were enabled.  Tensilica results are shown in Table 1. 

 

Table 1. BAM/HAM Tensilica Results 

Xtensa with XPRES Baseline Clock Cycles Accelerated Clock Cycles Speedup 

BAM  544,814 393,190 1.387x 

HAM 9,531,886 6,341,179 1.503x 

5.1.1   BAM 

During the automated design space exploration, considering ISE options, tradeoffs 
between hardware and performance become available. Fig. 3 shows how the 
considered ISEs affect hardware size and performance. The maximum 
performance gain is achieved with the largest additional hardware of 35,003 gates. 
The baseline processor execution takes 544,814 clock cycles for the application. 
The maximum feasible performance gain comes in at 393,190 clock cycles which 
is relatively consistent with the plateau seen after 19,500 additional gates for the 
ISEs. The optimal tradeoff point between performance and additional hardware 
can be found in this area. 
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Fig. 3. Xtensa Analysis of BAM Algorithm - Clock Cycles vs. Additional Hardware 
Requirement. 

5.1.2   HAM 

There are three clear performance plateaus for the HAM benchmark after being 
run through the XPRES compiler as shown in Fig. 4. The baseline processor 
required 9,531,886 clock cycles to execute the program. Utilizing the maximum 
number of ISEs and around 27,000 additional gates, we can get this execution 
down to 6,341,179 cycles. Note that the speedup actually decreases with the final 
hardware additions. A maximum speedup of 1.5x was achieved with an additional 
26,829 gates which can be interpolated from the data presented below. 
 
 

 

Fig. 4. Xtensa Analysis of HAM Algorithm - Clock Cycles vs. Additional Hardware. 

5.2   Experiment 2 

For the Altera C2H tool examination, the net initialization, weight calculation and 
layer propagation functions were converted to hardware since they were on the 
critical path. File output functions for results were then changed to terminal output 
functions in an effort to remove file handles. The three selected functions were 
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then automatically converted to hardware coprocessors via the C2H tool and 
minor pointer reassignments were done. The HDL was automatically generated 
and integrated into the complete embedded system. Results are available in  
Table 2. Each test was physically run on an Altera DE2 development board using 
a Cyclone II FPGA. 

Table 2. BAM/HAM Altera C2H.  

Altera C2H Baseline Clock Cycles Accelerated Clock Cycles Speedup 

BAM  17,445,554 12,918,407 1.350x 

HAM 305,475,945 260,245,741 1.174x 

5.3   Summary 

The results of both experiments are available in Table 3. The summary shows the 
physical and simulated embedded system architectures along with the base 
intellectual property processors. Different hardware/software codesign methods 
described in the previous experiments are listed for each value.  

Table 3. Results of Design Space Exploration. 

System Name 

 

 

Best Execution Time 
(s) 

CPU Memory Clock 
Rate 
(MHz) BAM HAM 

Baseline NIOS II 0.17446  3.05476 NIOS II/f 4KB I-Cache,  

2KB D-Cache,  

8MB RAM 

100 

NIOS II with BAM 
coprocessors 

0.12980 - NIOS II/f 4KB I-Cache,  

2KB D-Cache,  

8MB RAM 

100 

NIOS II with HAM 
coprocessors 

- 2.60244 NIOS II/f 4KB I-Cache,  

2KB D-Cache,  

8MB RAM 

100 

Baseline Xtensa 0.00545 0.09532 Xtensa LX 
4.0 

1KB I-Cache,  

1KB D-Cache, 

RAM not configured in 
simulation 

100 

Customized Xtensa 0.00393 0.06341 Xtensa LX 
4.0 

1KB I-Cache,  

1KB D-Cache, 

RAM not configured in 
simulation 

100 
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5.4   Comparison and Discussion 

Various automated codesign methods were explored in this work including 
coprocessor and ISE solutions. Speedups were achieved with little development 
effort on the part of the engineer or developer. It should be noted that the baseline 
Tensilica compilation with no additional hardware had the fastest baseline 
execution time. It is believed that the underlying VLIW architecture and O3 
compiler flags caused such a high-performance baseline for the Xtensa processor. 
There is a clear initial decision that must take place where unaugmented targets 
are compared. It may in fact be possible that a proper target selection may 
alleviate the need for embedded system augmentation through coprocessors or 
ISEs. A tailored ISA or the use of coprocessors allows for the possibility of lower 
power consumption while maximizing performance.  

During the automated analyses for the ISEs, it was noted that initialization and 
the propagation stages posed the most computationally intensive. The manually 
selected functions in C2H closely matched where the low-level ISE identifications 
occurred and again with the generated TIE segments from Tensilica. This is 
similar to the results obtained in [6] with a major selected graph segment shown 
below in Fig. 5. 

 

 

Fig. 5. An identified ISE from the BAM program which initializes the network with data. 

This particular identified segment can accelerate an operation found within 
three levels of for-loops for initialization. The instruction contains two multipliers, 
three adders, a modular arithmetic unit, and a signed left shift. The circles 
represent computation, and the operation type is noted. The square boxes represent 
registers, and the numbers in these boxes are the labels of the associated variables 
extracted from the low-level intermediate representation (LIR) of the program 
within the ISE identification pass of the COINS compiler as described in [5]. The 
arrows represent signal paths in the ISE datapath.  

In our previous work [6], based off bleeding-edge custom hardware 
identification algorithms, a speedup of between 1.18x and 2.1x was found for the 
example applications. These results are close to the commercial tools available on 
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the market today as concluded from the results shown in the previous section. A 
direct comparison cannot be easily made as each target architecture is different 
and different compilers were used.  

The use of both ISEs and coprocessors simultaneously has been explored in 
works such as [27], increasing the design space exploration breadth while using 
similar techniques. Here, we were able to successfully utilize automated codesign 
tools with neural network applications to achieve acceptable performance results 
with minimal effort. It is believed that more in-depth engineer involvement in the 
codesign process will yield increased performance; however, the goal of our work 
is to show that automated tools are in fact ready for primetime with regards to 
legacy neural network application code. 

6   Conclusions 

In this work, we have examined the use of ever advancing hardware/software 
codesign tools for legacy neural network applications. Modest performance 
speedups were easily achieved with little developer involvement. There is a clear 
benefit to using existing hardware/software codesign tools for legacy applications. 
They reduce both time to market and staff knowledge requirements while offering 
performance benefits that are comparable to hand rolled solutions. 
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Abstract. The chapter presents a pragmatic method to obtain optimal implement-
able control methods of variable speed fixed blades small windgenerators, depend-
ing of available information values about the control object (wind speed, rotation 
speed, air density, blade’s position in the air flow). The elaborated method pre-
sumes the existence off a laboratory model having: an electromechanical analog 
model of considered turbine in accordance with a pre-established turbine theoreti-
cal mathematical model and the full generator-grid system, identical with the im-
plemented on the site one. The pre-established turbine theoretical model allows to 
calculate for different wind speed values, in the established working domain, the 
optimum turbine values nT opt k, MT opt k, PT opt k , k=1, 2, ... . Having the obtained op-
timum turbine operation values, these optimum regimes may be experimentally 
obtained on the laboratory model, and all operation values of different elements of 
the conversion line “generator - power electronic interface – grid” may be meas-
ured. Different obtained parameter pairs may be use to determine regression func-
tions that may be used as optimum wind control laws. Considering the hardware 
structure of studied windgenerator were chosen some optimum control laws. The 
obtained control laws was implemented and verified on Matlab / Simulink model 
considering different wind speed variations. The simulation results confirm the 
opportunity and the quality of the adopted optimal control law. 

1   Introduction 

In literature, a large number of papers deal with the operation regimes of windge-
nerators, small ones inclusively, and their control strategies implemented in dedi-
cated software [1 - 4]. 

The state of the art of small windgenerators shows the following main trends: 
 
- direct coupling of the wind turbine and the electrical generator, 
- permanent synchronous generator, 
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- unregulated turbine blades, 
- lack of wind speed transducer, 
- lack of rotation speed transducer, 
- wind turbine power optimum control. 
 

The considered in this chapter windgenerator has the mentioned features. 
At “Politehnica” University from Timisoara, Romania UPT, was studied the 

control system of 5 kW horizontal windgenerator, under one European Economic 
Aria Grant [2], following the next main targets: 

 

1) The start and grid/consumers connection of the wind generator, at a wind 
speed at which the wind turbine power is larger than that of the power losses in the 
conversion system and, consequently, the electrical energy delivery begins [1, 2] 

2) To assure the wind generator operation at optimum power of the wind tur-
bine for wind speed range between the start and rated values [1, 2, 5] 

3) To assure the windgenerator operation at IHDC rated = const, for wind speed 
range upper the rated one. 

4) Wind generator stop in normal operation conditions at the human operator 
request  

5) Wind generator automatic safety stop in fault operation conditions (extreme 
wind speed, short-circuit, vibrations, blade damage, mechanical breakdown) [6, 7]. 

The structure of the considered windgenerator is given in Fig. 1, where: 
 

- WT – wind turbine rotor 
- BRK – safety system brake 
- ELBRK – electrical brake resistor 
- PMSG – permanent magnet synchronous generator 
- DB – diode bridge 
- HDC – hybrid dc-dc converter 
- BVI – boost voltage inverter. 

 

 

Fig. 1. Wind generator structure. 

In this chapter, the second mentioned operation regime of the UPT-EEA 5 kW 
wind generator there is considered [8]. 
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2   Optimal Operation Regime and Control Strategy 

At present day are known two approaches of the optimal control: 

- Maximum power point tracking MPPT; 
- Control based on the turbine mathematical model knowledge. 
 

In the considered application there was considered the second mentioned ap-
proach, with the following mathematical model 

2 / 2T MM C S R vρ=  (1)

from witch results  

T TP M ω=  (2)

where: S = 19.6 m2, R = 2.50 m, v - wind speed, ω - turbine rotor angular speed, 
CM - torque coefficient given by the relation: 

2.5
0M MC C a TSR b TSR= + ⋅ − ⋅  (3)

with: tip speed ratio TSR0 =3, CM0=0.0222, a =0.0986, b = 0.0113. 
It is a known fact the importance of the preliminary experimental test of tech-

nical systems as a whole or of parts of such systems, from different reasons: 

a) To verify the correctness of theoretical approaches/estimation of their cha-
racteristics used in their design for fabrication or for preliminary considerations of 
their operation characteristics; 

b) To verify the fabrication and assembling technology. 

The tunnel tests are specific for air-dynamic devices or systems.  
In case when tunnel tests are not accessibly, a windgenerator laboratory model 

may be used, with full scale or reduced power real and / or analogical elements. 
 
 

 

Fig. 2. The mixed physical-analog laboratory model of UPT-EEA 5 kW windgenerator. 

In Fig. 2 there is presented the structural scheme of the considered windgenera-
tor laboratory model. 



242 R. Boraci et al.
 

The laboratory model contains the full scale elements of the considered wind-
generator except the wind turbine, instead of it an analog electromechanical model 
was adopted. The turbine model consists from an induction motor supplied by a 
frequency converter having as preset values the turbine torques corresponding to 
every wind speed and every rotation speed of the real turbine (1). 

It must be mentioned that it exists many methods of controlling the optimal 
power of the wind turbine, considering one of a multitude pairs of working values 
in optimal operating regimes: 

 

●   ( ) ( ),  ,  , , , , , , ,
T opt

opt T opt G G opt G opt DB DB HDC opt HDC opt HDC optP
n P P V I I V P V I F v= ; 

●   ( ) ( ), , , , , , , ,
T opt

T opt G G opt G opt DB DB HDC opt HDC opt HDC optP
P P V I I V P V I F n= ; 

●   ( ), , , , , , ( )
T opt

G opt G opt DB DB HDC opt HDC opt HDC opt G P
V I I V P V I F P= ; 

●   
HDC G optI V= ; 

●   ( )HDC opt HDCI F V= ; 

●   et al. 

 
For the UPT-EEA 5 kW windgenerator the optimal control law IHDC opt = F(VHDC) 
was considered, because of accessibility of the parameters IHDC opt and VHDC. 

The mentioned values may be theoretically determined using the mathematical 
models of the windgenerator components or may be obtained from the tunnel or 
from laboratory model experimental results as in the considered study case, results 
given in Table 1. 

In Table 1 the values of nopt and MT corresponding to PT opt were calculated in 
advance using the wind turbine power model obtained from (1) and (2) are given. 

The output values, ,HDC opt HDC optV I  where determined experimentally, for each 

pair ( ),  
T opt

opt T P
n M . 

Considering the experimentally obtained pairs  ( , )HDC opt k HDC opt kV I , k = 1,2 ..., 

of the two variables of adopted control function ( )HDC opt HDCI F V= , may be ob-

tained the needed control function using the method of regression functions. 
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Doing as mentioned above, was obtained the control function (4) represented in 
Fig. 3. 

*

2 3

89.590998 7.8627425

0.18449363 0.0014904265

HDC opt HDC

HDC HDC

I V

V V

= − + −

− +
 (4)

 

Fig. 3. The UPT-EEA 5 kW windgenerator optimum control function. 

By means of the obtained control function, can be preset, in dependence of the 
VHDC , the optimum value of IHDC opt corresponding to the optimum value of the 
turbine power PT opt , as it is shown in Fig. 3. 

Table 1. Experimental determined values IHDC opt AND VHDCopt for calculated in advance 
optimum (nOPT, (MT)PTOPT) windgenerator regime 

nopt 

[rpm] 

(MT)PT opt

[Nm] 

VHDC opt 

[V] 

IHDC opt 

[A] 

PT opt 

[W] 

46 66,90 23,1 12,19 280,58 

57 105,60 28,7 19,01 545,67 

69 150,80 39,4 24,68 970,08 

80 206,40 50,3 30,01 1506,79

92 268,00 60,0 37,97 2280,02

103 340,80 63,7 49,01 3184,58

 
Using other experimental values, measured as those shown in Table 1, may be 

obtained, too, if this is practically more convenient, other control functions/laws  
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mentioned in Section 1. There were calculated two control laws IHDC = F(n) and 
PHDC input = F(n). After some simplifications of the obtained corresponding regres-
sion functions, were retained and experimented successfully the following control 
laws.  

30.0008HDCI n=  (5)

and 

30.0028HDC inputP n= . (6)

3  Simulation Model 

The simulation model regarding the control of transient optimal regimes of the 
considered above wind generator is developed in Matlab / Simulink and presented 
in Fig. 4 [2, 8], where the operational characteristics of the system elements are 
known from manufacturer tests as well from experimental determination in the 
UPT laboratories. 

The controller from Fig. 5 is presented in Fig. 6. 
 
 

 

Fig. 4. Simulation model for the wind generator control of transient optimal regimes. 

 

Fig. 5. The structure of the turbine power optimization system. 



Pragmatic Method to Obtain Optimal Control Laws for Small Windgenerators 245
 

 

Fig. 6. Controller simulation model. 

4   UPT-EEA 5kW Windgenerator Optimum Control Simulation 

The simulation model regarding the control of transient optimal regimes of the 
considered above wind generator is developed in Matlab / Simulink and presented 
in Fig. 5 [2, 4], where the operational characteristics of the system elements are 
known from manufacturer tests as well from experimental determination in the 
UPT laboratories. 

Using the obtained simulation model from Fig. 5 were studied some transient 
regimes of the windgenerator, considering, from many possible: 

 
a) specific increasing wind speed of 15% ... 100%, expressed by the relation: 
 - step function; 
 - increasing linear function; 
b) admitted by the considered windgenerator small wind gusts [6], expressed by 

the relation (represented in Fig. 7): 

 
( ) ( )( )

( ); 0 and
( , )

( ) 0.37 sin 3 / 1 cos 2 / ; 0gustN

V z t t T
V z t

V z V t T t T t Tπ π
< >⎧⎪=⎨ − − ≤ ≤⎪⎩

 (7)

 

Fig. 7. Small wind gusts example. 
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Simulation results of above mentioned regimes are presented in the following: 

- in Fig. 8, for 50% wind speed step variation; 
- in Fig. 9, for 50% wind speed increasing linear function; 
- in Fig. 10, for 50% small gusts wind speed. 

In all cases, the transient values of specific parameters do not overcome the ad-
missible ones. 

 

 

 

Fig. 8. Simulation results for wind speed step variation. 

 

Fig. 9. Simulation results for wind speed linear increasing function. 
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Fig. 9. (continued) 

 

 

Fig. 10. Simulation results for small wind gusts. 

5   Conclusions 

Two approaches to control the optimal power of wind turbines are known: the 
maximum power point tracking (MPPT) and the control based on the turbine ma-
thematical model knowledge. The second mentioned approach was considered in 
the application presented in this chapter. 

From the many existing solutions to control the optimal power of wind tur-
bines, in this chapter, for the UPT-EEA 5 kW windgenerator there was accepted 
the control law IHDC opt = F(VHDC) for the considerations mentioned in Section 2.  
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The simulation results confirm the opportunity and the quality of the adopted op-
timal control law. 

Using the experimental results from Table 1 other control functions / laws men-
tioned in Section 2 may be obtained, too, if this is more convenient. 
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Abstract. The alarming increasing tendency of diabetes population attracts tech-
nological interest too. From an engineering point of view, the treatment of di-
abetes mellitus can be represented by an outer control loop, to replace the partially 
or totally deficient blood glucose control system of the human body. To acquire 
this “artificial pancreas” a reliable glucose sensor and an insulin pump is needed 
as hardware, and a control algorithm to ensure the proper blood glucose regulation 
is needed as software. The latter is a key point of the diabetes “closing the loop” 
problem and its primary prerequisite is a valid model able to describe the blood 
glucose system. In the current chapter one of the most widely used and complex 
nonlinear model will be investigated with a dual purpose. Specific control aspects 
are discussed in the literature only on linearized versions; however, differential 
geometric approaches give more general formalization. As a result our first aim is 
to hide the nonlinearity of the physiological model by transforming the control in-
put provided by a linear controller so that the response of the model would mimic 
the behavior of a linear system. Hence, the validity of linear controllers can be ex-
tended from the neighborhood of a working point to a larger subset of the state-
space bounded by specific constraints. On the other hand, applicability of the  
nonlinear methodology is tested on a simple PID control based algorithm com-
pared with LQG optimal method. Simulations are done under MATLAB on realis-
tic input scenarios. Since the values of the state variables are needed Kalman  
filtering is used for state estimation. 

1   Introduction 

According to the data provided by the World Health Organization (WHO), di-
abetes mellitus is predicted to be the “disease of the future” especially in the de-
veloping countries. The diabetic population (4% of World’s population in 2000) is  
predicted to be doubled by 2030 (being estimated to be 5,4% of the World’s total 
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population) [1]. Recent statistics show the same prevalence within the 2010-2030 
period, but the overall diabetes population increased significantly (6.4% in 2010 
and estimated to be 7.7% in 2030) [2]. 

The normal blood glucose concentration level in the human body varies in a nar-
row range (70 - 120 mg/dL). If for some reasons the human body is unable to control 
the normal glucose-insulin interaction (e.g. glucose concentration level is constantly 
out of the above mentioned range), diabetes is diagnosed. The consequences of di-
abetes are mostly long-term; among others, diabetes increases the risk of cardiovascu-
lar diseases, neuropathy, retinopathy [3]. Hence, diabetes mellitus is a serious meta-
bolic disease, which should be artificially controlled. 

From an engineering point of view, the treatment of diabetes mellitus can be 
represented by an outer control loop, to replace the partially or totally deficient 
blood glucose control system of the human body. The quest for artificial pancreas 
can be structured in three different tasks [4, 5]: 

• continuous glucose sensor for measurements; 
• insulin pump for infusion; 
• control algorithm. 

To design an appropriate control, an adequate model is necessary. In the last few 
decade different mathematical models of the human blood glucose system ap-
peared. A brief overview can be found in [6]. The minimal model [7] proved to be 
the simplest one and was developed for type 1 diabetes patients under intensive 
care. 

However, its simplicity proved to be its disadvantage, since in its formulation a 
lot of components of the glucose-insulin interaction were neglected. 

To address this problem other more general, but more complicated models ap-
peared [8-12]. The nonlinearity in each of them makes artificial pancreas a chal-
lenging control problem and the applied strategies are usually developed for the 
linearized version of the models. 

However, generalization of this concept can be realized using control methods 
developed directly for nonlinear systems [13-16]. The current chapter investigates 
this aspect in terms of differential geometric approach. Our aim is to hide the non-
linearity of the physiological model by transforming the control input provided by 
a linear controller so that the response of the model would mimic the behavior of a 
linear system. Hence, the validity of linear controllers can be extended from the 
neighborhood of a working point to a larger subset of the state-space bounded by 
specific constraints. Although, this approach might not increase the performance 
of the controllers to a great extent, but the reliability of tight glucose control can 
directly affect the quality of life of a type-1 diabetes patient. Our goal is a control 
algorithm whose stability and performance can be guaranteed and mathematically 
proven according to adequate medical specifications. 

The chapter is structured as follows. First, the widely used and complex nonli-
near glucose-insulin model of Magni et al [9] is presented. This is followed by a 
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brief theoretical summary of the applied nonlinear control theory aspects (exact li-
nearization via state feedback, asymptotic output tracking) and aspects of Kalman 
filtering. Section 4 presents and explains the obtained results and simulations. Fi-
nally, Section 5 concludes the chapter and formulates further directions. 

2   The Investigated Model 

The model of Magni et al. [9] dates back to the complex glucose-insulin model of 
[8]. The in-silico glucose metabolism model of [9] is presented with compartments 
to describe subcutaneous insulin delivery and subcutaneous continuous glucose 
monitoring, as well as an intestinal glucose absorption model. 

Although the model has a modular build, here it will be briefly summarized as a 
single system. Details can be found in [8, 9]. 

The system has 10 state variables: 

• GM – subcutaneous glucose concentration (mg/dL); 
• Gp – glucose in plasma and rapidly equilibrating tissues (mg/kg); 
• Gt – glucose in slowly equilibrating tissues (mg/kg); 
• X – insulin in interstitial fluid (pmol/L); 
• Id, I1 – state variables for delayed insulin signal (pmol/L); 
• Ip – insulin mass in plasma (pmol/kg); 
• Il – insulin mass in liver (pmol/kg); 
• S2 – monomeric insulin in the subcutaneous tissue (pmol/kg); 
• S1 – polymeric insulin in the subcutaneous tissue (pmol/kg). 

The inputs of the system are the u injected insulin flow (pmol/min) and the Ra 
glucose rate of appearance in plasma (mg/min). The parameters of the model are 
as follows: VG the distribution volume of glucose (dL/kg); Uii the insulin-
independent glucose utilization (mg/kg/min); k1, k2 rate parameters of the glucose 
subsystem (min-1); ke1 the renal glomerular filtration rate (min-1); ke2 renal thre-
shold (mg/kg); Vi insulin distribution volume (L/kg); m1, m2, m3 and m4 rate para-
meters of the insulin subsystem (min-1); BW body weight (kg); kp1 the extrapolated 
endogenous glucose production at zero glucose and insulin (mg/kg/min); kp2 the 
liver glucose effectiveness (min-1); kp3 the indicator of effect of a delayed insulin 
signal (mg·L/kg/min/pmol); ki the parameter of delayed insulin signal (min-1); Ib 
the basal level of plasma insulin concentration (pmol/L); p2U the rate constant of 
insulin action (min-1); Km0, Kmx, Vm0 and Vmx model parameters for insulin-
dependent glucose utilization (-); kd degradation constant (-); ka1, ka2 absorption 
constants (-); ks.c.  rate constant for the subcutaneous glucose compartment (-): 
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A big advantage of the model is the integrated, three-compartment intestinal glu-
cose absorption model [8]. This describes the glucose transit through the stomach 
and intestine to the plasma in case of enteral feeding. 

There are some differences in the notations compared to [9]. Here endogenous 
glucose production (EGP) is defined as follows: 

                               
( ) ( ){ }tIktGkk,maxEGP dpppp 3210 −−=                           (2) 

where kp1 integrates three constans of [9]: the basal EGPb value, the Ib endogenous 
insulin production basal value and the Gpb basal glucose level in plasma. In other 
words, bppbpbp IkGkEGPk 321 ++= . 

Another difference is that although the three-compartment model representing 
intestinal glucose absorption is used in the simulations to acquire glucose absorp-
tion profile, it is not regarded as part of the model. Detailed description of the ab-
sorption model can be found in [8]. The dimension of the Ra and u is (mg/min) 
and (pmol/min) instead of (mg/kg/min) and (pmol/kg/min) respectively; therefore 
division with body weight (BW) is added. 
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3   Methods: Nonlinear Control and Kalman Filtering 

The concept of exact linearization of a nonlinear system via nonlinear state feedback 
control was introduced in [16]. Consider a SISO nonlinear system: 
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                                    (3) 

where f and g are smooth nR -valued mappings and h is a smooth real-valued 

mapping defined on an open set nRU ⊂ . 
For system (3) the concepts of relative degree analysis, exact linearization and 

asymptotic output tracking can be considered according to [16] as it was presented 
in [15] in details. Let us choose a prescribed reference linear system of the form: 
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Then, the control law (5) can be used for asymptotic tracking of the output of the 
reference system (4) with the original (3) nonlinear system.  
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gLi
f  represents the i-th Lie derivative of the scalar valued function g with respect 

to the vector field f, ai (i=1…r) and bj (j=0…r) are the parameters of the tracking 
dynamics. 

Both exact linearization and asymptotic output tracking need the values of the 
state variables of the nonlinear system. However, in practice the only measured 
quantity is the intravenous or subcutaneous glucose concentration. The sensors 
used in measurements have relatively high noise and a sampling time of 3-5 mi-
nutes. Assuming the model represents the dynamics of the system well and we 
know the precise values of the model parameters an extended Kalman filter (EKF) 
can provide adequate state-estimation. For this case we used the algorithm which 
is detailed in [17]. 
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4   Results 

The model presented in (1) is not easy to be handled with methods based on diffe-
rential geometry, because it has a relatively high number of state variables and it 
has a relative degree that is almost the half of that value. Moreover, some modifi-
cations need to be done in order to have smooth mappings in the system. After ex-
amining the connections between each compartment, we can notice that the  
system can be divided into three subsystems. 

The first subsystem (6) has 4 states, with injected insulin flow (u(t))as input, 
and Ip (x1 in this case) as output. It is basically linear with a relative degree of 2: 
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The second subsystem (7) has 5 states, with Ip as input and Gp as output (noted as 
x1 in this case). Its relative degree is 3: 
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The last subsystem is a first order linear system with Gp as input and GM as output. 
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We can perform exact linearization on the first subsystem using the following  
local coordinate transformation: 
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( )xΦ  is a local diffeomorphism in all points of the whole state-space, since: 
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The zero dynamics of the system are uniformly asymptotically stable in Lyapu-
nov-sense: 

                                          
( ) ( )

u
BW

kk
zkkz

u
BW

k
zkzkz

da
da

d
da

+−+−=

++−=

1
414

4323                              (11) 

After applying the proper control law based on [16], it is essential to transform the re-
sulting series of integrators into an asymptotically stable system with poles p1 and p2 
guaranteeing that the zero dynamics of the next subsystem will be asymptotically  
stable as well: 
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Consequently, the structure of the current control problem can be delimited in two 
loops (Fig. 1): the first responsible for the exact linearization via feedback and 
Kalman-filtering, while the second loop for the asymptotic output tracking. 

In the second loop, the asymptotic output tracking is realized on the series of 
system (12) and the second subsystem (7). The relative degree of this system is 5; 
therefore, two 5th order linear systems are needed: W1(s) the linear system to be 
tracked (4), and W2(s) the tracking dynamics with parameters ai and bj (i=1…r, 
j=0…r). Due to the subsystems’ nonlinearities, the coordinate transformation and 
the control law have limited applicability with several inequality-constrains to be 
taken into consideration, and singular points to be avoided. Since the steady-state 
linearization of the series of the first two subsystems results in a 9th order linear 
system, only one extra pole should be added to complete W1(s) and W2(s). In Fig. 
1, C1(x) represents the state-feedback for exact linearization of the first subsystem, 
while C2(z) represents the control law (5). 
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Fig. 1. Structure of the tracking controller. 

The difference between the steady-state linear system, the model, and the mod-
el combined with the control law introduced above is shown in Fig. 2. Although 
the asymptotic output tracking response converges to the linearized model, slight 
deviations occur when there is a sudden change in the meal absorption input. This 
is caused by the fact that the relative degree of the model for the absorbed glucose 
input (Ra) is less than the relative degree for the injected insulin input. We should 
also mention that for the original system the deviation of the output from its basal 
value (250 mg/dL) is displayed. 

For the estimation of state variables an EKF was used on the simulated output, 
to which a zero-mean white Gaussian noise was added with 51 mg2/dL2 variance, 
similarly to the simulations presented in [18]. The sampling time was 1 minute. 
The performance of the Kalman-filter is displayed on Fig. 3. It can be seen that the 
output is well filtered even with a relatively big measurement noise. 
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Fig. 2. Comparison of the steady-state linearization of model (1) with asymptotic output 
tracking and with the deviation of the output for the original model from its basal value 
(250 mg/dL). 
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Fig. 3. The real and estimated values of three state variables (Gp, Ip and X) acquired from 
the simulated output samples with added Gaussian measurement noise (bottom right) using 
EKF. 

To show the effectiveness of the method, the performance of two widely used 
controllers [17] have been compared: a classical PID controller and an LQG con-
troller (LQ optimal control with Kalman filtering), both fitted for the steady-state 
linearization of model (1). The structure of the PID controller was first determined 
in continuous time domain, and then transformed into a discrete-time with the 
same 1 minute sampling frequency that was used in the sensor model (Fig. 4): 
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Fig. 4. Glucose absorption profile used in the simulations (top) and the performance of a 
PID controller with and without asymptotic output tracking (bottom). 
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In case of the LQG controller, an integrator has been added to ensure servo prop-
erties. The structure of the controller is presented in (Fig. 5), while the model out-
put with and without asymptotic tracking is displayed on (Fig. 6). It can be seen 
that the nonlinear designed approach is able to keep the glucose level inside the 
defined 70-120 mg/dL interval in both cases, while during simulation of the de-
signed controllers applied directly on the original nonlinear system both hypo- and 
hyperglycemia occur. For all simulations a real dataset of a 17 year old boy’s  
recorded feeding profile has been used (Fig. 4 and 6). 

 
Fig. 5. LQR controller structure. 
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Fig. 6. Glucose absorption profile used in the simulations (top) and the performance of the 
LQR controller with and without asymptotic output tracking (bottom). 
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5   Conclusions 

The aim of the current chapter was to apply asymptotic tracking for the highly 
nonlinear model [9]. We managed to hide the nonlinearity of the physiological 
model by transforming the control input provided by a linear controller so that the 
response of the model would mimic the behavior of a linear system. In addition, 
an EKF was designed to estimate the values of the state variables. 

It can be concluded from the simulation results that the methods presented have 
the potential to extend the validity of linear controllers. 

However, due to its limitations, several practical issues should be considered in 
the future: 

1. the commercially available sensors work with higher sampling time, therefore 
model reduction might be needed to avoid the violation of the Shannon sampling 
theorem. 

2. the EKF is sensitive to structural and parameter inaccuracies hence more robust 
filtering techniques should be used. 

3. the meal absorption can only be estimated, which will inject further errors and 
disturbances into the controller. 

However, by choosing different reference system and tracking dynamics for the 
asymptotic tracking it is possible to reduce the sensitivity and provide a better li-
near system for the linear controller loop to work with. 
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Abstract. Tissue Engineering is a novel area of biomedical research that combines 
the principles and methods of engineering and biology, in order to develop living 
tissues in vitro. The creation of functional tissue constructs presumes that living 
cells are seeded on different types and structures of biomaterials. Since the labora-
tory experiments are expensive and hard to perform, the computational approaches 
to tissue engineering are a cost-efficient alternative for predicting the growth of 
tissue constructs in vitro. This study developed computational models of biologi-
cal systems formed by a cellular aggregate located on the plane surface of a bio-
material, respectively by a cellular aggregate located on a porous scaffold. Based 
on the Metropolis Monte Carlo method, we simulate the evolution of a cellular 
aggregate on the biomaterial's surface and we identify the energetic conditions that 
lead to a uniform and rapid cell spreading. We have monitored the evolution of the 
centre of mass of the cells in the system and the number of cells attached to the 
substrate after running a certain number of Monte Carlo steps and we found that 
cell-cell interactions disfavor cell spreading, while cell-biomaterial interactions 
favor cell spreading. We have also simulated the distribution of cells in a porous 
scaffold, analyzing the energetic conditions that lead to a successful cell seeding. 

1   Introduction 

The loss or damage of organs or tissues is one of the major problems in health care 
systems. Tissue engineering (TE) is a relatively new, multidisciplinary field that 
applies the principles of biology, engineering and material science toward the de-
velopment of functional tissue constructs. These constructs are obtained by seed-
ing living cells on different types and structures of porous and absorbable  
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scaffolds. Upon implantation into the host organism, the scaffold gradually disap-
pears, while the cells continue to develop until they reach the form and the func-
tionality of the desired tissue. The engineered constructs should be capable to  
restore, replace or improve tissue portions or the whole tissue itself (such as bone, 
cartilage, blood vessels or bladder) and to assure certain mechanical and structural 
properties, similarly to the native tissue [1, 2]. Understanding how cells organize 
into structured tissues is of major interest in all these fields.  

One of the most important principles that underlies many discreet cellular mod-
els, and which is taken into account also in our study, is the differential adhesion 
hypothesis (DAH) proposed by Steinberg [3]. DAH states that cells tend to estab-
lish firm bonds with their neighbors. More precisely, DAH states that cells move 
in their environment until they reach the minimum energy configuration [3].  

Forces acting between cells and between cells and adjacent media, such as the 
extracellular matrix (ECM), are transmitted by receptors: proteins embedded in 
the cell membrane and anchored to the cytoskeleton. One class of such receptors is 
the family of integrins, which mainly bind to components of the ECM. Integrins 
mediate cell-biomaterial adhesion indirectly:  ECM proteins from the culture me-
dium adsorb to the biomaterial and cells attach to these ECM proteins [4]. Another 
class of receptors is the family of cell adhesion molecules, such as cadherins, cal-
cium-dependent transmembrane proteins that interact with their counterparts on 
neighbouring cells; thereby, cadherins mediate cell-cell interaction (cohesion) [4].  

In the first part of our work, we develop a computational model of a biological 
system formed by a multicellular aggregate, bathed in cell culture medium, lo-
cated on the plane surface of a biomaterial. Based on this model, we perform 
computer simulations of the experiments of ref. [5], identifying the optimal condi-
tions that lead to rapid spreading of the cells on the surface of the biomaterial. By 
our in silico study we aim to validate the Monte Carlo approach proposed by our 
group for simulating cell seeding of tissue engineering scaffolds [6].  

In the second part of our work, we create a computational model of a cellular 
aggregate located on a porous scaffold, bathed in culture medium. Using the Me-
tropolis Monte Carlo method, we simulate the migration of the cells into the scaf-
fold. We identify the optimal interactions between cells and between cells and 
biomaterial for a successful cell seeding [11]. 

Taking into account that the quality of the tissue constructs obtained and the 
time in which they are achieved in vitro, are two essential parameters in the tissue 
engineering area, our study provides information regarding the conditions that 
lead to an uniform and rapid distribution of the cells in a porous scaffold. It has 
been demonstrated that if cells are distributed uniformly in the scaffold, there is a 
higher cellular viability and the obtained construct has mechanical properties 
closer to the ones of native tissues [12]. 
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2   Methods 

The computational model of a cellular aggregate placed on the plane surface of the 
biomaterial is built on a cubic lattice composed of 50 × 50 × 63 nodes, the Oz axis 
representing the system’s axis of symmetry. The distance between two adjacent 
lattice sites is equal to one cell diameter. In the region where z>z0 (with z0=3 in 
this study) the cell aggregate is represented by a sphere of 20 units in diameter, 
each site of the sphere being occupied by a cell. The lattice sites located around 
the cell aggregate at z>z0 are occupied by medium particles, thus achieving a 
model for the cell aggregate bathed in culture medium. In the region where z<=z0, 
each node of the network is occupied by an immobile particle, this area represent-
ing the biomaterial; we study the spreading of cells on the surface of this biomate-
rial [6]. 

To visualize the model system, we use the Visual Molecular Dynamics (VMD) 
software [9]. Fig. 1 depicts the initial configuration. 

Fig. 1. The model associated to the studied biological system: a cellular aggregate located 
on the surface of a parallelepipedic piece of biomaterial. 

The principle that guides the simulations of cellular rearrangements in the  
vicinity of the biomaterial is the evolution of the system towards the state of 
minimum energy of adhesion. This means that the cells tend to form the largest 
possible number of strong connections with their neighbors (other cells or bioma-
terial particles) [3, 10]. 

The total adhesion energy of a system composed of t types of cells in the vicin-
ity of a substrate can be brought to the form [8, 10]: 
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= ⋅ + ⋅∑ ∑ ,                                   (1) 

where Bij is the number of links between two particles (of type i and j), Bis the 
number of links between the cells of type i and the substrate, γij = (εii + εjj )/2 – εij 
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is the cell-cell interfacial tension, whereas γis = εii /2 – εis  is the cell-substrate in-
terfacial tension, εii  is a measure of interaction between cells, εis  is a measure of 
interactions between cells and substrate [10]. 

To simulate the evolution of cell spreading on the plane surface of the biomate-
rial (Fig. 1), we used the Metropolis Monte Carlo algorithm. An elementary 
movement in the system is the swap of a cell – randomly chosen, with a volume  
element of cell culture medium from its vicinity – randomly chosen. 

A Monte Carlo step (MCS) is the sequence of operations in which each cell is 
given the chance to make one move. A move is accepted with a probability 

                                       min(1,exp( ))TP E E= −Δ ,                                      (2) 

where ∆E is the difference between the adhesive energy of the system before and 
after the movement, whereas ET is the biological equivalent of the energy of ther-
mal motion [6,7], a measure of cell motility [10]. 

The in silico study of cell spreading on a planar substrate presented in this 
chapter is based on Monte Carlo simulations performed for different values of the 
following model parameters: (i) the cohesion energy between cells, (ii) the adhe-
sion energy between cells and scaffold. As output parameters we monitored (i) the 
centre of mass of the cells, (ii) the number of cells attached to the substrate. The 
centre of mass of the cells is an indicator of the global motion of the cellular mass 
towards the substrate. The number of cells that attach to the substrate, on the other 
hand, describes the rate of cell spreading on the substrate’s surface – a quantity 
measured in the experiments of Ryan et al. [5]. 

We also study the evolution of a spherical multicellular aggregate located on 
the surface of a porous scaffold, for different values of the cell-cell interaction  
energy and the cell-biomaterial interaction energy [11]. 

The computational model of the scaffold consists of a cubic network of 
50×50×80 dimension along Ox, Oy, Oz, a node from this network being occupied 
by a biomaterial particle, or by a medium particle. The porosity of the scaffold is 
achieved in the model by taking into account the radius of the pores as well as the 
radius of the circular orifices that connect the pores. The cellular aggregate sur-
rounded by cell culture medium is represented in the area z>z0 (z0=80) by  
a sphere with the radius R=10, each element of the sphere being occupied by a  
cell [11]. 
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Fig. 2. The model associated to the studied biological system: a cellular aggregate located 
adjacent to porous scaffold. 

3   Results and Discussions 

In order to study the influence of cell-cell cohesion energy and cell-substrate ad-
hesion energy on the spreading of cells on a planar substrate, a series of Monte 
Carlo simulations have been conducted. 

Table 1 lists the values of the input parameters used in the simulations, the 
number of performed MCS, and the values of the obtained output parameters. 

Table 1. Values of input and output parameters in representative simulations 

Cell-cell in-
teraction en-
ergy εcc / ET  

Cell-scaffold in-
teraction energy 

εcs / ET 

MCS Value of  
ZCM for all  

cells 

Number of 
cells at-

tached to the 
substrate 

Set of simulations,  Figure 

1 0.6 80 000 7 500 I, Fig. 3 – A, Fig. 4, Fig. 5 

1 0.8 80 000 5.5  900 II, Fig. 3. – B, Fig. 4, Fig. 5 

1 1 80 000  4.5 1400 III, Fig. 3. – C, Fig. 4, Fig. 5 

1 1.2 80 000  4  2100 IV, Fig. 3. – D, Fig. 4, Fig. 5 

 
In Fig. 3, regarding the four representative simulations presented in Table 1, we 

can observe that the spreading of cells on the substrate’s surface is uniform and  
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the rate of cell attachment to the substrate is governed by the value of the  
cell-substrate interfacial tension [10]. 

After running 80 000 Monte Carlo steps the attachment of cells on the plane 
surface of the biomaterial is faster as the cell-substrate interfacial tension is lower 
(the cell-cell interaction energy remains constant, and the cell-substrate adhesion 
energy becomes higher). 

Fig. 4 presents the evolution of the center of mass of the cells from the system 
for different values of the input parameters given in Table 1. 

 
 
 

Fig. 3. Cell spreading on the plane surface of a biomaterial after running 80 000 MCS
(A – Table 1, row 1; B – Table 1, row 2; C – Table 1, row 3; D – Table 1, row 4). 
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Fig. 4. The centre of mass of all cells during the simulations with parameters given in Table 
1: Simulation I, row 1, dashed line; Simulation II, row 2, dotted line, Simulation III, row 3, 
dash-dot line; and Simulation IV, row 4, solid line. 

In the initial state, the center of mass of the cells has the value of 13 lattice 
spacings (the cellular aggregate with a radius of 10 units is placed on a slab of 
biomaterial with a width of 3 units). As shown in Fig. 4, as the value of the inter-
facial tension becomes smaller, the centre of mass of the cells decreases, getting 
closer to the value 4, which corresponds to a cell monolayer attached to the  
surface of the substrate [10]. 

Fig. 5 plots the number of cells that managed to attach to the surface of the sub-
strate versus elapsed MCS. As the cell-substrate interfacial tension becomes 
smaller, the rate of cell spreading on the substrate becomes also larger. In Simula-
tion IV (solid line on Fig.5) an equilibrium state is reached in about 6×104 MCS 
because the cells cover the entire surface of the biomaterial [10]. 

By systematically varying cell-cell and cell-substrate interactions, Ryan et al. 
[5] generalized DAH by including also cell-biomaterial adhesion. Their results 
show that DAH allows for a rational control of cell spreading on the surface of 
biocompatible materials. Cell-cell cohesion was found to disfavor cell spreading, 
whereas cell-biomaterial adhesion was found to favor cell spreading [5]. 

In order to validate the Metropolis Monte Carlo method, we simulated cell 
spreading for different values of the cell-cell cohesion energy and cell-substrate 
adhesion energy and found that, indeed, the competition of these interactions  
explains the experimental data. 

Table 2 lists the values of the cell–cell cohesivity and cell-substrate adhesivity 
parameters used in the simulations and the number of performed MCS. 
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Fig. 5. The number of cells attached to the surface of the substrate. Parameters are given in 
Table 1: Simulation I, row 1, dashed line; Simulation II, row 2, dotted line; Simulation III, 
row 3, dash-dot line; and Simulation IV, row 4, solid line. 

Analyzing Fig. 6, we can observe that at a constant level of cell-cell adhesion, 
cell spreading on the biomaterial depends on the cell-substrate adhesion energy. 
Increasing cell-cell cohesivity decreases aggregate spreading rate, while increas-
ing cell-substrate adhesivity increasing aggregate spreading rate. Our results are in 
qualitative agreement with the experimental findings of ref. [5]. Thus, our simula-
tion program correctly captures the essential features of the DAH. 

In order to study the influence of cell-cell cohesion energy and cell-substrate 
adhesion energy in the cell seeding process of a porous scaffold, a series of Monte 
Carlo simulations have been performed [11]. 

Table 2. Values of input parameters in representative simulations 

Cell-cell interaction energy εcc / ET Cell-scaffold interaction 
energy εcs / ET 

MCS Set of simulations,  Figure 

0.8 1.8; 1.2, 0.6 80 000 I, Fig. 6 - A, B, C 

1.4 1.8; 1.2, 0.6 80 000 II, Fig. 6 - D, E, F 

2 1.8; 1.2, 0.6 80 000 III, Fig. 6 - G, H, I 
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Fig. 6. Matrix of simulation results showing the influence of cell-cell cohesivity and 
cell-substratum adhesivity. (A, B, C –Table 2, row 1;D,E,F – Table 2, row 2;G,H,I – Table 
2, row 3) 

Table 3. Values of input parameters in representative simulations 

Cell-cell interaction energy  
εcc / ET 

Cell-scaffold interaction 
energy εcs / ET 

MCS Set of simulations, 
Figure 

1 0.8 200 000 I, Fig. 7 – A, B 

1 1 200 000 II, Fig. 8 – A, B   

1 1.2 200 000 III, Fig. 9 – A, B 

1 1.4 200 000 IV, Fig. 10 – A, B 

Figs. 7-10, regarding the four set of simulations presented in Table 3, show the 
manner in which the aggregate gradually penetrates the scaffold and spreads more 
and more in its volume [11]. 
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Fig. 7. Cell seeding of a porous scaffold. Simulation I  (A – Table 3, row 1, Configuration 
at 50 000 MCS; B – Table 3, row 1, configuration  at 200 000 MCS). 

 

Fig. 8. Cell seeding of a porous scaffold.  Simulation II  (A – Table 3, row 2, Configuration 
at 50 000 MCS; B – Table 3, row 2, Configuration  at 200 000 MCS). 

 

Fig. 9. Cell seeding of a porous scaffold. Simulation III  (A – Table 3, row 3, Configuration at 
50 000 MCS; B – Table 3, row 3, configuration  at 200 000 MCS). 
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Fig. 10. Cell seeding of a porous scaffold. Simulation IV  (A – Table 3, row 4, Configuration at 
50 000 MCS; B – Table 3, row 4, configuration  at 200 000 MCS). 

Analyzing these simulation results, we can observe that the cell seeding of a 
scaffold is governed by the values of cell-substrate and cell-cell interaction en-
ergy. The higher is the cell-substrate interaction energy (the smaller is the cell-
substrate interfacial tension), the faster is the seeding of cells in the volume of the 
scaffold. We found that the optimum cell-substrate interaction energy in our simu-
lations is about 1.4, conducting to a rapid and uniform distribution of the cells in 
the scaffold [11]. 

4   Conclusions 

We developed computational models for tissue engineering constructs in order to 
study the evolution of cellular aggregates in the proximity of biomaterials. Using 
the Metropolis Monte Carlo method, we simulated the cell seeding process and we 
identified the optimal energetic conditions that lead to an uniform and rapid distri-
bution of the cells on the substrate or in the scaffold. 

Since cell-biomaterial adhesion favors spreading and cell-cell cohesion disfa-
vors spreading it has been conjectured that the relevant parameter is the adhe-
sion/cohesion ratio [4]. Our model sheds new light on the competition of adhesion 
and cohesion during cell spreading, suggesting that the relevant parameter is the 
cell-substrate interfacial tension, equal to half of the cohesion energy minus the 
adhesion energy. 

This study enables the optimization of the cell seeding process, a very impor-
tant factor for the quick development of tissue constructs in the laboratory and for 
insuring mechanical properties similar to native tissues. 

The creation of functional tissue constructs lays at the basis of the development 
of new therapies for patients that have diseased or totally damaged tissues. Since 
laboratory experiments are very expensive and time consuming, this study plays a 
very important role, supplying  the researchers with a set of data procured from 
the simulations of the process of attaching the cells to the scaffold and thus reduc-
ing both the time and costs of fabricating tissue constructs. 
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Abstract. This chapter presents some ideas that concern a pattern of human know-
ledge. This pattern is based on the experimentation of causal relations. The cultur-
al origin of the patterns is analyzed in terms of philosophical, psychological  
and linguistic points of view. An application scenario related to a robot integrated 
in a cognitive system is described. The definitions of signatures and of signature 
classes are given as useful steps in an alternative modeling approach to the  
observation process. 

1   Introduction 

The pattern of human knowledge analyzed here represents a stage of the “Re-
search on new cognition system based on the experimentation of the causal rela-
tions” project. The big challenge regarding the studies on human cognition is to 
answer the question on how can human mind obtain synthesis from experimental 
data. This deals in fact with how the human mind can build veridical models of re-
ality only from disturbed and unsubstantial data [1], the only information we can 
get through our senses. 

The domain under investigation requires the solving of this problem as an in-
terdisciplinary one. Two aspects are investigated in this context, the psychological 
and the technical one. The psychological approach, known as Cognitive Psychol-
ogy (CP), has in view, as an objective, the understanding of the human knowledge 
phenomenon, the obtaining of models of the processes which occur during this 
phenomenon. The technical approach, referred to as Machine Learning, Robotics 
and Artificial Intelligence, aims to build a mathematical model and then to design 
and achieve a product. 
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The new results presented in this chapter are supported by the proposal of new 
pattern of human knowledge which is based on the experimentation of the causal 
relations according to [2]. This chapter includes new definitions of signatures and 
of classes of signatures that emerge from the fuzzy signatures as convenient hier-
archical symbolic representations of data [3]–[8]. 

The implementation of the theoretical approaches leads to a product which is a 
robot in our case. This robot has several attributes including intelligence and ca-
pacity of knowledge. 

This chapter is structured as follows. The analysis of the state-of-the-art in the 
field is conducted in the next section. Section 3 presents the project mentioning its 
objective and steps. Section 4 highlights the results expressed as a new cognition 
model. The definitions of signatures and of classes of signatures are presented in 
Section 5. The conclusions and directions of future research are pointed out in 
Section 6. 

2   Literature Review 

The research directions in CP from the point of view of patterns of human know-
ledge deal with attention, perception memory and reasoning [9]. Neural networks 
are employed in this context [10]. 

The research concerning the attention aims the explanation of the following 
phenomenon: human being has to deal with a great amount of information because 
of numerous stimuli from the environment, but only a small part of them are used. 
The explanation has been given through the following models: the model of the 
selective attention (Broadbent), which explains the attention by the existence of a 
sensorial filter [11] (the model is limited regarding the explanation of the “cocktail 
party” phenomenon: a person who has focused on a conversation is still able to 
seize relevant information from another source as well); the model of attenuation 
[12] replaces the “all or nothing” principle of the previous model with the princi-
ple of selecting the main channel and the attenuation of the other channels (the 
main limit of the model consists in the fact that it does not specify clearly what is 
understood by the informational attenuation of the signal); the model of the selec-
tive attention which relies on resources [13], according to this model the selection 
takes place at different levels of processing, and the closer to the final point the 
processing takes place the more resources are used. 

The research in perception deals with modeling the process in which the infor-
mation supplied by environment is interpreted in order to find its significance and 
meaning. The perception consists in the interpretation of the information collected 
by using the sensations. Several approaches are suggested in the literature: the 
model of stamps [14] in which the information is compared to a set of models 
stored in the memory, and the limits of the model are given by the fact that the 
stamp must match perfectly, an infinite number of models would be needed, and 
the procedure is time-consuming; the prototype model where the natural objects 
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are approximations of idealized prototypes [11]; the model based on the analysis 
of the features [15] which suggests a hierarchy of remarkable features; the model 
of the scenic analysis [16] where the patterns can be easily recognized because we 
expect to find certain forms in certain places; the cyclic model of perception [17] 
described as a combination of synthesis-analysis-synthesis expressed as the syn-
thesis elaborates the perceptive model and the analysis extracts the information 
from the environment in view of its further correction. 

The research in memory is focused on the processes by which the storing and 
the updating of information are made. The processes investigated in this context 
are those which allow the storage of information only for the time needed to use it 
i.e. the short-standing memory, the storage of the information for a longer period 
of time representing the long-standing memory, and the way in which the informa-
tion is organized so as to be stored. The current approaches include: the construc-
tivist model [14] which stresses the importance of memorizing the meaningful in-
formation and of the avoiding of meaningless association; the modal model of 
memory [18] which explains the way in which the information is acquired, stored 
and updated; the model of the work memory [19] which states the existence of 
several parts: an articulator loop which stores the information in a verbal form, a 
first acoustic storage with a limited capacity, a sensorial filter which permits the 
taking of the visual information, a central instance at which the input is connected. 

The reasoning is defined as representing the processes implied by symbolizing 
and manipulating the information [14]. It is important to outline here: the Piage 
model, in which the reasoning is seen as an equilibration process necessary to re-
place the lack of balance provoked by the new (the equilibration can be done by 
the assimilation of the way in which the new is understood, based on the already 
existent concepts or by the accommodation which implies the modifying of the 
concepts in order to understand the new); models that belong to the cognitive per-
spective (Miller, Newell and Simon) stating that a complexity of a problem can be 
reduced by solving a series of sub-problems; the models of the forming of con-
cepts explain the way in which a person extracts the essential features from the 
stimulus and places the result in a category; the Bruner models [14] which use 
four types of strategies to identify the concepts: the conservative focusing; the 
game of chance-type focusing; the successive scanning; the simultaneous scan-
ning; the Levine model [20] of successive hypotheses which merge into a work 
hypothesis; the behaviorist model [21] according to which the reasoning is nothing 
else but a voiceless speaking which explains the fact that when a man is trying to 
solve a problem, he also solicits language at some extent; the rationalist model 
[22] explains the language acquisitions by genetic endowment, stating that there 
are linguistic universal patterns in every language and there are certain people who 
are genetically endowed such that to recognize them. 

From the technical point of view, according to EU’s IST 2002 23.24 a cognitive 
system is a system that understands, learns and develops itself by social and indi-
vidual interactions [9]. The desired objectives are based on the achievements re-
ferring to the three components of a cognitive system: the action which is external 
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(the robot control) [14] and internal [23] (the approaching of a behavior through 
which the system focuses on a certain problem); the perception, which suppose the 
interpreting of the signals obtained from the sensorial system and the using of this 
interpretation in describing a situation that triggers the reasoning; the reasoning 
which is the one that co-ordinates the action and the perception. According to 
[14], the reasoning is made of two functions, symbolizing and manipulating the 
symbols. 

The following conclusions can be pointed out on the basis of this literature re-
view. They can be viewed as useful research hints. 

A cognitive system is a system which understands and learns by social and in-
dividual interactions. More precisely, the birth of cognitive systems has lead to a 
new generation of robots. 

The main difference between an intelligent robot and a robot integrated in a 
cognitive system is that the latter can (in time) execute more tasks that he was 
programmed to do. More precisely, in case of robots which have a tactical level of 
control there are many solutions (known a priori) from which the robot will 
choose the one that fits the problem he has to solve: the knowledge (the set men-
tioned and the rules of their arbitration) are introduced by the designer; the devel-
opment of knowledge is made by a procedure established a priori. 

In case of robots which have a strategic level of control there is a set of behav-
iors which permit the planning of tasks. The knowledge (the behaviors and they 
rules of composition) are established a priori. The development of knowledge is 
made in accordance to a procedure (established a priori). 

While in the previous cases the knowledge was managed a priori by the de-
signer (these rules do not change, no matter of the knowledge of the robot) in the 
case of the cognitive system, the task of organizing the knowledge process be-
comes the task of the system itself. This task is a dynamic processing where its or-
ganization depends on the acquired knowledge, viz. it modifies the rules according 
to the new knowledge. 

The achievement of a cognitive system is an interdisciplinary problem dealing 
with CP, Robotics and Artificial Intelligence (R+AI). The CP offers models of 
human reasoning, and the R+AI transforms these models and combines them with 
the own knowledge. 

The complexity of the cognitive system revealed the fact that the achievement 
of such a system must benefit from the Machine Learning and AI algorithms. 

The following requirements are pointed out regarding the limitations of the 
domain and the less approached directions (because of the novelty of the domain): 

- Up to now the research focused on the organizing of the cognitive system. 
We consider in [24] that the auto-organizing of the knowledge process can 
be obtained by knowledge process itself. The mentioned process is con-
trolled by a certain structure of knowledge which is modified because of 
the new knowledge. We consider that the mentioned dynamics can be 
known by using the basic level of knowledge in terms of [24]: the use of 
the experimentation of the causal relations as a source of knowledge. 

The necessity to define the ratio between the initial knowledge of the system  
(a priori knowledge) and the knowledge the system can acquire (a posteriori 
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knowledge). The necessity of determining the potential of the a priori knowledge 
and of the organization of this knowledge focuses the further performance of the 
cognitive system. 

3   Control Objectives and Steps in Cognition Systems 

The analysis of the actual stage of knowledge revealed the fact that a cognitive 
system is in fact a new generation of robots. The main characteristic of this gener-
ation consists in its knowledge capacity. The analysis indicates one research direc-
tion, the study of the connections between the auto-organization of knowledge and 
the knowledge process itself. 

The main source of human knowledge is the experience. The basic level of this 
way of knowledge is represented by the experimentation of the causal relations. 

The objective of the project appeared from the corroboration of the two previ-
ous ideas: the creation of a cognitive system able to auto-organize its knowledge 
process by experimenting. More precisely, we speak about the building of a robot 
able to develop its knowledge by auto-organizing the experiments that involve 
causal relations. The project outcome is a robot integrated in a cognitive system. 
In the following we will refer to this system like robot. 

The following scenario is aimed (Fig. 1): 

 

Fig. 1. The scenario scene: 1 - the robot arm, 2 - the object in the artificial environment, 3 - 
the video camera, 4 - the computer, and 4 - the programmer. 

- The robot self-organizes its knowledge. 
- This knowledge is of an experimental type has two sources: the first refers 

to the causal relations between phenomena that appear in the artificial en-
vironment in which the robot is immersed and the second by dialog with 
its programmer. 
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- From the first source, in order to acquire experience, the robot actions 
upon the objects and monitors, through a sensorial system, the phenomena 
appeared. This monitoring information is transformed by the control sys-
tem of the robot in perception which, in its turn, leads to learning. 

- From the second source, in order to acquire experience, the robot con-
structs questions and asks his programmer about solutions. The answers 
are next analyzed and integrated. 

The aimed benefits are: on a short term, this represents the theoretical base in the 
building of a robot which auto-organizes its knowledge process: it is a qualitative 
leap in the field of intelligent robots. The long-term output of the strategy devel-
oped here can be implemented in service robots and mobile robots including the 
autonomous vehicles, etc. Our concept can be used in various applications that use 
robots [25]–[32]. 

The main objective of the project is the building of a cognitive system which 
auto-organizes its knowledge on the basis of the experience from causal relations. 
The achievement of this system implies the fulfilling of the following objective 
and intermediary steps. 

1. The process of getting a cultural (philosophic and psychological) model of 
the human knowledge phenomenon. The model which is expressed in a natural 
language (using the PC concepts is a necessity, because it represents the starting 
point, the information needed in mathematical modeling (representing the thing 
that should be done). It cannot be used directly in robotics because the natural lan-
guage is vague, that is the reason why it has to be translated into mathematical 
language. 

2. The transfer of the obtained psychological model in a mathematical model 
that can be used in robotics. The model will contain algorithms which describe the 
acquiring of the knowledge through auto-organizing the experience. The elements 
of the model are expressed in mathematical language. This is a necessity because 
it made it possible to make the transfer from the natural language of the psycho-
logical model to the mathematical one (representing the thing that can be done). It 
cannot be used directly in robotics, because it needs to be materialized (i.e., pro-
gramming, building the sensorial system, etc.). 

3. The building of the knowledge system. Expected results are the materializing 
of the cognitive system obtained by the systemic junction of the robot arm, the 
sensorial system and the control system (the system is immersed in an artificial 
environment). 

It is accepted that the system has a priori knowledge about understanding ex-
periences. A posteriori, the system enriches its knowledge: it tests connection rela-
tions implying identification of causal relations, it acquires new knowledge, by 
composing knowledge it identifies new causal relations or new connections, it 
perceives alterations of the environment provoked by the person who uses the sys-
tem and it identifies new connection relations and new experience subject. 
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4. The use of the cognitive system. We expect that the using of the cognitive 
system will permit us to find answers to the following questions: How must the 
knowledge be organized such that to assure the capacity of self-organizing the ex-
perience? How can one stimulate the knowledge? 

The last question refers to new a priori knowledge or offering new connection re-
lations in the context of environmental modifications provoked by the user, etc. 

The four steps substantiate the cultural model construction. This model will be 
described in the next section. 

4   Pattern-Based Model and Process of Knowledge 

We focus on the following thesis: the human knowledge and intelligence – used as 
sources of inspiration in order to obtain systems of artificial knowledge – are cul-
tural phenomena. Therefore the understanding of these phenomena requires the 
use of specific investigation methods. 

These specific methods are philosophy and psychology. Consequently the first 
part of the project describes a pattern of human knowledge based on the investiga-
tion methods mentioned above. The following phases of the project will take this 
model, transpose it into a mathematical language and, based on specific proce-
dures, will turn it into an artificial system. 

The originality of our approach is its operational nature. More precisely, spe-
cialized information [33] was systematized in order to obtain a pattern which in 
the following phases could be described mathematically, turned into an algorithm 
and, eventually, transposed on a technical system. 

Pattern description includes: expressing the initial principles of the pattern, the 
actual description of the pattern, describing how it works, underlining the sources 
of knowledge, the specification of a priori elements required in order for the pat-
tern to function. 

The initial principles of this pattern are threefold: 

- The knowledge is a cultural process because it belongs to a certain culture 
and it takes place during a period of time. It can be described in two stages, 
upward and downward. 

- The mode of human knowledge is intelligence driven. Intelligence is a 
process which has as a goal to increase the space-temporary stability of the 
individual. Intelligence requires the existence of the two stages previously 
described and which can be expressed as acquiring experience and under-
standing it. 

- The human knowledge modes are facilitated by the interaction between 
culture and environment. 

The elements that build the pattern are described as follows. First the downward 
(rationalist) stage is characterized by the following aspects. 
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The knowledge is the process through which the particular (the experience) is 
arranged according to a system of categories. The schematic is the basis of the ar-
ranging process which allows the general to incorporate the particular. This means 
that for each of the 4x3 Kantian categories the subject who acquires knowledge 
has a set of schemes he can use in the arranging process. 

The scheme is a basic ensemble which allows the structuring of the informa-
tion. The information is acquired by the subject due to his senses and structured by 
the schemes he/she owns. 

The scheme allows first the distinction between the relevant and irrelevant in-
formation. It offers next the focus on the connections provided by the relevant in-
formation. 

The comparison mentioned above enables the perception and, in a larger sense, 
experience. Perception is the agreement to the fact that the structure of relevant in-
formation which is obtained by the subject is or not in accordance with the struc-
ture of the scheme he/she owns in the aforementioned collection. 

An experience represents an ensemble of perceptions (4x3). Although the sen-
sorial data do not permit the accomplishment of the entire ensemble of perception, 
the subject will add the missing elements. Linguistically, the experience can be 
considered as answers to the questions asked by the 4x3 categories. 

Second, the upward (empiricist) stage has the following features. 
The knowledge is the process through which the elements of the categories sys-

tem are transformed based on experience. Learning stands for the basis of the 
transformation process which allows the modification of the general for the pur-
pose of incorporating a large variety of particulars. 

The experience allows the establishment of the difference between the used 
schemes and the experimented structure. 

The new structures allow the building of new schemes. The new schemes lead 
next to the modifications of the concepts. 

The operation mode of our new pattern is described on the basis of the model 
presented before. The description includes the next succession of stages (SC) the 
subject goes through in order to improve himself/herself: 

- The object is revealed through its senses to the SC which learns in terms of 
an ensemble of unfiltered and unstructured information. 

- For each of the 12 categories the SC makes use of groups of schemes 
which enable the categorizing of information as essential and nonessential. 

- The focus on the group of essential information (viz., information filtering) 
allows the use of the scheme in order to identify certain specific structures. 

- Identifying a certain structure helps the appearance of the perception phe-
nomenon. 

- Experience is an ensemble of perceptions and its dimension equals that of 
the categories. 

- Experience generates information about the process of perception. 
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- This information may lead to the building of new structures and/or adding 
new elements to the existing structures. 

- The new structures allow the modification of concepts. 

The scheme presented in Fig. 2 illustrates the succession pointed out before. 

 

Fig. 2. The information flow in the dynamic process of knowledge. 

The sources of knowledge are in accordance with the stages presented before. 
The mode of human knowledge is facilitated by cultural and environmental inter-
action. The following aspects are important with this regard. 

- The individual learns to use the first schemes during his education. 
- The individual is taught how to recognize classes, categories, etc. 
- The interactions with other individuals make the individual communicate 

through concepts. 
- The interaction with the environment leads to learning the concept  

refinement. 

A priori elements of the pattern appear from its functioning. That can be expressed 
also as the basis needed to activate this pattern. 

5   Signatures and Classes of Signatures 

Let R  be the set of real numbers. The set )(nS  is defined recursively as 
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where R=iS , ni ,1=  (i.e., },...,2,1{ ni ∈ ), or )(m
i SS = , and ∏  is the Car-

tesian product. 
Let X be a nonempty set. The collection of signatures is defined as the function 
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The matrix elements values which appear in the signature defined in (2), i.e., 
,...,...,,...,,,,...,, ,,,2,1,21 lkjmiiin aaaaaaa , are referred to as signature values. 

The transposition of the signature )(xA  is 

]...]][[][...[)( 2,2,21,2,21,22,11,1 +++++= iiiiii
T aaaaaaxA .       (3) 

A signature )(xA  with the values ,...,...,,...,,,,...,, ,,,2,1,21 lkjmiiin aaaaaaa , is 

expressed as ...a . Two signatures ...a  and ...b  have the same structure if and only 

if for each value 
siiia ,...,, 21
 of the signature ...a  there exists the value 

siiib ,...,, 21
 of the 

signature ...b . 
A class of signatures is a set of signatures with the same structure. The notation 

...â  is used to highlight the class of signatures with the same structure as that of 

the signature ...a . 

6   Conclusions 

This chapter has offered new results concerning a pattern of human knowledge 
proposed in [2]. It has reached a twofold goal: 

 
- It models the cognitive psychology which aims to explain the phenomena 

which appear during human knowledge: attention, perception, memory and 
thinking. The analysis of the results obtained in this context permits to 
identify new, original direction for research. 
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- It describes the research aimed on the design and implementation of the 
above mentioned directions. 

Our model is advantageous with respect to the previous literature because it cap-
tures well the knowledge phenomenon as an ensemble from two phases, the build-
ing of experience and the concept modification based on this experience. It is a 
step forward and an extension with respect to the results given in [34]. 

Future research will deal with the transformation of the model suggested here 
into a mathematical one using several tools [35]–[46]. The complexity reduction 
will be accounted for [47]–[49], and the process of building the model will be ex-
pressed in terms of a procedure which will enable the building an artificial system 
of knowledge in terms of different representations [50]–[53]. 
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Abstract. The robot middleware is a key concept in developing complex robot 
systems even in geographically distributed environment. Giving a handy API, 
reusable standardized components and communication channels together with 
some automatism, the robot middleware helps the user to build easily reconfigura-
ble systems. The behavior of the components and the manner of interaction among 
them are standardized by the Robotic Technology Component (RTC) specifica-
tion. One implementation of the RTC specification is the OpenRTM-aist. It is a 
well written and convenient modular system built upon the Common Object Re-
quest Broker Architecture (CORBA). The first version of CORBA is released in 
1991. Nowadays the CORBA is getting more and more out of date. Our ultimate 
goal is developing a new robot middleware in which we apply a modern distri-
buted framework instead of CORBA. As a first step of the substitution we suggest 
some practical extensions of the OpenRTM-aist by the adaptation of the Internet 
Communication Engine (ICE) for component communication and the introduction 
of the web application concept for system editing and control. Having these struc-
tural modifications the resulting system became more powerful than the original 
system has been. The chapter introduces some structural and implementation de-
tails of the OpenRTM-aist together with the results of the experiments done for 
the performance comparison of the original and extended system. 

1   Introduction 

Within the robotics area the task of robot systems can change quickly. If the job 
and circumstances are changing frequently, reusable and reconfigurable compo-
nents are needed as well as a framework which can handle these changes. The ef-
fort needed to develop such components, depends on the used programming lan-
guage, developing environment and other framework. Many programming 
languages can be applied for this process, but developing a brand new framework 
is a difficult task. Applying an existing framework as a base system, e.g. the 
OpenRTM-aist in our case could dramatically simplify the job. 
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In a small program development team where the members are not program-
mers, starting from an existing framework is the best way for further work. 
Frameworks and middlewares are gaining popularity through their rich set of fea-
tures helping the development of complex systems. Joining together any robot 
framework and robot drivers can form a complex and efficient system with rela-
tively minimal efforts. In many cases the task of the system designer is minimized 
to configuration of an already existing framework. On the other hand when an ex-
isting framework needs only some new features it can be simply extended with 
them. Improving an existing framework is also an easier job than developing a 
new one because the design and implementation of such system require special 
knowledge and skills (design and implementation patterns). In most cases the 
missing functionalities can be simply embedded to an existing framework, but 
there are some cases when it is hard to do so. An existing framework can be im-
proved simply only in the case if it is well designed and implemented. In spite of 
this, building a brand new system from the basis is a much long process with a lot 
of efforts. In the area of robotics there are a lot of robot parts sharing similar fea-
tures, so the concept of the robot middleware as a common framework for com-
plex robot systems is obvious. Probably there is no framework which can fulfill all 
the above requirements entirely. 

The primary goal is to find a robot framework in this environment which is 
easy to use, reliable and also easy to extend. If it is impossible to find a perfect 
one the secondary goal could be the improvement of an existing one. In final case 
when no acceptable framework exists we have to implement a brand new one 
from the basis. 

In this chapter first we would like to compare some robot frameworks for giv-
ing starting impression, then we suggest some improvement idea for an existing 
framework. 

From the existing robot middleware frameworks for further development, we 
have chosen the promising open source OpenRTM-aist system (it can be down-
loaded from [5]). 

2   Robot Middlewares 

In this section we try to introduce and compare some of the existing robot mid-
dleware approaches. The key consideration in robotics middleware is to give a 
handy API and as much as possible and automatism. Moreover the middleware al-
so have to support as many operating systems and programming languages as 
possible. If any of the frameworks is applied for a specific job then some efforts 
are also needed for understand the concept and the application details. 
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2.1   Yet Another Robot Platform (YARP) 

Communication in YARP (with more details in [1]) generally follows the Observ-
er design pattern. Every YARP connection has a specific type of carrier associated 
with it (e.g., TCP, UDP, MCAST (multi-cast), shared memory, in process). Ports 
can be protected by SHA256 based authentication. Each Port is assigned a unique 
name. Every Port is registered by name with a name server. The YARP name 
server, which is a special YARP port, maintains a set of records, whose key is a 
text string (the name of a Port). The rest of the record contains whatever informa-
tion is needed to make an initial connection to a given Port. 

2.2   OpenRDK 

The user’s robot system can be developed from Agents, which is a simple process. 
A module is a single thread inside the agent process. Every module has a reposito-
ry in which they publish some of their internal properties. Inter-agent (i.e., inter-
process) communication is accomplished by two methods: through property shar-
ing and message sending. RConsole is a graphical tool for remote inspection and 
management of modules. It can be used as both the main control interface of the 
robot and for debugging while we develop the software. It is just an agent that 
happens to have some module that displays a GUI. The framework can be down-
loaded from [2]. 

Table 1. Main features of YARP, OpenRDK and OpenRTM-aist 

Name of the middleware YARP OpenRDK OpenRTM-aist 

Logical basic unit - Agent Component 

Execution basic unit - Module Module 

Information/functionality shar-
ing 

Encrypted data port Property sharing, 
messages 

Data port, service 
port 

Registered item Ports Properties of Agent Components 

Communication possibility TCP, UDP, MCAST 
(multi-cast), shared 
memory, in process 

TCP TCP 

Applied RMI middleware CORBA CORBA CORBA 

Concept Communication cen-
tric 

Data centric Functionality (data) 
centric 

 
The YARP simplifies the problem of communication so it stores only the port 

and gives a flexible and extendable communication mechanism. The OpenRDK 
uses Agent concept and creates a repository for common data (property or mes-
sage). The OpenRTM-aist manages the components not just stores information 
about it. It supports states of components and introduced the Execution concept 
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which gives some patterns for revealing robot jobs (periodic sampled data 
processing, stimulus response). 

All of these middlewares supports the online components only so the unavaila-
ble components cannot be used, which is a strong coercion. Every time when the 
user would like to edit only the system all process of robot part have to run at the 
same time. If the robot system of user needs such filter or processing part, which 
is not available no chance to create it that time.  

3   The OpenRTM-aist 

The OpenRTM-aist middleware is a well written and convenient modular system 
built upon a CORBA basis. It is developed by the National Institute of Advanced 
Industrial Science and Technology - Intelligent Systems Research Institute - Task 
Intelligence Research Group. The OpenRTM-aist components are coequal, which 
means all participants have the same rights (editor, components). It has no central 
logic. The end-user can search for the online OpenRTM-aist components only at 
runtime using a graphical system editor. The online component search is sup-
ported by the CORBA naming service, which is a simple process act as a servant 
object used remotely by components and a graphical system editor as well.  

The specification of RT-Middleware is defined in the “Robotic Technology 
Component 1.0” and “Super Distributed Object 1.1” standard (with the full speci-
fication in [3]). These standards describe the concept and the structure of a mod-
ularized robot system and its behavior. In the RT-Middleware (originally intro-
duced by Noriaki Ando et al. in [4]) the software is modularized into components 
of RT functional elements (called RT-Component). Each RT-Component has an 
interface called Port for communication with other components. The RT system is 
constructed by connecting the ports of multiple components to each other for ag-
gregating the RT-Component functions.  

The advantage of OpenRTM-aist is an easy and user friendly way to create and 
use robot parts. Two actors of system exist: 

Component developers, who make the components. For components develop-
ment many programming languages can be used such as C++, Java and Python. 
Some tools help the process-development by automatically generating the skeleton 
of the components. The developer has to fill the generated skeleton source, by 
concentrating on the business logic only.  

The end-user is a person, who has no knowledge about the programming lan-
guage, as he has no intention to develop components. These people want to use the 
components only for their work. In their case only the address of a name server 
must be known to be able to use the system. After the editor connects to the name 
server it sends the list of the available components, from which the end-user can 
built his robot system.  

For component creation the middleware also contains a graphical editor, named 
RTC Builder. After the definition of component, its source files are automatically  
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generated and stored in an xml file. The developer’s job is just filling the body of 
the generated source code. The number of applications proves that it is an easy, 
and user friendly application. 

4   Extending the OpenRTM-aist 

For extending the features of the OpenRTM-aist, our first goal was to improve the 
support of the offline components. The complete robot system, which parts can 
run in different places, can be explored, and edited by a graphical application 
called RTC system editor. The user can create, and activate a new system by allo-
cating, and connecting existing online RTC components. The structure of a robotic 
system and its communication details are shown in Fig. 1. Behind the scenes, the 
communication among allocated components can be established via CORBA mid-
dleware as all components are implemented as CORBA servant objects. These on-
line components can be used controlling by the RTC graphical editor based on the 
naming service of CORBA. If the connection between editor and any of the com-
ponents is broken, from the editor’s point of view the component has become of-
fline, and hence robot part is automatically removed from the user’s system (the 
component together with its already defined connections if there are any). 
 

 

Fig. 1. Structure and communication among parts of OpenRTM-aist. 

The second improvement we need to make is related to the client authentication 
together with the applied access policy. In the current system any of the available 
components can be used freely for every user without any security restrictions. If 
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the IP of the name service or the parameters of components (IP and port) are 
known then any person can use the resources of the host. 

The third improvement needs to be made is the development of a lightweight 
graphical system editor. The current system editor’s size is about 100 MByte, 
which results in a long download time. The updates of the editor must be down-
loaded and installed by the end-user explicitly. 

Building blocks of the system are RT components (e.g. robots) with well-
defined architecture and the ability of running independently from each other. 
Their connections (communications) are possible only via ports. The components 
can send/receive data to/from each other via a dataport. The components can live, 
work and die. They can even have more states controlled by the system and the 
user.  

5   Details of the Extension 

To be the first step of the OpenRTM-aist extension we had two main goals: 

1. To provide a new communication channels for components based on 
ICE, in which the components can share their behaviors. 

2. Development of a new platform-independent lightweight graphical system 
editor. 

5.1   The ICE Service Port Extension 

One of the key underlying ideas of the improved system is the ICE technology 
(with more details in [6]) integration. The OpenRTM-aist system is already con-
tains a service port, which is the sole way to publish the behavior of components 
among other components, but this port is based on CORBA. Like CORBA, the 
ICE Framework is also an object oriented distributed platform that can run on sev-
eral different operating systems and many programming languages e.g. C++, 
.NET, Java, Python Objective-C, Ruby, PHP, and ActionScript. Compared to 
CORBA, ICE also supports .NET and more programming languages (about 60). It 
could be a new platform for replacing CORBA in the robot middleware keeping 
its strengths, while avoiding its weaknesses. Moreover ICE can also simplify dif-
ficult programming model of CORBA. 

The integration of ICE system leads to a number of benefits, which will be 
available for the robot middleware components too.  

The first real advantage of IcePort is the simple, easy to understand and use, 
programming model (i.e. it is a simplified programming API). Developers do not 
need to learn lashing of documentation, which makes the development process ef-
fortless and quick. The dynamic invocation and dispatch interfaces allow the  
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developer to write generic clients and servers that need not have compile-time 
knowledge about the types used by an application. This opens the possibility of 
creating applications such as object browsers, protocol analyzers, or protocol 
bridges.  

During the specification of the IcePort extension we have recognized a novel 
feature of the extended system which was inexistent in the original CORBA based 
version. In some situations it is necessary to make connection among one consum-
er and multiple service provider components. This type of communication is not 
supported in the original system, nevertheless it is often necessary for robot confi-
guration, (e.g., one robot item can be controlled by multiple input devices). In case 
of ICE technology this type of communication can be easily implemented. The 
communication encryption is a complicated task in the free implementation of 
CORBA, therefore an easy to use and easy to configure encryption layer is re-
quired. Ice also provides an encrypted data stream between multiple ports, which 
can easily introduced at the end-user side solving the problem of secure communi-
cation with minimal effort. The communication stream is usually TCP based, but 
in some situations the UDP datagram could have some benefits. The UDP proto-
col can also be used for one-way operation, which is a faster than TCP e.g, broad-
casting information in a publish-subscribe kind of application or logging activity. 
The overhead in negotiating for a TCP socket and handshaking the TCP packets is 
huge, hence for one way communication UDP is at least two times faster than 
TCP. In ICE the UDP is also supported by API. The components can be organized 
into farms, so the system can be structured to be more reliable.  

5.2   Web Based Editor System Introduction 

The main components of a robot system usually have a rich graphical interface. 
E.g. the VirCA system (will be discussed more detailed in the next session) the 
main component has an interface in three-dimensional virtual space. It is a time 
consuming process to switch between the separate editor and main graphical inter-
face. It would be much better if the editor surface could be displayed in the main 
graphical interface.  

The new editor is a lightweight System Editor that can work within a browser. It 
can be embedded in a web application. The actual robot system can be saved for 
further editing in the client side in xml structure, or saved on the server in a data-
base. Our editor can also use favorite components which are stored in a searchable 
database. 

As it is discussed in the introductory section, in OpenRTM-aist if the network 
connection is broken, then the box of component is disappeared and all the related 
connections are deleted too. In our extension, the editor system just illustrates the 
“not available” state of component, but the user can still use it further. This is one 
of the key improvements of our extension. During the design time all components 
and connections of the robot system are grayed, showing that the component  
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status is unknown. Compared to the real situation one or more components of the 
grayed ones can be unavailable meantime, because the system displays the last 
known parameters of missing parts. When the robot system is activated by the 
end-user, the extension logic tries to activate the appropriate components and to 
re-establish the connections.  

The new editor provides the virtual master component concept in the form of 
special components. The virtual item allows the division of the system into several 
smaller parts (Divide et impera). Having this extension the edition of the parts can 
be simpler as the unnecessary and distracting details can be hided from the user. 
The virtual item can include other virtual or regular components too. The activa-
tion command this case means the activation of all the included real items. Any 
ports can be published as new port of the virtual item. 

The original editor is a plugin of Eclipse, so running the original system editor 
the user must have a big Eclipse environment (about 100 Mbyte), and a high Ec-
lipse dependency with limited graphical opportunities. 

In our lightweight system editor the end-users need only a browser to use the 
system, as the editing system now is a web application. At the beginning of each 
service usage the browser always checks the URL, so the last version will be ac-
cessed automatically, hence the version control is also guaranteed. 

In the new system, thanks to the appearance of the Web layer in the structure, 
the further extensions become simpler, only minimum expenditure investment is 
needed (such as advanced user management, integration into other systems, sup-
port legacy system, searching the components, advertisement). 

In our case between the host and the end-user there is an XML-based communi-
cation over the HTTP protocol. The applied Web application supports all operating 
systems with any browser, so building heterogeneous systems are also supported.  

For an end-user, who does not want to run own robot components, there is no 
need to use the CORBA protocol or install any CORBA endpoint, because the 
lower level of OpenRTM-aist is isolated by the web application tier. The extended 
robot system has more parts as it is shown in Fig. 2. 

In the new OpenRTM-aist architecture, some new items are appearing: 

The Client tier: At the end-user side a flash application is running in a browser. 
It has only one reason, to present an interface to the user. It sends requests to the 
presentation layer and gets responses. The basic editor function is the handler here 
(e.g., system editor area, shape for component, component insertion). Supporting 
the offline components and minimizing the communication efforts, the required 
connections will be created just in time when the robot system is starting. After 
the presentation tier gets the commands and parameters from the client tier, the 
given values are checked here, and only valid commands are forwarded. For this 
task it can use a database tier and a common logic layer too. This layer is also in-
dependent from OpenRTM-aist. Two varieties of this layer exist: console and web 
typed. For automatic running (and integration test) our editor system has a com-
mand line interface called OpenRTMExt_Tools (Java application) and a graphical  
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interface (Java web application) as well. The server logic is implemented as jsp  
pages and servlets to serve the request. In case of console application it is a simple 
text (generated by java application), but in case of graphical application the form 
of communication is XML based. 
 

 

Fig. 2. The architecture of extended OpenRTM-aist. 

The Web application and the console system editor tier are belongs to the pres-
entation layer running on server. They translate the request by the server logic. 
The results are simple texts or XML documents sent to the client tier. 

The OpenrtmExt_logic layer is used by Presentation layer. This layer coordi-
nates the application collections of Java Bean which are worked together in this 
layer. The logic is run in threads for better performance. The Master component 
concept is also introduced here. It gives virtual elements which simplify the topol-
ogy of the user’s robot system. It is a platform independent programming library 
(lib). This tier depends on low level communication such as CORBA and ICE. 
This layer hides the details of OpenRTM-aist, introduces some new features and 
establishes some new complex instruction which is not available in the original 
system. The request, which is get from client is translated to CORBA method in-
vocation and forwarded to any participant. After the appropriate remote object(s) 
has done its work (any value can be sent back), the result(s) goes back to the pres-
entation tier. We have implemented this layer to guarantee the same behavior in 
case of the console and the graphical interface as well. 

The Database tier stores the profile of users and the details of the robot sys-
tems. Applying a stored procedure some functions can be moved to the database 
tier. It ensures a quick and searchable data background to the system. 
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6   An Application Example, the VirCA System 

The Virtual Collaborating Arena (VirCA) is a virtual laboratory, which gives an 
opportunity to a team of researchers or industrial engineers to collaborate with 
each other. It is possible in an augmented environment to control virtual and phys-
ical devices remotely in a simple way. The VirCA system was developed in the 
Cognitive Informatics Group of MTA SZTAKI research institute, more informa-
tion about it can be found under [7] and [8]. The main idea of VirCA is placing the 
physical device in a generated virtual space, as it is presented in Fig. 3. 
 

 

Fig. 3. The concept of VirCA system. 

Behind the scene this system consists of more extended OpenRTM-aist compo-
nents. Special components run in all places connecting to a simple CORBA name 
server to register their device lists. When the components are up and registered on 
the network, the operators can choose their input and output devices (cognitive in-
formatics equipment and robots) and use them to solve the given task.  

The main task of the VirCA is the visualization of physical devices, connecting 
and controlling them and establishing interaction among real and virtual objects. 
As a secondary goal it is also able to connect more virtual spaces form an ex-
tended virtual reality environment. The VirCA had been established as an ex-
tended OpenRTM-aist system. Some cognitive components had been also devel-
oped for the VirCA. The members of the development team are engineers, not 
programmers and they do not need to use CORBA code. 
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In the VirCA system the following mandatory components are needed: 

3D Space: A 3D visualization component which continuously renders the vir-
tual word. After the user connects (using a graphical interface) any device to this 
main component, the 3D space shows the model of the physical device in the ap-
propriate position of the virtual space. The virtual object can also “sense” the outer 
object’s presence (e.g. virtual and physical objects can react each other). The user 
can send a command to a physical device via graphical (3D) interface. The 3D 
Space component has two interfaces: Register interface and Commander interface. 
The Register interface is an ICE service provider. The physical (cyber) devices 
can register/unregister themselves into the virtual world, or send their new posi-
tions. The Commander interface is an ICE service consumer. It sends commands 
to the physical entity, e.g. move to the specified position or take something or do a 
job, etc. The 3D space component has two kinds of implementation. One can run 
on normal personal computer as usual graphical desktop application. The other is 
running in the CAVE immersive 3D environment, which is more realistic because 
the user can stand inside a cube of projected 3D screens having the feeling to be a 
part of the surrounding virtual space.  

Cyber devices: Several different physical robot devices can exist at the same 
time in different places. Each type of robot parts can have its own component, 
which can exist in several instances in the same time. We support more devices: 
e.g. Lego NXT, KUKA industrial and NAO humanoid robot. The cyber device 
component must have two mandatory interfaces: the Commander interface which 
is an ICE service provider and the Register interface which is an ICE service con-
sumer. The Commander interface gets commands from 3D main components or 
from any other components, which want to control them. The Register interface 
registers into, or unregisters from the virtual space. 

There are some optional components too. The Camera component is providing 
pictures or movie about a physical space. The Observer component gets the picture, 
which is provided by a camera component, identifies the objects and sends events 
to 3D engine, which notifies the others. A variety of Controller components forms 
can exist. The user sends commands to the cyber device via this component by 
voice or hand-gestures. The input of these components can be provided by camera 
or microphone or any other cognitive sources. The system needs to be improved in 
such case if it uses more cyber devices then the Commander interface or the 3D 
system consumes more Commander interfaces of more cyber devices. 

7   Experiments 

Having a new and improved system with some novel functionalities, the key ques-
tion is the system performance. The main goal of the test is the comparison of the 
performance of CORBA and ICE service ports. We have implemented two test 
components, the test provider and the test consumer. The provider has an IcePort 
and a CorbaPort. These two ports have the same interface (IDL in case of CORBA 
and slice in case of ICE) and the implementations are also similar. Similarity  
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means same number of program steps but of course the instructions are dependent on 
the studied technology. The other component has two ports as well, which consume 
the test. After creating the two component instances, the appropriate ports were con-
nected. The test cases were run sequentially step by step under Windows and Linux. 
The amount of time it took for a client to invoke the test operation in a server and to 
receive the results of the operation was measured. The latency and throughput of the 
new ICE service port was tested using the demos of the Ice distribution.  

In the latency test the operation has no in-parameters, so no data is sent with the 
invocation. Similarly, because it does not have out-parameters and has a void return 
value, no data is returned by the operation. 

Throughput determines how much data the middleware can move per unit of 
time. Throughput heavily depends on the type of data that is sent. Byte sequence 
was selected for transmission as it is the most efficient data type, which does not 
require further processing. We have sent 50 Megabytes from consumer to provider 
in 100 Kbytes steps. 

The test function of the ICE system was used for comparison of the two service 
ports. Both Ice and CORBA (omniORB in case of C++, and jacORB in case of 
Java) are run with no special configuration, so they use the default options. The 
time required for 100000 function calls was measured. In case of loopback device 
test the CORBA is 1.5 times faster than ICE. In real usage the endpoints are on 
different machines therefore this test is insignificant. The results of the test for dif-
ferent hosts are shown in Fig. 4. 

 

 

Fig. 4. The performance comparison of Iceport and CORBA port per-formance in case of 
C++. 

According to the results presented in Fig. 4, the performance of the two tech-
nologies are almost the same. Using ICE port the features are significantly better 
and the performance is nearly the same as CORBA has. The two most common 
programming languages (JAVA and C++) were also tested, with the same results. 



Structural Improvements of the OpenRTM-aist Robot Middleware 299
 

In spite of the similar performance the application of the ICE service port is 
strongly suggested instead of the CORBA port, as it has a better programming in-
terface and the customization is also much simpler. The performance of ICE in 
case of different programming languages and operating systems is also different. 
The best performance was measured in case of C++ and Linux operating system. 
The worst results were produced by the Windows and Java combination. The re-
sults are summarized in Fig. 5. According to the opinions of the developers, the 
reasons of these performance differences are implementation issues of the ICE 
network layer and the java virtual machine. 

 

 

Fig. 5. The performance comparison of Iceport in case of different platform. 

8   Conclusions 

This chapter presents some improvement ideas for the existing framework 
OpenRTM-aist. The contribution introduced in this chapter is the integration of 
ICE into the OpenRTM-aist and the introduction of a new lightweight Web based 
system editor. 

The ICE integration was carried out by extending the existing features, without 
their modification. On the other hand thanks to the IcePort extension the quantity 
of the available system services have been improved significantly. The extension 
can be easily added to the intact original OpenRTM-aist system leaving the origi-
nal features unchanged in order to avoid compatibility issues. The user client of 
the new editor is a simple web browser which does not require the installation of 
any special applications such as CORBA and Eclipse which was required for the 
original system editor. The new editor is built upon the infrastructure of a web ap-
plication and now it supports component sharing in a trusted and controlled way. 
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Abstract. Knowledge based support of decision making in product definition us-
ing modeling system may produce the advantage of coordination different opi-
nions, attempts, and intents. In order to achieve this, special interaction between 
engineer and product object definition processes was proposed by the authors in 
order to communicate content for decision in the form of expertise and experience 
based knowledge. This knowledge is required to represent engineer in the course 
of coordinated definition of product objects. This chapter introduces a new method 
in order to establish a global level of the decision making on product object para-
meters. Global level control organizes product object generation processes on the 
local level of currently applied product entity definition. Local level processes 
should be modified in order to accept control from the global level. This control 
replaces direct human definition of product object parameters. Other new metho-
dological element in the proposed modeling is that the only allowed way of prod-
uct object definition is through definition of function and quality based behaviors 
of product. The main contribution of this chapter is introduction of the contextual 
chains along which communication is done from human thinking to product model 
entity parameter generation. The proposed method is demanded to be capable of 
serving product model definition for lifecycle in a product lifecycle management 
(PLM) system. 

1   Introduction 

The work of engineers has changed by wide application of product lifecycle man-
agement (PLM) systems for development, production, application, and recycling 
related engineering activities by using of a single but very complex product mod-
el. Model of a product may include thousands of objects representing subassem-
blies, parts, form features, analysis model entities, analysis results, device control 
programs, and many other entities. Complexity of model is not only the result of 
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high number of product related engineering objects (EO) but also the high number 
of unorganized contextual connections within it. Correct context definitions are 
essential because consistency of a product model is assured by definition of any 
engineering object in the context of appropriate engineering objects. In current 
product models, no organized means is available for tracing contextual chains in 
product model. 

Product model is defined by authorized and responsible humans. The same en-
gineering object may be defined by several humans acting directly or indirectly. 
Direct acting human communicates with engineering object generation processes 
while indirect acting human influences product model by higher level decision, 
law, standard, proven solution, or modeled knowledge. 

The authors of this chapter recognized that current product modeling systems 
were not suitable for essential human influence coordination and the relevant 
model representation, and processing functions. This problem is considered as one 
of the most important areas of research in product modeling for the next future. In 
order to achieve better decision assistance including better communication be-
tween engineers using product model as a medium, the authors of this chapter 
proposed knowledge based modeling method as extension to current product mod-
eling systems. Because knowledge is property of companies, implementation of 
the proposed modeling is planned by using of open application development sur-
face of PLM systems. Essential issues on knowledge acquisition at human-
computer interaction for product definition as it was conceptualized by the authors 
of this chapter were discussed in [11]. 

This chapter starts with an introduction of history of product modeling and the 
method by the authors of this chapter for the definition of consistent product mod-
el. This is followed by discussion on product definition in modeling environment 
and on a basic problem with product model based communication between engi-
neers. Next, a new extended human-modeling process communication and collect-
ing information from human thinking process in it are shown as contribution by 
the authors. As processing of human influence attempts, coordination of product 
behaviors, analysis of affect propagation, and building of extended product defini-
tion space are explained. The proposed model is introduced as extension to the 
conventional product definition space. Finally, few words explain implementation 
of the proposed modeling in product lifecycle management (PLM) environment. 

2   Model Mediated Communication 

Product model increasingly serves as medium amongst human and controlled 
equipment participants of engineering processes. Product model for lifecycle en-
gineering is a result of long development in computer based product definition.  
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Brief history of this development is outlined in Fig. 1. Partial solutions in the form 
of CAD/CAM, CAE, etc. systems concentrated on engineering areas where com-
puter description and processing of shape as well as essential analysis were urged 
by development of automation during the 70-90’s. Unified representation of shape 
was realized by boundary representation (B-rep) where non uniform rational B-
spline geometry and Eulerian topology brought a new age in 80-90’s. 

Task and user specific objects were introduced by using of form feature defini-
tion and recognition for part model construction during the 90’s. Activities for in-
tegration of partial models into a unified and structured model of product were 
concentrated in the project to establish the product model standard STEP (Stan-
dard for the Exchange of Product Model Data, ISO 10303) during the 80-90’s 
[12]. Recent paradigm of product lifecycle management (PLM) brought the prod-
uct model that is suitable for the support of all engineering activities. PLM sys-
tems apply recent information technology. 

Integration of product elements in a single model made it possible to integrate 
active knowledge for product object generation in product model. This knowledge  

 

 

Fig. 1. Brief history of computer based product definition. 
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redefines engineering objects in product model at any change of the related situa-
tions and events. Engineer friendly knowledge representations such as rules, 
checks, reactions, optimizing algorithms, etc. are available. 

Complexity of product model requires means for providing consistency. The 
authors of this chapter proposed product modeling with consistency control for 
human source, product object, and product behavior (Fig. 2). For this purpose, 
human influence, human intent, contextual connection, product behavior, product 
object, and decision entities are represented in a contextual chain. According to 
the utmost aim, human intent is always defined in the context of human influence, 
contextual connection and product behavior are always defined in the context of 
human intent, and so on. 

 

 

Fig. 2. Context for consistency. 

3   Human Influence and Communication 

Product definition or model space is the place where product is defined by direct 
and indirect human influences. This three dimensional space is characterized by 
Descartes coordination system, and it is in possession of modeling capabilities to 
shape centered representation of parts, their connections, and other objects neces-
sary during lifecycle management of product information [1]. Extensive dialogue 
surface is available for engineer communication (Fig. 3). Engineers define product 
elements as objects, knowledge for the definition of object parameters and  
constraints, make analyses, and define control programs. Interoperability offers  
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interfaces and translators for the communication with other PLM systems, produc-
tion equipment controls, and capturing equipment. The proposed modeling is in-
tended as an extension to the currently applied product definition space. Capabili-
ties for human intent based representation of engineering objectives and intended 
influences, and consequence changes for engineering object definitions are pro-
duced. The proposed extension is based on the concept and method of modeling by 
information content in [2]. 

 

 

Fig. 3. Product definition in modeling environment. 

Product definition space serves communication between human who defines and 
human who applies the engineering object A. Main problems with the current prod-
uct modeling is related with this communication. Human who applies engineering 
object A thinks on modification of this object and definition of related objects. 

One of the purposes of the proposed modeling is improving communication be-
tween users of product definition space. The currently applied communication is 
outlined in Fig. 4. A human defines engineering object A. This object may be any-
thing that is needed during lifecycle of the actual product. Work of this human is 
affected by indirectly influencing humans restricting the solution space. Indirectly 
affecting humans communicate higher level decisions, standards, legal decisions, 
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and law. These influences determine given engineering objects and their parame-
ters and must be considered as constraints. In other words, engineering objects are 
defined in the context of these influences. Authorized and responsible human 
thinks on object definition in product definition space and communicates results of 
thinking process through dialogue surface with the product definition space (also 
called as model space) in the form of features, their parameters, and connections 
of parameters. 

 

 

Fig. 4. Not properly informed human at model application. 
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Fig. 5. Extended human communication. 

Questions are emerged those can not be answered in product definition space. 
Main questions are for purpose of object A and the method that was applied at its 
definition. Background of definition of received object features and characteristics 
would be necessary to evaluate the model. Engineer, who receives model, would 
like to know that what changes are allowed without breaking of valid decisions. 
The modeling proposed in this chapter is intended to have capabilities to represent 
answers for the above questions in an extended product definition space. 
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4   Knowledge Definition for Product Model 

In order to better communication between engineers, more information must be 
represented from the process during which a proposed influence is developed in 
the human mind. The authors of this chapter started from this recognition and ela-
borated a modeling called as representation of human intent (Fig. 5). Their former 
publication explained the basics of this method [3]. 

Simple communication on engineering object related results was replaced by 
communication of knowledge from human thinking process on object definition 
for the record in engineering objectives and related definition methods in product 
definition space. For this purpose, appropriate entities and representations were 
defined in product model. Relevant knowledge related research concentrates on 
knowledge formalization that is suitable for lifecycle management of product in-
formation [14], and representation of knowledge from multiple experts for product 
definition [15]. The former more general approaches have not proven in practice 
where quality is given for the product by human experience, expertise, and intelli-
gence. In [17], knowledge acquisition process is applied to capture structured sys-
tematic knowledge. 

In an intent model, first of all status or role of the intent source human should 
be recorded such as authority, approver, analyst, designer, etc. Following this, 
knowledge sources and general characteristics of human intent should be defined. 
Knowledge sources are, for example, models, experience representations, linked 
objects, and individuals. Characteristics of human intent are status and purpose. 
Status may be standard, proposal, decision, opinion, experience, etc. Examples for 
purposes are strategy, alternative, and allowable range of a parameter. 

Human thinking process record includes definition of elements and partial deci-
sions. Definition of elements is a sequence of what engineer did. Definition of par-
tial decisions includes why and how engineer did engineering object definition. 
Answer for question why is engineering objective while for question how is me-
thod and intended influence. Method and influence are defined for engineering ob-
ject parameters. Product definition space is extended by the above new entities. 

Definitions of elements and partial decisions are interrelated in the human 
thinking process record. Fig. 6 illustrates interrelations by a simple example. En-
gineer observes the problem and decides engineering objectives in the form of 
functions and quality. For example, function of a part object is supporting other 
object and must keep a deformation limit under a specified load. Next element is 
definition of object with the decision on type and parameter set of that object. As 
background of these decisions, choice and method of selection are recorded  
as they were applied by the engineer. The subsequent element is analyzing object 
variants.  
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Fig. 6. Information from human thinking process. 

The mating decision is about the variant of object. This decision may be tempo-
rary because variants are available for future re-evaluation under changed cir-
cumstances. Finally, method is recorded for parameter definition and object para-
meters are calculated by using of the recorded method. Records may be links to 
available knowledge or outside expert contribution. 



310 L. Horváth and I.J. Rudas
 

 

Fig. 7. Processing objectives and intended influences. 

5   Coordinated Product Behaviors and Affect Propagation 

The conventional product model is a structure of product objects such as parts, 
part connections in assemblies and mechanisms, analysis results for parts, control 
programs for equipment, etc. However, these entities ere defined for product  
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functions and qualities, in other words for engineering objectives. Behavior is the 
representation of engineering objectives. Definition of product objects from beha-
viors is inevitably a knowledge intensive task. Representation of knowledge in 
product model also serves modification of model in case of changed situations for 
behaviors. Situations are defined by circumstances both for product object and 
outside affect parameters. 
 

 

Fig. 8. Selection active objectives and influences. 

The above findings by the authors of this chapter make special emphasis on 
corporate knowledge representation in product model. Author of [4] introduces an 
approach to definition and mapping of knowledge based on the point of view of 
expert. Personalization and codification are introduced for the development of a 
multidisciplinary framework in [8]. Form feature information model in the STEP 
standard for product modeling and other solutions use multilevel structures. Para-
metric and semantics feature definition supports communication between users 
and engineering modeling environment in function-oriented product modeling, as 
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it is shown in [16]. Authors of [5] recognized that, a new overall approach to leve-
ling was necessary to be developed in order to enable interoperability of STEP 
Application Protocols at meta-data and knowledge levels. Similar results are im-
portant in knowledge technology, because the STEP product model standard and 
its application at leading industries opened the road for integrated solutions in 
product engineering. 

In human intent record on thinking process, definitions of partial decisions for 
engineering objectives and for intended influences are followed by mapping of 
these entities to relevant engineering objectives (Fig. 7). Method is recorded for 
calculating object parameter values for influence or for means applied by the en-
gineer to the definition of direct influence on object parameters. Because variants 
of objectives and influences are included, active objective and influence variants 
should be selected for engineering objects. Active variants may be decisions or 
only default ones those are allowed to be replaced by other recorded variants. 

Following the above procedure, product object behaviors and parameter sets are 
defined for the definition of circumstances by using of selected engineering objec-
tives. Behaviors are mapped to engineering objects and product definition space is 
extended by the new entities. Behavior definitions for engineering objects in life-
cycle management of product information are explained and discussed by the au-
thors of this chapter in [6]. Behavior definitions are based on situation modeling 
and simulation. This method is applied for wide applications in various areas of 
industry and research [7]. 

Some elements of selection active objectives and influences for engineering ob-
jects are shown in Fig. 8. Objectives and influences are coordinated in case of 
multiple intents for the same object. Alternative influences are passed to decision 
on active one while alternative objectives may demand definition of influences by 
object related procedures in the modeling system. Decision on active objective and 
active influence may be authorization based contribution or may require affect 
analysis in change affect zone. Product definition space is extended accordingly. It 
can be seen, that the proposed method allows for definition of the required final 
objectives and influences in accordance with authorization of engineer. 

Engineering objectives are represented as features to give a well-defined mod-
ification of a product or its structural and other unit. Although features are defined 
during product definition, sometimes their recognition is necessary in an existing 
model. In [9], geometric feature recognition is introduced by using of graph and 
hint based methods, convex hull decomposition, and volume techniques. 

6   Extended Product Model Description 

As it was stated above, the proposed modeling is an extension to the product  
definition space of current product modeling (Fig. 9). Elements of extension are 
defined in the context of influencing humans. Human thinking process is about  
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object definition in product definition space. At the same time human is also 
thinking about representation of engineering object related information in product 
model. 
 
 

 

Fig. 9. Building extended product definition space. 

Extensions are for record of human thinking process, selection of active objec-
tives and influences, definition of behaviors and situations, and analysis of change 
propagation. New contributions to the product model in these extensions are hu-
man intent (Fig. 5), active influences for active objectives, active behaviors and 
situations, and change affect zone width adaptive actions, respectively. Results of 
decisions in product model are represented as constraints. Constraining should be 
organized and consistent. As an example, a theory called as generalized local 
propagation is proposed in [10] as a foundation of algorithms for solving con-
straint hierarchies. 
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Fig. 10. Extensions to product definition space. 

A new classification of solution criteria is based on their difficulties in con-
straint satisfaction. Other example for the related efforts was published in [13] 
where change propagation paths and their impact on the delivery of a product 
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were analyzed. In the modeling proposed by the authors, constraining is controlled 
by consequence analysis in change propagation. 

The extended product definition space is a product definition space which is ex-
tended by three rectangular spaces for analysis of change propagation and adap-
tive actions, for active engineering objectives and behaviors, and for human think-
ing process (Fig. 10). The new spaces map decision, behavior, and human intent 
related entities to engineering objects. 

Decision related entities are change affect zone, consequence influence, and 
adaptive action. Adaptive action controls well-defined engineering objects in the 
product definition space taking the function of direct human control [2]. Behavior 
related entities are active objective, active influence, behavior, and situation.  
Human intent related entities are human, status, purpose, element, objective, and 
influence. 

Similarly to product and other engineering objects in product structure, objects 
in the product definition space and the extension spaces are contextual. Engineering 
objectives and the related influences are defined in the context of human thinking 
process. Behaviors and the related situations are defined in the context of engineer-
ing objectives. Analysis of change propagation is defined in the context of active 
behaviors and influences. Engineering objects are defined in the context of adaptive 
actions. Adaptive action carries verified and decided influence information. 

7   Change Propagation and Adaptive Actions 

An attempt for influencing product under construction is accepted or rejected ac-
cording to its anticipated affect on existing engineering objects. Other considered 
parameter is the weight of the influencing human. As it was emphasized above, in-
fluence can be evaluated only in case of background knowledge is defined in the 
influence attempt. Evaluation of consequences of an influence attempt and  
decision on it is one of the future developments. The authors of this chapter con-
ceptualized a method and elaborate it gradually. During this development, human 
dialogue intervention is increased but not eliminated. Decision process must be 
transparent for authorized engineers who are responsible for the result of relevant 
engineering activities. 

In order to understand the main essence of the proposed method, Fig. 11 out-
lines change propagation analysis and decision on executable adaptive actions. 
This sector of product modeling starts with definition of behaviors and situations 
from engineering objectives for engineering objects. Tracking of change propaga-
tion in product model can be done along contextual chains. For this purpose, a 
contextual graph is proposed that is really a contextual map of the product model. 
Engineering objects in nodes and contextual connections on arches of this graph 
make definition of contextual chains for the propagation possible.  
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Fig. 11. Analysis of change propagation and adaptive actions. 

In Fig. 11, influence attempt is placed on engineering object EOC. Entity 
change affect zone (CAZ) was proposed for enclosing potentially affected engi-
neering objects. CAZ in Fig 11 includes two partially overlapped change chains. 
Contextual graph is elaborated and continuously updated during processing  
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contextual connections in product definition space. Consequence influences of an 
attempted influence are revealed in CAZ which is really a view and is developed 
during analysis of change propagation. Beyond contextual graph, and contextual 
chain and change affect zone in it, new entity in extended product definition space 
is the above defined adaptive action. 

 

 

Fig. 12. Implementation in PLM system. 

When an adaptive action gains the status executable, it is in possession of all 
necessary information for control of relevant engineering objects in product defi-
nition space. Adaptive action is a feature and can be deactivated and reordered 
such as any another features in the product model. Current tendency is expe-
rienced for unified feature based product model where any engineering object is 
handled solely as feature. Feature based modeling supports this type of solution. 
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8   Implementation in PLM System 

The proposed modeling and model extension applies mainly locally owned know-
ledge at industrial companies. This knowledge and procedures of its handling best 
applied in application environment development of product lifecycle management 
(PLM) systems. Application programming interface (API) organizes application 
programming environment for this purpose. 

Modeling as it is implemented in API environment is sketched in Fig. 12. Ob-
ject definition processes for extension of product definition space access human-
modeling process dialogue surface. Humans who define objects in product model 
work on this extended dialogues surface. Product modeling processes are served 
by product data management and save model entities in the product definition 
space. At the same time, extensions of product definition space are accessed and 
build through API. Indirectly influencing humans act through object definition 
processes for extensions of product definition space. 

9   Conclusions and Future Research 

This chapter introduced a new method for representation and application of autho-
rized human defined knowledge at global product level decision on engineering 
objects during lifecycle of product. This knowledge is generated at the definition 
of engineering objects as method for object entity generation during product mod-
el construction. The method is devoted for group work of engineers where a deci-
sion may be affected by humans with the same or different role. This work was 
motivated by the recognition that current product modeling systems are not suita-
ble for human influence coordination. This capability of product modeling is im-
portant to develop because an effective decision considers different aspects and a 
new situation may require application of earlier abandoned knowledge. 

The introduced method is one of the results by the authors in order to establish 
adaptive control of product model. Adaptive control redefines the related engi-
neering objects as result of a new or modified decision. The conventional human 
dialogue is replaced by adaptive action that modifies product model temporarily 
for analysis of consequences of an intended influence on product model or finally 
as part of model construction. 

The proposed modeling is expected as a contribution to solve communication 
problems between engineers. At the same time, this attempt to define engineering 
objects in the context of engineering objectives prepares function and quality dri-
ven integrated modeling of products. Because currently applied product models 
can be controlled by active rules, checks, and reactions, adaptive actions will be 
developed to generate these knowledge entities by using of the knowledge 
represented and applied in the proposed modeling extension. 
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Abstract. The chapter describes a new low cost angle generator intended for the 
calibration of autocollimator. The description of the working principle is followed 
by the detailed calibration procedure which is based on the comparison principle. 
The small angles are derived from relatively large displacements. Following the 
presentation of the operation of the small angle generator, the various error 
sources are discussed. Finally the chapter discusses the calculation of the extended 
calibration uncertainty in details. 

1   Introduction 

In professional metrology precise and contactless measurement of small angles, 
angle deviations and alignment of machine components are required. Autocollima-
tor is the appropriate high accuracy apparatus, which can measure angles with an 
accuracy of fractions of an arcsecond. 

Brucas and Giniotis give in their paper a short overview of the plane angle 
measurement principles. They describe a system, based on the comparator prin-
ciple and intended for the calibration of geodetic measuring instruments. The sys-
tem consists of an autocollimators and a rotary table. On the rotary table a mirror 
was placed. Therefore the rotary table acts as a small angle generator with a mea-
suring sensibility of 0,0324” a repeatability of 0,03” and a standard deviation of 
less than 0,32”. 

Just applied a high accuracy angle comparator based on the division of a circle. 
The comparator’s main component is a rotor with precision air bearings in which a 
divided circle with a radial phase grating is installed. The grating consists of 217 
grating lines in 360° which corresponds to a graduation interval of ~10 arcsec. 
Each reading head produce sinusoidal signal with twice the frequency of the grad-
uation frequency. This signal is subdivided by a factor of 4096=212 which results 
in 230 measurement steps, leading to a resolution of ~0,0012 arsec. The drive  
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system of the comparator consists of a variable-speed DC motor. With a gear 
train, the drive allows the speed be adjusted in the range from 7,5 rev/min to 7,5 
arcsec/min. For the calibration of autocollimators, a piezoelectric transducer inte-
grated into the driving unit allows a fine positioning in a range of 6 arcsec with a 
reproducibility of ~0,002 arcsec. 

Kim and his coauthors applied a small angle generator equipped with a laser 
angle interferometer to calibrate the autocollimator part of their combined minia-
ture Michelson interferometer and autocollimator. They used a motorized 
micrometer to finely rotate the arm of the small angle generator. 

Sohn, Kwon and Choe [14] used a reference angle generator, which employed a 
Hewlett-Packard laser interferometer to measure the angular displacement of a the 
rotational bar. The laser beam was divided by a polarizing beam splitter and  
the two separated beams were reflected by two corner cubes, mounted on ends of 
the rotational bar. The bar was rotated by a linear motor. The rotating angle was 
proportional to the change of optical path difference between the two corner 
cubes, which was determined by the laser interferometer. The angular resolution 
of this device was more than 0,01” over a range of 40’.  It was designed to minim-
ize the systematic error caused by the movement of the axis such as rotation, 
thermal expansion, pitch, and roll. 

De Oliveira and his coauthors describe an autocollimator calibration system us-
ing a sine bar and a small displacement generator based small angle generator. The 
aluminium bar has a calibrated length established by two spheres fixed on it.  The 
deviation of the bar’s length from the nominal value and the indication errors of 
the small displacement generator are corrected to establish the reference small an-
gle. With this system, it is possible to have angular increments of 0,1” and a mea-
suring range of 42’. The authors claim to have a measuring uncertainty of 0,05”*l  
where l is the displacement by the small displacement generator. 

Yandayan present in their paper a high precision small angle generator devel-
oped for the calibration of high precision autocollimators. The method utilizes the 
definition of a plane angle as a ratio of two lengths. The instrument consists of a 
base unit, a 200 mm long sine arm, a the flexural pivot, a piezo nano-positioner and 
a 50 mm diameter precise optical mirror with a flatness value of 3 nm rms. The an-
gles are generated when the sine arm, pushed by the nano-positioner, rotates around 
the flexural pivot. The flexural pivot subtended at the center of rotation provides an 
excellent repeatable performance with frictionless and stiction-free rotation as the 
nano-positioner moves in nanometer steps. The piezo nano-positioner pusher 
equipped with a capacitive nano sensor provides 0,1 nm resolution resulting in an 
anguler resolution of 0,0001 arc seconds. 
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2   Autocollimator Working Principle 

Autocollimators work in combination with a mirror or another reflecting surface. 
They check the angular orientation of this mirror. A light source located in the 
focal point of a lens of the autocollimator results in a parallel light beam at the exit 
of the lens. The light source enlightens a reticle in the focal plane of the objective 
and is reflected back into the autocollimator by the mirror. 

If the mirror is slightly tilted, by an angle α, then the reflected picture of the 
recticle will have an angular deviation of 2*α. The image of the light source is 
transferred over a distance in the focal plane. For a lens with focal length f the fol-
lowing equation is valid: 

f

d
arctan

2

1=α , (1)

where d is the measured displacement and f is the focal length. 
In a visual autocollimator the light source enlightens an autocollimator reticle 

in the focal plane of the objective lens. The light goes through the objective and is 
reflected back into the autocollimator by the mirror. A beamsplitter separates the 
outgoing from the reflected light. The reflected image of the autocollimator reticle 
is projected on the eyepiece reticle in the focal plane of the objective lens and can 
be seen through the eyepiece (Fig. 1). 

 

 

Fig. 1. Sketch of an electronic autocollimator. 

In the electronic autocollimator the light source enlightens a slit in the focal 
plane of the objective lens. The reflected light slit is projected on a linear CCD ar-
ray, located exactly in the focal plane of the objective. This CCD array measures 
the distance d. In the bi-directional autocollimators, there are separate measuring 
systems for both the X and Y directions. The measured distances are translated in-
to an angle deviation. The electronic autocollimator enables very accurate angle 
measurement. 
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3   The Calibration Set Up 

The calibration process is that the autocollimator is aligned to the mirror on the 
tangent bar and then the output signals of the autocollimator are compared to the 
values of the reference angle generator. A small angle generator was developed as 
the calibration tool for the Hungarian participation in the Euramet Angle Compar-
ison Using Autocollimator project (Fig. 2 and Fig. 3). 

The small angle generator consists of steel beam with I cross section supported 
by two high precision steel edges on adjustable beams. As the edges are placed on 
a length measuring machine the distance between them was measured using the 
microscope of the measuring machine and a laser interferometer. The distance be-
tween the supporting edges was L=2066,6999 mm. At the left end between the 
beam and the edge, gauge blocks of different sizes are placed. Hereby the required 
small angles can be generated. The vertical displacement ly of the beam at this end 
is measured by a laser interferometer. 

 

Fig. 2. The small angle generator. 

 

Fig. 3. Supporting edge. 
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Theoretically this results in an angular displacement of: 

L

x
arctan=θ , (2)

where (Fig. 4): 
x is the vertical displacement of the tangent bar, 

L is the distance between the supporting edges. 

 

 

Fig. 4. Right end of the small angle generator with the autocollimator mirror. 

4   Error Sources 

The measurement equation for the autocollimator calibration is given by below: 

[ ]
[ ]EoftfEhistBAyE

opticmirrorAomeas

hhhhhhh

hhhh

ϕϕϕϕϕϕ

ϕϕ

ϕ
ϕ

−−−−−−−−

−−−−=
, (3)

where : 

measϕ  is the measured angular orientation, 

Aohϕ  stands for the resolution of the autocollimator, 

mirrorh represents the error of the mirror, 

optich error of the optic, 

Eϕ  angle represented by the small angle generator, 

yhϕ  position error of the interferometer retroreflector, 

Ahϕ  position error of the A support due to thermal expansion, 

Bhϕ  error caused by the difference of the thermal expansion of the A and B 

 supports, 

Ehisth hysteresis error of the small angle generator, 
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fhϕ  error due to parasitic rotation of the mirror, 

fthϕ  error resulting from the difference between the real and ideal axis of  

 rotation, 

Eohϕ  the error of the laser interferometer. 

The expressions for the main error sources are given below: 
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The sensitivity functions are listed below: 

( ) ( )

( ) ( ) ( ) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ+
+Δ+

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ−
+Δ−

+

+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ+
+Δ+

−=
∂
∂

2

2

2

2

22

2
2

1

1

1

1

1
11

1

LL

x
LL

LL

x
LL

tL

x
tL

x

h

mean

mean α
α

, (10) 

 
 
 
 



Autocollimator Calibration Using a Tangent Bar 327
 

 

( ) ( )

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Δ
+

Δ+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ+
+

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Δ
+

+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ+
+Δ+

Δ=
∂
∂

2

222

2

222

2

222

22

2
2

11

1
1

11

L

tL
L

tL

L

tL
L

tL

L

tL
L

tL

tL

x
tL

txh

coly

colB

A

A

y

y

mean

mean

mean

αα
δ

α
δ

α
α

α

, (11)

( ) ( )

( ) ( )

( ) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ+
+Δ+

−

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ−
+Δ−

+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ+
−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ+
−

−

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Δ
+

+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ+
+Δ+

=
∂
∂

2

2
2

2

2

2

2

2

222
2

2

222
2

2

222
2

22

2
2

11

1

1

11

1
1

11

l

o
L

o

LL

x
LL

x

LL

x
LL

L

tL
L

tL

L

tL
L

tL

L

tL
L

tL

tL

x
tL

x

L

h

x

x

B

B

A

A

y

y

mean

mean

α
αδ

α
αδ

α
αδ

α
α

,

(12)

( )
( ) ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

Δ+
+Δ+

=
∂
∂

22

2
2

1
11

tL

x
tL

x

t

h

α
α

α
, 

(13)

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ+

Δ=
∂
∂

2

222

1
L

tL
L

t

l

h

BB α
α

, 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+

=
∂
∂

2

222

1
L

tl
L

t

l

h

yy δα
αδ , 

(14)

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ
+

=
Δ∂

∂

2

222

1
L

tL
L

L

t

h

B

B

α
α

, 
(15)

 



328 G. Hermann and K. Tomanyiczka
 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

+

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+

=
∂
∂

2

222

2

222

11
L

tL

L

L

tl
L

l

t

h

B

A

y

y

δα
α

δα
α

δ
, 

(16)

( )
( )

( )
( ) ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

Δ−
+Δ−

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ+
+Δ+

=
Δ∂

∂

2

2
2

2

2
2 11

LL

x
LL

x

LL

x
LL

x

l

h
, 

(17)

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=
∂
∂

2

322

1
L

tL
L

t

l

h

AA δα
αδ

, 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=
∂
∂

2

2

1

1

L

ox
L

o

h

x

. 
(18)

5   Calibration Uncertainty and Conclusions 

The determination of the calibration uncertainty is based on the recommendations 
of the ISO “Guide to the Expression of Uncertainty of Measurement”. The results 
are presented in Table 1. Table 1 shows extended results compared to [19]. 

Table 1. Calibration uncertainty results 

Description of 
input quantity 
(xi) 

Symbol 
for xi 

Distribution Std. meas. 
uncertainty 
u(xi) of input 
quantity 

Dim. Sensitivity 
coefficient     
ci = ∂δ/∂xi 

Standard 
meas. 
uncertainty 
contribution 
ui(δ 

Angle measured 
by the 
autocollimator 

φmeas 
Normal 1,000E-01 arcsec 1 1,00E-01 

Error of display 
of 
autocollimator 
values 

hφAo Rectangular 2,887E-01 arcsec 1 2,89E-01 

Flaws of mirror 
(flatness 
deviations, etc.)

hmirror Rectangular 5,774E-02 arcsec 1 5,77E-02 

Flaws of the 
autocollimator's 
optics 

hoptic Rectangular 5,774E-03 arcsec 1 5,77E-03 
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Table 1 (continued) 

Vertical 
elevation of the 
angle-generator 

x Rectangular 5,774E-06 mm 7,56E-10 4,37E-15 

Base length of 
the angle-
generator 

L Normal 3,599E-03 mm 5,34E-11 1,92E-13 

Linear thermal 
expansion 
coefficient 

α Rectangular 5,774E-07 1/°C 9,16E-03 5,29E-09 

Average body 
temperature of 
the base 

∆tmean Normal 6,255E-03 °C 5,58E-10 3,49E-12 

Vertical length 
of supporting 
column for the 
interference 
mirror of the 
laser 

Ly Rectangular 5,774E-01 mm 1,05E-10 6,04E-11 

Body 
temperature of 
the supporting 
column for the 
interference 
mirror 

δt Normal 4,519E-03 °C 2,07E-06 9,37E-09 

Initial distance 
of the lifter from 
the base 

La Rectangular 5,774E-06 mm 1,05E-10 6,04E-16 

Difference of 
temperatures 
measured at 
both lifters and 
ends of the base

∆tcolumn Normal 6,842E-04 °C 7,81E-07 5,34E-10 

Horizontal 
deviations of the 
lifter 

∆L Rectangular 2,887E-02 mm 2,35E-08 6,79E-10 

Resolution of 
the laser 
interferometer 

ox Rectangular 5,774E-06 mm 4,85E-04 2,80E-09 

Errors of 
rotation of the 
mirror 

h f Rectangular 2,887E-02 arcsec 1 2,89E-02 

Errors of the 
axis of rotation 
of the mirror 

h ft Rectangular 1,155E-02 arcsec 1 1,15E-02 

   Standard 
uncertainty 

arcsec   
0,31 

   Expanded 
uncertainty 

arcsec   
0,63 
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Abstract. Although investigated from early days of research in the domain of hu-
man-computer interfaces, gesture-based control of computer application entered in 
the everyday life of computer users with the advent of 3D infrared cameras. The 
usage of real-time depth-mapping cameras and of robust image processing applied 
the flow of depth map streams triggered the production of a plethora of applica-
tions ranging from controlling electronic games and electronic devices such as TV 
sets or set-top boxes, to e-learning, and sterile environments such as operating 
rooms. Gesture and motion-based control of computer applications received in-
creased attention from both academic and industrial research groups for the unique 
interactive experiences it offers. Of particular research interest has been the con-
trol of games through gesture-based interface. In this chapter after a brief survey 
of the methods and technologies used in the gesture control area, a new and intel-
ligent user interface based on a sequence of gestures linked in a gesture language 
through a sign grammar will be introduced and described. The gesture recognition 
language is based on image processing functions which are grouped in a combina-
tion of algorithmic and learning approaches. Applications of the gesture language 
in gaming, TV and set-top box control, e-learning and virtual reality-reality inte-
raction illustrate the validity of the approach. 

1   Introduction 

Since the beginning of the penetration of computers in the everyday life of the 
mankind, gestures have long been considered as an alternative to the classical 
computer interaction pair keyboard-mouse. Although the first attempt [1] was far 
from what it is expected today from such an interaction, it demonstrated that there 
creating computer commands using other methods then the keyboard, or keyboard 
and mouse is possible. The gesture sensor used in [1] was a light pen with which 
graphical onscreen objects were manipulated through pen moves and strokes. A 
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series of researchers followed up on this open road investigating a series of as-
pects of this new and promising approach to enabling a natural and intuitive hu-
man-computer interaction in order to naturally control with movements of the 
hand, fingers and body parts a myriad computer applications in various domains in 
which computers were embedded or applied [2], [3], [4], [5]. 

Gesture control has since received widespread acceptance in the human-
computer interaction (HCI) community and gained popularity not only among re-
searchers seeking to implement novel interactions with computers but rather with 
the large segment of electronic gamers. 

As sensors for gesture control were embodied by many types of transducers, 
from light pens, to gloves, and to sophisticated infrared (IR) devices which culmi-
nated with cameras capable of producing a three dimensional map of the user 
present in its Field of View (FOV), so were the variety of fields in which the ges-
ture control has been applied.  Naturally, industrial implementations appeared and 
a series of patents have been applied boldly, even if the principle has been public-
ly disclosed. 

Gloves augmented with electronic motion and position sensors [6], [7], [10], or 
markers sending their spatial position (polhemus) [8], [9] were developed and thus 
research fields called haptic perception, haptic control, haptic technology or hap-
tics, etc. have mushroomed. The aim of the research in these domains was to en-
hance the human-computer interaction with computer applications in general but 
merely with those on virtual reality where users were capable to manipulate digital 
objects using hand motions [6], [7]. 

As computer technology brought more computational power to researchers, 
computer vision technology started to be used in the ’90s and the research and 
technical literature recorded a series of attempts demonstrating that a vision-based 
system can be used to control various applications or electronic devices such as 
the volume and channel tuning of a television set. 

A series of review of the domain have been published recording progresses 
made along the years [11], [12], [13]. 

The efforts made in this domain of hand gesture recognition and control were 
motivated by the richness of the information contained in an image without  in-
truding in the environment like using gloves, markers, etc. and at a low cost, 
which makes it very attractive for the consumer segment of the market. 

As vision based gesture recognition involves assembling together image 
processing functions such as filters, segmentation, feature extraction, and others 
for separating objects in the image which can be identified as being the body parts 
of interest which define the gesture of interest. These objects are further processed 
in order to track them in their movement in the reality space and then recognizing 
a sequence of such gesture to determine which meaning the gesture has [14]. 

From a high level point of view the image processing functions can be grouped 
in functions which implement the detection of the body parts, functions which 
track the body parts and functions which perform the recognition of the gesture 



Gesture Control: A New and Intelligent Man-Machine Interface 333
 

from a sequence of positions of the body parts in their move in the space delimited 
by the FOV [15], [16]. 

To make the gesture detection even more difficult to implement, while applying 
gesture control to electronic gaming environment, or to augmented virtual reality 
applications, the results of the gesture recognition process have to be provided at 
the rhythm of image acquisition, in other words in real-time. 

It is well-known fact that image processing functions are all error prone, and as 
such the detection, tracking, and recognition of gestures is not precise and gesture 
misses might occur. 

One of the main causes for the presence of errors in the results produced by im-
age processing functions is the variations in the lighting which affects quite heavi-
ly the segmentation and therefore the feature extraction. 

To remedy the situations cameras operating beyond the visible spectrum mainly 
in the infrared domain have been produced and used [17]. It is worth mentioning 
that even structured light methods obtained by projecting a pattern on the object 
present in the FOV have been devised also in IR. 

In what follows, this chapter will investigate gesture based control where the 
sensor is a special IR camera capable of producing a depth map of the object 
present in the field of view. 

In Section 2, a background of gesture definition and gesture control is provided. 
Section 3 discusses the use of gestures in controlling virtual environments through 
the use of a novel 3D camera. Section 4 introduces an architecture for the control 
of TVs and set-top boxes using a 3D camera and the corresponding software. Sec-
tion 5 presents a multimodal architecture that combines gestures with physical 
controllers, allowing for six-degrees-of-freedom. The chapter ends with conclu-
sions about gesture control and its applications. 

2   Background 

With the advent of sensors and systems for electronic gaming, vision based ges-
ture control has seen a strong resurgence. From and industrial and commercially 
sustained business model the application of gesture control has expanded in elec-
tronic gaming. Besides this market area there is the domain of electronic devices 
such as TV sets, set-top boxes, laptops, mobile phones and robotics. 

There is a potential of applying it in medicine everywhere the sterile environ-
ment prevents touching the keyboard or the mouse of the computer, in the mili-
tary, although there is not yet a proof of such possible applications, in distance 
learning, and teaching, automobile industry where some controls of the navigation 
devices, or mobile phones can be built, monitoring the driver and many others. 

The limitations of gesture control applications stems in the fact that gestures are 
ambiguous and incompletely specified as there is always a many-to-one mapping 
from what it expresses and the form it embraces. 
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Another difficulty to make gestures unique is due to the fact that similar to the 
speech and handwriting every individual has its own way of making them, and  it 
makes to task more difficult it can vary from gesture to gesture in different mo-
ments for the same individual. 

To comply with the above difficulties of gesture detection, tracking, and recog-
nition various approaches such as mathematical models [18], [19] statistical pat-
tern recognition, learning systems [20], [21], soft computing [23], algorithmic, 
and/or a combination of the above have been proposed and experimented with. 

As of now, the problem of detecting, tracking, and recognizing gestures either 
based on hand and finger, and or body part movements in real-time, i.e., at a speed 
of 30 frames per second (fps) is still lacking a robust and complete solution. 

As such, in addition to the theoretical aspects mentioned above, practical im-
plementations typically use complementary information obtained by different im-
aging and/or tracking devices in order to make the gesture recognition process 
more stable. 

Thus devices that sense body (e.g., hand, head) position and orientation, facial 
features or expressions, and other aspects of human behavior obtained through ex-
periments and recorded in databases are used to make the human computer inter-
face more robust. 

There is a large variety of gestures which encompass gestures in which the user as-
sumes a certain pose or configuration known as static gestures, gestures which evolve 
known as dynamic gestures which can be decomposed in three phases a prestroke, 
stroke, and poststroke phase, and combined gestures which contain both static and 
dynamic components. The literature classifies them in distinct classes [12]: 

 
1. hand and arm gestures entailing recognizing hand poses, finger position and or 

combination in a specified sequence, or of both hands, 
2. head and face gestures: some examples are: a) nodding or shaking of head; b) 

direction of eye gaze; c) raising the eyebrows; d) opening the mouth to speak; 
e) winking, f) flaring the nostrils; and g) looks of surprise, happiness, disgust, 
fear, anger, sadness, contempt, etc., 

3. body gestures: involvement of full body motion, as in driving, sports, or mani-
pulation gestures with applications to tracking movements of two people inte-
racting outdoors or analyzing movements of a dancer for matching them to  
music and graphics or recognizing human gaits for medical rehabilitation and 
athletic training. 

 
Following the above classification the dominant application of gesture control 
uses body gestures, arms and legs to interact with the gaming environment. Other 
applications of gestures can be considered sporadic and with sporadic lifes. 

In what follows, the chapter concentrates on the gesture recognition and control 
system comprising both the hardware and the software, built by the authors. 
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3   Gesture Recognition and Control for Virtual Environments 

3.1   Acquiring 3D Data 

The new 3D camera used in the work reported in this chapter is based on produc-
ing a NIR cone of light that is projected onto the object in order to generate grey 
level images in which the grey level is proportional to the depth of the object 
points with respect to the origin of the Euclidean axis placed in the center of the 
camera. The precision is therefore automatically limited by the distance used and 
by the fact that there are only 256 levels of grey used to encode the depth. The 
precision can be augmented if subpixel accuracy methods are used. The improve-
ment in precision can be increased from 10 to 20 times by proper application of 
the subpixel calculation techniques or pseudocoloring the depth image. The total 
distance to which the 3D camera can detect the reflected NIR light is also a factor 
in the total precision obtained. For example, if the range of the 3D camera is 4 me-
ters, the maximum precision is limited to increments of 1.5625 cm. As mentioned 
above, by using subpixel accuracy methods, the precision can easily be increased 
to up to 0.125625 cm, which is more than sufficient for applications such as tele-
robotics and even telemedicine in most cases. However, experimental results show 
that for computer games, the grey precision is more than enough, as detecting 
moves of the hands, fingers, head, or the body of the user does not require preci-
sion lower than, or even near, 1.5 cm. 

The depth measurement principle is based on using pulsed IR light with a high 
frequency (tens of MHz) which is tuned based on the desired precision and sensor 
sensitivity. The camera used for the work reported in this chapter used LED gener-
ated NIR light in the 950 nm range, while the total power consumption based on 
the distances to be measured was determined to be 200 mW. Under these  
conditions, the camera is capable of providing data in regards to the depth of ob-
jects situated up to 5 m. The light source is generated as a square pulse of short and 
variable duration (from 30 ns up). The infrared light produced is an expanding 
spherical surface of a finite width determined by the square pulse of the diode. In li-
terature, this has been called a “light wall”. The wall is also controlled in intensity 
and a special intensity function is generated based on the controller program im-
plemented in the controller of the illuminator and the image acquisition shutter. The 
infrared light is reflected back to the camera by the real 3D scene, and provides the 
information needed to decode when measuring the depth. The principle of this new 
device is shown in Fig. 1. 

The 3D camera is an embedded system made up of an electronic board for the 
image sensor, a controller board, an illuminator board, and an image processing 
board. The controller and the image processing are synchronized to produce a 
depth map from the image sensor output. The camera produces 3D images at  
the speed of 30 frames per second, with almost no delay in regards to the moves  
captured. 
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Fig. 1. 3D camera diagram. 

The reflected light wall is adjusted by the controller which, synchronously with 
the laser pulses, opens the shutter of the camera for only the time the wave needs 
to imprint an image for the duration determined by the distance and the speed of 
the NIR wave. This results in an integrated electric charge loaded in the sensor 
cells. By repeating this process a variable number of times and by properly con-
trolling the camera parameters in real-time, an image of the object is produced. By 
controlling the image parameters in the opposite direction, a second image is ob-
tained after the proper number of iterations. The number of iterations depends on 
the sensitivity of the image sensor and is selected based on the application domain 
and its specific requirements. 

The captured gray level image has to be normalized to account for effects such 
as changes in the scene’s reflection coefficient, non uniformity of the illumination 
or the detector, and for the slope of the wall edge. Normalization is carried out by 
capturing a second un-gated image that contains all these effects without the effect 
of the gating. 

One of the most important features of the depth camera is the ability to change 
the parameters of the depth measurements on an as-needed basis. It can therefore 
read gestures ranging from small fingers to whole body movements as needed by 
the application. 

Due to this dynamic feature, it can also include certain objects, while disregard-
ing others. In this way, the image sensor features are used dynamically for the 
measurement of the space between the camera and depth limits programmed by 
the user on the host computer interface and transferred by a USB connection to the 
configuration interface of the camera hardware. 

Fig. 2 shows an example of the 3D camera being used. The depth of the hand is 
translated to a grey level which is lighter on the palm and fingers and darker on 
the body of the user. 
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Fig. 2. Getting depth image information with the 3D camera. 

3.2   Depth Map and Applications 

As explained above, the camera builds a depth map transforming the image of the 
user in a grey or colored scheme of the depth of the (x,y) points pairs. This is 
shown in Fig. 3 where a parallelepiped – a box – is held at an angle for the clarity 
of the explanations. Fig. 3a and Fig. 3b show the image obtained by a camera 
CMOS sensor at two different settings. Fig. 3c shows the final depth image. The 
corners of the box that are further from the camera have a different grayscale val-
ue than those closer to the camera. Fig. 3d is a typical RGB image of the scenario. 
Fig. 3e and Fig. 3f show two other frames in the processing of the raw IR images 
used to obtain 3D data from the environment with less precision if the application 
so requires. 

 

 

Fig. 3. Depth results. 
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The depth map is then used to build proper actions by detecting gestures or 
body movements based on the application requirements. 

3.3   Applications of 3D Camera to Virtual Environments 

One assists recently to a growing research and experimental works in the field of 
new or next generation human computer interfaces. The sounding success ob-
tained by the 3D approaches of the movie industries motivated the consumer in-
dustry to move in full force towards new 3D control of computer applications and 
of electronic devices for the consumers’ market. 

Stagnant since the introduction of the mouse and the keyboard, the Man-
Machine Interaction and thus the Human-Computer Interfaces (HCI) have seen 
more recently an evolution towards the use of touch-screen, and eventually ges-
tures, to control various applications. Hand gestures were always used by humans 
to illustrate and give more weight and meaning to what they want to express in a 
more powerful way. However, the expressiveness of hand gestures has not been 
fully explored for HCI applications. This was due to the fact that the translation of 
gestures in computer commands is difficult due to the ambiguity of the gestures. At 
some moment in time a gesture might mean a command which can also be a transi-
tion state in another gesture. This can automatically trigger false commands to the 
computer as the meaning of gestures is contextual as the natural language itself. 

3.3.1   Gesture Recognition 

The human hand is a complex articulated object consisting of many connected 
parts and joints which, in motion, can be characterized by approximately 27 de-
grees of freedom [23]. This makes the recognition problem complex enough to 
make place for errors. If one thinks that image processing is by definition error 
prone, the difficulty of controlling computers or computer applications by gestures 
is immediate. 

The problem is alleviated if three dimensions of the hand gesture are acquired 
and measured correctly. The information contained in a 3D image might have 
enough power of separation such that the computer can clearly distinguish the 
context in which the gesture means a command. 

The new 3D camera brings the advantage of a considerable high resolution 
when it comes to the data it has to provide. This helps to make the result of gesture 
understanding stable enough. It is worth noting that the NIR light has also its own 
disadvantages of being used, and the images obtained are quite unstable, present-
ing a flickering effect due to scattered reflections. 

The principle of detecting hand gestures is given in Fig. 4. The hand and fin-
gers are captured by the 3D camera and a 3D image is formed. Special algorithms 
which detect the convex hull of the hand and the irregularities present when fin-
gers are apart are used to detect one, two, and more fingers as they are used. 
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Fig. 4. Understanding gestures. 

3.3.2   Gesture Recognition 

Gesture Recognition Interface (GRI) as a mean for computer and computer appli-
cation control has received a great deal of attention from the gaming industry 
more recently. The gesture and body parts movement recognition are natural to the 
game and gamer, as it is immersive and with appropriate tools in hand can create a 
superior experience. There is already a competition among console gaming manu-
facturers. Each of them promises to come with new GRIs. 

They are two distinct applications of the 3D camera in a virtual reality envi-
ronment and thus two types of new Human Computer Interactions paradigms. The 
first application relates to the use of hand and fingers to trigger commands such as 
shooting, driving, moving objects on the screen, etc. 

The second group of interactions with a Virtual Reality Environment is related 
to the full body immersion into the Virtual Reality Space. 

In Fig. 5 a set of complex hand and finger gestures are shown as the basis for 
interacting with a game-based virtual reality environment. 

 

 

Fig. 5. Complex gestures as recognized by the 3D camera. 
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Since the introduction of 2D GRIs, the devices gained popularity and are sold 
in large quantities since gamers appreciate the convenience and thrill associated 
with GRI. 

The current generation of 2D GRI has a few serious drawbacks which each and 
every vendor promises to overcome soon. The difficulty of providing a good GRI 
stems from the fact that 2D images cannot provide depth perception. If two cam-
eras are used for depth generation, a series of camera calibration processes hinder 
the acceptance of the market of such methods. Moreover, image processing func-
tions needed to get the gestures require robust segmentation and stable lighting 
conditions besides the heavy calibration. In addition, the 2D GRI is limited in the 
amount of information that can be delivered to the computer. For example, push-
ing forwards or backwards has no meaning in a 2D image, yet it is rather impor-
tant to the gamer. Changes in background may affect the 2D GRI and result in a 
poor gaming experience. 

As image processing is computer intensive, interpreting gestures might intro-
duce unacceptable delays which spoil the game experience. 

In this section, we introduce the idea of incorporating the new 3D camera in the 
game, thereby making the gamer part of the game world (Fig. 6). 

 

 

Fig. 6. GRI for playing games. 

3.3.3   3D Immersion of the User in the Virtual Reality Environment 

The 3D camera can be used in any computer application whose control by ges-
tures makes sense. 

In what follows, the use of the 3D camera to create a total 3D immersion of the 
user in the Virtual Reality space is introduced. 

The technique relies on fusing the real data obtained by the camera with the 
physical constraints of the Virtual Reality space. 

The 3D camera produces the 3D data as shown in Fig. 7. The image processing 
algorithm used will detect the main points of the users’ body by using anthropo-
morphic measurements [24] of various body parts such that finally various points 
of the human body parts can be connected to the virtual reality points which cor-
respond to the same points of the user. 
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Fig. 7. 3D image of the user. 

In order to obtain the 3D body points of the user the raw 3D data obtained from 
the 3D camera shown in Fig. 7 is transformed in a series of connected points and 
lines as shown in Fig. 8. 

 

 

Fig. 8. Points and lines representing the 3D image of the user as shown in Fig. 7. 

Eventually, a network of connected points is generated as shown in Fig. 9. The 
anthropomorphic graph obtained is then mapped on the Virtual Reality space 
where the 3D image of the user is also reconstructed. Fig. 10 shows a user mani-
pulating a virtual ball in a 3D Virtual Reality Space with his real hands. Addition-
al examples are provided in [25]. 

4   Gesture Recognition and Control for Consumer Electronics 

Fig. 11 shows the main architecture required for the 3D camera to be used to con-
trol TVs and set-top boxes [26]. The Controller synchronizes the Illuminator and 
3D Camera to capture 3D depth data which the PC can access. The PC then 
processes this depth data and checks the XML-based configuration file for match-
ing gesture conditions. If the required gesture is triggered, the PC uses the two at-
tached infrared blasters to emit the appropriate command to the nearby TV or set-
top box. 
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Fig. 9. An anthropomorphic graph of the user is generated. 

 

Fig. 10. An example of augmented virtual reality where the user plays in a virtual world 
with a virtual ball him being in a real one. 

 

Fig. 11. Architecture for controlling a TV and set-top box with gestures. 

To learn and emit the necessary remote control signals from a PC, two Win-
dows Media Center USB infrared blasters and a modified driver are used. They 
provide access to the sending and receiving capabilities of the blasters through an 
API provided by the manufacturer. By pointing the existing TV and receiver  
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remotes to the receiving end of the infrared blasters, the infrared signals emitted 
by the physical remotes were recorded for all of the necessary commands. These 
infrared signals could then be retransmitted by accessing the infrared blasters from 
the gesture-processing code and playing back the appropriate recording based on 
the gesture that the user performed. Since any remote's infrared signal can be rec-
orded and replayed in this way, the system allows for the control of practically any 
television set and set-top box on the market today, as well as devices such as AV 
receivers and Blu-ray players. 

Since such electronic devices have numerous features accessible via their re-
mote controls, a simple method is needed to map a large number of possible hand 
gestures to device functions. An XML file is therefore used to describe these ges-
tures and allow users to form a gesture language. The basic format of the XML-
based configuration file that allows defining which gesture should trigger which 
infrared signals is shown in Fig. 12. 

 

 

Fig. 12. Gesture mapping XML. 

Note how the syntax from Fig. 12 allows two-handed gestures to be defined. 
The required number of fingers, as well as the angles of those fingers, are speci-
fied for each hand. The values for A and B are defined in degrees based on A be-
ing between -180 and 180 degrees. In addition B is greater than or equal to A, and 
both should be left as zero (or omitted entirely) when a specific angle is not re-
quired. If the <lefthand> property is left empty, a fist (no fingers) is expected for  
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the left hand, while if the property is omitted entirely, a left hand must not be 
present for the gesture to be triggered. Finally, C is the infrared code recorded 
from the physical remote control. 

For example, Fig. 13 shows the XML code to detect one finger pointing to the 
right from the right hand. A 45 degree range is allotted to make it easier for the 
user to trigger. The actual infrared code is omitted due to length. 

 

 

Fig. 13. Detecting a finger pointing right. 

Fig. 5 of Section 3.3.2 contains some of the possible gestures that have been de-
fined using this language. This flexibility in defining gestures is now made possi-
ble due to the gesture detection capabilities enabled by the 3D depth camera. The 
gestures defined in the XML-based configuration file can be performed at any 
time to cause the mapped infrared commands to be emitted. TVs and set-top boxes 
are therefore given an intelligent interface for reliable and convenient control. 

The objective in this case was to control a LG television and a Bell Expressvu 
Satellite set-top box through an intelligent gesture interface. The TV was to re-
ceive commands such as turn on and off, volume up and down, and mute based on 
user-defined gestures. The set-top box would need to receive the channel up and 
down commands and always remain turned on. 

Before performing the user tests, the XML file was used to define a gesture 
language that was considered to be appropriate for users. It was decided that the 
user can turn on the TV by showing five fingers on their right hand (and no left 
hand), as shown in Fig. 14. 

To increase the volume, the user should show two fingers on the left hand and 
one on the right hand. Fig. 15 shows the XML used to emit the increase volume 
command (in this case specific angles are not required). The gesture to decrease 
the volume is shown in Fig. 16 and requires hiding the fingers on the left hand 
(while still showing a finger on the right hand). Note that the volume bar has ap-
peared at the center-bottom of the television screen. To change the channel on the 
set-top box, the gestures are similar to changing the volume, except the left and 
right hands are reversed (two fingers on the right hand increases the channel num-
ber). Finally, the user can also mute the audio from the television. The gesture is a 
simple thumbs down, as shown in Fig. 17 (this gesture makes use of the angle 
property defined through the XML file). 



Gesture Control: A New and Intelligent Man-Machine Interface 345
 

 

Fig. 14. Turning the TV on. 

 

Fig. 15. Gesture for increasing the TV volume. 

 

Fig. 16. Decreasing the TV volume. 
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Fig. 17. Muting the sound of the TV. 

Several friends and colleagues were asked to test the system and they were gen-
erally surprised by its accuracy in detecting their hand gestures. One user expe-
rienced difficulties showing five fingers for the on/off gesture as they could not 
properly separate their fingers. Through a quick modification of the XML file, the 
required gesture was remapped to just two fingers on the right hand, which the user 
found much easier. The ease by which the gesture language can be modified allows 
for much experimentation to take place to find convenient and reliable gestures, or 
even customization of gestures based on what is preferred by a specific user. 

The tiny infrared emitters of the infrared blaster were observed to be very sensi-
tive to how they were positioned in front of the television or set-top box. They had 
to be positioned very close to the devices for optimal results, and their appearance 
was somewhat obtrusive. Once the initial setup was completed, however, the sig-
nals were transmitted quickly and reliably to the devices. While there exist televi-
sions and set-top boxes that can be controlled through serial ports or USB, these 
are still very rare and do not apply to the average user. The system in this section 
instead uses a more flexible solution that can be reproduced with a large variety of 
users as 3D cameras become more available. The delay between the moment the 
gesture was performed to the moment the on-screen result appeared was measured 
to be around 0.09 seconds. 

It should also be noted that, while both the 3D camera illumination system and 
the infrared blasters rely on emitting pulsed near-infrared light, they were not 
found to interfere with each other, as they are emitting in opposite directions and 
use different wavelengths. 

The ability to reliably determine if a user is showing one or more fingers has 
not been possible with non-depth-based camera technology. Eliminating the back-
ground data from the depth data returned by the camera offers several advantages 
over existing solutions. For example, users do not need to perform gestures against  
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a white or stable background for gestures to be detected correctly. In fact, people 
can be moving around behind the user without affecting the accuracy of the ges-
ture processing. 

The amount of data processed by the gesture detection algorithms is also mini-
mized since the algorithms only need to run on a small subset of the data returned 
by the camera. This allows the system to run in real-time with very little computa-
tional burden on the user's PC and with practically no lag or delay between the us-
er's actions and the on-screen response. Additionally, the “gorilla arm”' effect is 
diminished as users can perform gestures quickly. 

Since the implementation reliably returns if the user is showing one or more 
fingers, gestures that were previously not possible to be determined in a robust 
way can finally be used as part of a flexible gesture language targeted at the typi-
cal home user for interacting with their home electronics. 

It was therefore found that depth-based cameras are optimal for hand gesture 
processing. The recent drop in the price of 3D cameras to the level where they are 
comparable with high-end webcams indicates that there will be an increasing 
number of people using gesture control in the future. The convenience of having 
to position just one camera instead of needing a sophisticated laboratory setup is 
also ideal for consumers and for use in their homes. By using the depth data from 
a 3D camera, gesture detection algorithms are far less error prone. As the XML-
based configuration has shown, it also enables the ability of defining a flexible 
gesture language. The far improved reliability of such processing means that ges-
tures can be easier to learn, easier to remember, less awkward to use, and general-
ly more immersive and natural for the user. There are no special gloves or markers 
for the user to wear; users can simply walk up to their TV and instantly take con-
trol by holding up their hands. 

5   Multimodal Gesture Fusion 

Fig. 18 shows an architecture for multimodal interaction that combines hand ges-
tures and a physical controller [27]. It consists of two concurrent threads that make 
up the game: a Sensor Interface Thread for dealing with the data from the 3D 
camera and physical controller, and the main Game Update Thread for updating 
the display and game state. The functionality of the 3D Camera and Hand Gesture 
Processing stages has been described and involves the triggering of in-game ac-
tions once specific gestures have been identified. 

Once the 3D data has been processed for hand gestures, the location of the hand 
holding the controller in 3D space is determined as part of the Physical Controller 
Position Processing stage. When the user holds out their hands to perform a ges-
ture and use a controller, the two closest objects to the 3D camera are the user's 
hands. For the purpose of this exposure, the left hand is to be used for gestures, 
while the right hand is assumed to be holding the physical controller. Therefore,  
 



348 D. Ionescu et al.
 

by tracking the brightest point in the right side of the depth data, a three-
dimensional value for the location of the controller is obtained. By representing 

the value as the vector (x, y ,z), and given unit vector ( kji ˆ,ˆ,ˆ ), the translation 2T  

is obtained as follows: 

, kzjyixT ˆˆˆ
2 ++= . (1)

Therefore, based on this determined absolute position of the controller, a virtual 
3D object can be placed within the game world. 

 

 

Fig. 18. Multimodal interaction architecture. 

The Sensor Interface Thread is also responsible for sampling the accelerometer 
and gyroscope data of the physical game controller. As shown in Fig. 19, the local 
coordinate system of the game controller X1Y1Z1 needs to be combined with the 
local coordinate system of the hand seen by the 3D camera X2Y2Z2. Rx2, Ry2 and 
Rz2 are zero since no rotation data is obtained from the 3D camera. By integrating 
the data returned from the gyroscopes and using the accelerometer data to com-
plement the resulting angles, three 3x3 rotation matrices are obtained: Rx1, Ry1 and 

Rz1. When combining these matrices with 2T , a 4x4 composite transformation 

matrix results, which is applied to the game object in its homogeneous coordinate 
system X Y Z. As the game's Sensor Interface Thread continues to update, the vir-
tual 3D object should therefore update in real-time and provide a one-to-one cor-
respondence to the real-world controller. 

The 3D camera connected to a PC using USB and provided access to its 3D data 
through a C-based driver and API. Image processing for gesture detection and con-
troller positioning was done using OpenCV, while OpenGL was used for all 2D 
and 3D display requirements. Fig. 20 shows a test application that was developed to  
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plot the sensor data of a physical controller that contains three accelerometers and 
three gyroscopes obtained wirelessly through a PC-based API. Based on the latest 
angular transformation matrices, the 3D block on the right updates in real-time to 
reflect the real-world position of the physical controller. 

 

 
Fig. 19. Combining data from two different coordinate systems. 

 

Fig. 20. Monitoring accelerometer and gyroscope data. 

Low-pass filtering had to be applied to reduce the jitter that results when scal-
ing the resolution of the 3D data from the camera to that of the game world. A 
running average of the translation vector and rotation matrices is kept before the 
transformations are applied to the in-game objects. With a target game frame rate 
of 30 frames per second, it was discovered that this allowed for four samples to be 
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collected in the 33 milliseconds between frames. Thus, the 3D object remained 
stable and transitioned smoothly between updates. 

Two video game prototypes were implemented to evaluate the architecture. 
They are presented in Section 5.1 and in Section 5.2. 

5.1   Laser Sword Game 

Fig. 21 shows the initial version of a laser sword fighting game that uses gestures 
and a physical controller. The physical controller is wielded as a sword and its posi-
tion in 3D space is observed by the 3D camera. In this case, the 3D object receiving 
the real-time updates from the controller and camera is the hilt of a sword. Fig. 21 
shows the player performing a “force push”' gesture, which sends the on-screen 
enemies flying away from the player. The gesture causes an instant in-game action 
and can be used at the same time as the physical controller is being moved. 
 
 

 

Fig. 21. Gesture and controller combination prototype. 

When demonstrating the game to real users at a local technology trade show, 
users instantly knew how to play the game since they observed the one-to-one 
movements of the on-screen sword to the controller. Without requiring specific in-
structions, users realized that by pushing the large button on the controller, they 
could cause the laser blade of the sword to appear. The button is naturally ex-
pected to affect the sword and it would make little sense to map this action to a 
gesture. In addition, the force feedback feature of the physical controller provided 
the player with further haptic feedback when the blade of the sword made contact 
with another sword. 

A later version of the game is shown in Fig. 22. The three accelerometers and 
three gyroscopes of the physical controller, when combined with the 3D tracking 
of the depth camera, allow the position and orientation of the 3D sword to be con-
trolled with great accuracy. For example, a player can move the sword around the  
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on-screen enemy by moving closer to the camera. They player can also target 
areas on the enemy's body with great precision. It was discovered that this allows 
for an entertaining gameplay experience when combined with a physics engine for 
rag doll physics for the on-screen enemies. 

 

 

Fig. 22. Laser sword swing tracked with one-to-one correspondence. 

5.2   Third-Person Action Game 

A custom third-person action game was developed using Microsoft XNA to fur-
ther evaluate the viability of such a multimodal interface. In this game, the player 
controls a female heroine who must reach her home by shooting at enemies at-
tempting to block her path. The heroine can cast a magic shield that traps enemy 
bullets when activated. When deactivated, all bullets caught in the shield are fired 
back towards the enemies. An open palm gesture from the left hand was assigned 
to cast the shield spell, as shown in Fig. 23. By closing one's hand as in Fig. 24, 
the bullets are returned to the enemies. The movement controls were placed on the 
physical controller, as movement greatly benefits from the additional precision of-
fered by buttons. Shooting is also performed by using a button on the physical 
controller. By timing the use of the shield and moving to attack enemies, players 
are given a novel gameplay experience. 

Several friends and co-workers were asked to test and provide feedback on the 
game prototype. While it took time for some players to get used to the unique con-
trol scheme, all testers generally found the controls responsive and fun to use since 
both hands were actively engaged in the gameplay. Based on recorded video foo-
tage of these experiments, the delay between the moment the shield gesture was 
performed to the moment the on-screen result appeared was observed to be around 
0.09 seconds, which is more than acceptable. 
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Fig. 23. Casting a spell to block enemy fire using gestures. 

 

Fig. 24. Releasing the bullets back at the enemy. 

6   Conclusions 

The recent growth in the popularity of motion-based control for video games trig-
gered a recrudescence in the research related to gesture control of computer appli-
cations or of consumer electronic devices, enabling at the same time new frontiers 
for the intelligent human-computer interfaces. 

This chapter presented the next step in gesture-based interfaces where the con-
venience of hand gestures is used either alone or in combined with the tactile feel 
of a physical controller. A custom 3D IR camera is used to obtain accurate depth 
data which is further processed for hand gestures detection, tracking and recogni-
tion in order control games or electronic devices such as TV sets and set-top box-
es. It was also shown how the depth data can be used to detect the position of a  
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physical game controller in 3D space. By using a composite transformation matrix 
this 3D data obtained from the special camera is fused with the accelerometer and 
gyroscope data produced by a game controller. This combination provides a true 
six degrees of freedom (SDF) and a one-to-one correspondence with the real and 
virtual reality objects. A prototype game was shown where a player performs a 
“force push” gesture by quickly moving their hand outward while controlling a 3D 
laser sword with the physical controller to defeat on-screen enemies. A third-
person action game was also shown where gestures are used to trap and release 
enemy bullets by “casting a spell” while the movement of the player’s character is 
controlled using a physical controller. Users found such multimodal interaction 
methods to be natural and immersive, thereby offering numerous unique gaming 
experiences that are attractive and accessible to people of all ages. 
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Horváth, László 301
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