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Abstract. The main objective of Science Gateways is to give users re-
mote access to supercomputers and large-scale computing environments
in an interactive, web-based and graphical manner. We present a tool,
called Vine Toolkit, that has been successfully used as a core web plat-
form for various Science Gateways. Vine Toolkit is a modular, extensible
and easy-to-use tool as well as a high-level Application Programming
Interface (API) for various applications, visualization components and
building blocks. In a nutshell, it allows interoperability between many
different HPC and grid technologies within the service layer. As a re-
sult, Vine Toolkit provides an ability to build a portal upon different
HPC technologies working together to deliver a complete solution to the
users. In this article, we briefly describe our most complex and feature-
rich project – the Nanotechnology Gateway, as well as a set of tools
relevant to advanced scientific portals, development of which was driven
by various requirements defined by scientists and gathered in scope of
the PL-Grid project.

Keywords: Science Gateway, Web2.0, ABINIT, Vine Toolkit, Liferay,
Java, Adobe Flex, Material Science, Nanotechnology.

1 Introduction

Advanced web-based graphic- and multimedia-oriented user interfaces (GUIs)
designed for scientists and engineers could change the way their users collaborate,
share computing experiments and data, and work together to solve day-to-day
problems. Moreover, the future science and engineering gateways influence not
only the way the users access their data, but also how they control and monitor
their demanding computing simulations. In order to allow users to communicate
remotely with supercomputers and large-scale computing environments in a more
interactive and graphical manner, we present a tool, called Vine Toolkit, that
has been already successfully used as a core web platform for various Science
Gateways [1], [2], [3]. Vine Toolkit is a modular, extensible and easy-to-use Java-
based tool as well as high-level Application Programming Interface (API) for

M. Bubak, T. Szepieniec, and K. Wiatr (Eds.): PL-Grid 2011, LNCS 7136, pp. 205–216, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://www.man.poznan.pl


206 P. Dziubecki et al.

various applications, visualization components and building blocks. In this way,
it allows interoperability between many different HPC and grid technologies.
Below, we present a list of modules and plugins currently provided by Vine
Toolkit as well as standards supported by this tool:

– job submission and monitoring: QosCosGrid 2.0 [4], [5], UNICORE 6 [6],
gLite3 [7], GRIA 5.3 [8], Globus Toolkit 4.0.x, 4.2.1 [9],

– data access and management: IRODS [10], Storage Resource Broker, Storage
Resource Manager [11], OGSA-DAI 2.2 [12],

– supported standards and services: BES [13], JSDL [14], RUS [15], Active
Directory [16].

Moreover, Vine Toolkit supports also Adobe FLEX and BlazeDS technologies,
allowing developers to create rich and advanced web applications similar to
many stand-alone Graphical User Interfaces. Additionally, the tool has been
integrated with well-known open source web frameworks such as Liferay and
Gridsphere [17]. In this chapter, we briefly describe new technological solutions
relevant to advanced scientific and engineering portals. Their development was
driven by various requirements defined by scientists and gathered in scope of the
PL-Grid project.

The rest of this chapter is organized as follows. In Section 2, related work in
area of Science Gateways and Science Gateway frameworks is presented. Sec-
tion 3 briefly describes our main motivations. Then, in Section 4, there are short
descriptions of Scientific Applications developed with use of the described solu-
tion. Finally, Section 5 contains information about the planned future work.

2 Related Work

Currently, there are several approaches to implementing the Science Gateway
concept. There is a group of frameworks facilitating design and creation of Sci-
ence Gateways as well as already running portals ready to be used by the scien-
tists. Among available tools that help users to create advanced science gateways,
P-GRADE is a good example of a parallel application development system for
Grid and clusters [18]. It uses Globus, Condor-G, ARC, BOINC and MPICH-
G2 as grid-aware middleware to conduct computations. EnginFrame is another
good example of a web-based front-end for simple job submission, tracking and
integrated data management for HPC applications and other services [19]. Eng-
inFrame can be easily plugged to several different schedulers or grid middlewares
like: Platform LSF, Sun Grid Engine, PBS, or gLite. A slightly different approach
to an API that provides basic functionality required to build distributed appli-
cations is presented by SAGA [20]. It focuses on delivering a set of programming
interfaces covering the functionality of an HPC-aware application. Unfortunately
it does not provide a GUI support, needed to create an easy-to-use Science Gate-
way (see the Vine Toolkit and SAGA comparison Table 1).

Fortunately, apart from development environments, there are also several sites
offering direct access to specialist applications for scientists. A good example
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Table 1. SAGA vs Vine Toolkit comparison

Middleware Vine Toolkit SAGA – Java adaptors

gLite 3 – Cream Yes Yes – JSAGA

gLite 3 – WMS Yes Yes – JSAGA

gLite 3 – JDL Yes under development – JSAGA

Globus Toolkit Yes (4.0.x, 4.2.1) Yes – JSAGA/JavaGAT

Globus Toolkit – MyProxy Yes Yes – JSAGA

Globus Toolkit – gsiftp Yes Yes – JSAGA

Globus Toolkit – WS-GRAM Yes Yes – JSAGA

BES Yes Yes – JSAGA

JSDL Yes Yes – JSAGA

GRIA Yes (5.3) No

UNICORE 6 Yes Yes – JSAGA

Active Directory Yes No

Java Keystore Yes Yes – JSAGA

X509 Certificates Yes Yes – JSAGA

Storage Resource Manager Yes Yes – JSAGA

Storage Resource Broker Yes Yes – JSAGA

(S)FTP, SSH, HTTP(S), ZIP Partly (http, SSH applet) Yes – JSAGA/JavaGAT

local data management Yes Yes – JSAGA

WebDav Yes No

VOMS Yes Yes – JSAGA

iRODS Yes Yes – JSAGA

NAREGI (Super Scheduler) NO Yes – JSAGA

OGSA-DAI Yes (2.2) No

RUS Yes No

QosCosGrid Yes No

GRMS,GRMS3 Yes No

of such well-established Science Gateway is nanohub.org [21]. Its main pur-
pose is to deliver tools and materials, as well as to help with education, re-
search and collaboration in nanotechnology. According to statistics provided by
nanohub.org, they have over 10,000 simulation users and over 50,000 interactive
users. This is a result of a wide range of nanotechnology applications and sim-
ulations/visualizations available within the portal. Regarding technical details,
the nanohub.org web interface serves as a proxy between a remotely installed
application and the end user. In order to achieve that, a Java applet with VNC
plugin is used to connect the user to the remote GUI of the desired application.

Another example of a collaborative environment where scientists can safely
publish their workflows and experiment plans, share them with groups and find
those published by other users, is myExperiment.org [22]. In this approach,
workflows, other digital objects and bundles (called Packs) can be swapped,
sorted and searched like photos or videos on the Web. Unlike Facebook or MyS-
pace, myExperiment fully understands the needs of the researchers; making it
really easy for the next generation of scientists to contribute to a pool of scien-
tific methods, build communities and form relationships. In this way, it reduces
the time needed to experiment and to share expertise, as well as helps to avoid

nanohub.org
nanohub.org
nanohub.org
myExperiment.org
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reinvention. At last, we should not forget about similar projects – GridSpace
[32] and InSilicoLab [31], that have been developed in the frame of PL-Grid.

The aforementioned examples differ from each other in implementation and
visual form, still all of them were designed to solve specific scientific problems.

3 Motivation

Since its planning stage, one of the main goals of the Science Gateway for nano-
technology was to combine experimental nano-scale measurements, real data
analysis and verification together with advanced modeling and numerical simu-
lations on the PL-Grid computing resources. According to our analysis, based
on the user feedback from the “Vine-users” mailing list [30] and surveys con-
ducted at the vinetoolkit.org website, many researchers need efficient and
easy-to-use interfaces to their scientific applications. However, they do not have
a need for understanding of the underlying middleware services and IT systems.
Therefore, we decided to develop a user-friendly, domain-focused Science Gate-
way that allows scientists to solve, run and control nanotechnology simulations
in an intuitive way. The proposed solution is a web-based collaborative plat-
form, that takes advantage of Vine Toolkit and Liferay, along with web-based
tools integrated with QosCosGrid middleware [4], [5]. Additionally, scientific ap-
plications like ABINIT and Quantum Espresso are supported. The basic mode of
the gateway use covers many functionalities, such as: preparation of input data,
submission of jobs, monitoring and controlling simulations, post-processing and
analysis of their outcomes, data storage and archiving [23]. In advanced mode,
users can benefit from additional actions, like data migration, conversion, post-
processing and visualization.

4 Scientific Applications

The most advanced part of our Science Gateway for nanotechnology research
consists of two web-based interfaces for scientific applications: ABINIT and
Quantum Espresso [24], [25].

The ABINIT simulation software package allows users to solve problems like
finding the total energy, charge density and electronic structure of systems made
of electrons and nuclei within Density Functional Theory (DFT), using pseu-
dopotentials and planewave basis. ABINIT also includes options to optimize a
geometry according to the DFT forces and stresses, and to perform molecu-
lar dynamics simulations using these forces, as well as to generate dynamical
matrices, Born effective charges, and dielectric tensors. Excited states can be
computed within Time-Dependent Density Functional Theory (for molecules)
or within Many-Body Perturbation Theory. However, ABINIT itself defines sev-
eral requirements towards the user:

– the user needs to know how to translate domain-specific problem to an
ABINIT task;

vinetoolkit.org
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– the command-line tool requires from the user experience with ABINIT in/out
data structures;

– in case of parallel or large scale deployment, the user has to be familiar with
many complex IT and HPC technologies.

In order to hide this complexity, we successfully developed a web-based collabo-
rative interface enabling access to ABINIT, with use of Vine Toolkit and Adobe
Flex [26]. Consequently, we are able to support fully transparent web-based ac-
cess to sequential and parallel ABINIT executions deployed on computing clus-
ters within the PL-Grid infrastructure. The list below contains the main features
of our web interface:

– basic and advanced modes provide support both for experts and beginners;
– instead of using SSH, file transfer protocols, or other tools, the users can

manage even complex simulation and data operations using web browsers;
– several tools facilitating the process of data visualization and analysis.

In addition, to meet specific users requirements, we developed web-based tools
which provide means to analyze input/output parameters in a form-like panel
– for ABINIT and other DFT code, e.g. Quantum Espresso. In this way, some
of the parameters that were not reflected in the parameter input form can be
easily added using a new rich editor of the interface advanced mode. One should
note, that the inputs required for ABINIT job submission are pseudopotentials
files. Using another web-based tool – Vine Toolkit File Manager – the users
can easily access, copy and assign appropriate files stored on remote machines.
What is even more important, the user is able to visualize data in the Science
Gateway immediately after the simulation is completed. The calculated func-
tions of the total density of electronic states (DOS) can be easily displayed
as visualization results. It is also possible to view multiple series from differ-
ent simulations on the same chart. The chart can be dynamically cropped and
zoomed. What is more, special values like the Fermi energy can be marked on
the chart. The example layout of the basic mode for calculation of total energy
using ABINIT is presented in Fig. 1. The example case consists of 16 paral-
lel executions of ABINIT using MPI processes on four cores. Fig. 1 shows also
sample charts generated after ABINIT simulations. Moreover, in case of band
structure calculations all required post-processing procedures are realized in the
background, and only a final picture containing band structure chart is shown
to the users. An additional, useful component is the Nano Structure Builder
graphical tool, which allows to create and edit 3D crystallographic super cells
and to generate ABINIT-compatible descriptions. Therefore, the users are able
to prepare the whole simulation within the Science Gateway, without the need
to use third party software. Nano Structure Builder is a web-based application
that provides functionalities available in both commercial and open source tools,
such as XCrysDen or GoVasp [27], [28]. XCrysDen is an open source applica-
tion that enables visualizations of crystalline and molecular structures. GoVasp
is a commercial software providing, i.a., a structure builder – a graphical tool
that enables creation and manipulation of solid state structures. Currently, Nano
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Fig. 1. Web-based interface for ABINIT simulation with DOS charts

Structure Builder does not cover all functionalities of the aforementioned appli-
cations; however, it enables ab inito creation of crystal structures, their edition
and manipulation.

Nano Structure Builder has been divided into two separate web-based com-
ponents: NanoBuilder and NanoEditor. The first generates geometry of crystal-
lographic coordinates of at least one of the 230 symbols of symmetry group in
the Hermann-Mauguin notation and lattice vectors and angles. The generated
results are passed to NanoEditor. NanoEditor exploits the received coordinates
of all atoms in the cell, in accordance with established symmetry, to generate
graphical representation of the cell. The cell can be manually edited and modi-
fied with the provided tools. Moreover, the results obtained in that process can
be saved as a file, and, thus, further used as an input to ABINIT.
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NanoBuilder was created using the Adobe FLEX technology, wrapping the
Spacegroup software. Spacegroup is a command line tool, which produces a crys-
tal geometry; however, it can be used only under Unix systems. NanoBuilder
gives its users an opportunity to use the tool within a web browser: defining
basic information (space group by its Hermann-Mauguin symbol, lattice vectors
lengths, lattice angles, number of unit cells in each direction and whether a unit
cell should be found), adding atoms (by selecting them from a displayed peri-
odic table) and defining position of each of the atoms. All these information is,
invisibly to the user, passed to the Spacegroup software, which returns results
as an output file.

NanoEditor is a graphical tool, which was also created in FLEX technology.
It enables displaying a crystal cell in three dimensions. To achieve such a func-
tionality, the Papervision3D library – an open source real-time 3D engine for the
Flash platform – was used. The main purposes of using NanoEditor are: creation,
edition and manipulation of super-cells. First, the user loads results obtained in
NanoBuilder by selecting a proper file in a File Browser. When the file is loaded,
its graphical representation is displayed in the middle panel of the component
(Fig. 2). NanoEditor provides a whole set of tools to navigate and manipulate
the model. The user can freely rotate it in any direction, or shift it, if the model
does not fit entirely in the window. There is also a possibility to zoom in and
zoom out the model, which is helpful when viewing the details of the cell. A very
helpful feature of the tool is the ability to use two coordinate systems: Cartesian
and cell coordinate system. Such distinction is needed because of the different
functions available in the application. The first can be used when a new atom is
added (coordinates need to be defined along x, y and z axis). The latter, in turn,

Fig. 2. Model of a unit cell displayed in a 3 dimensions
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Fig. 3. Difference between primitive cell (on the left side) and the unit cell (on the
right side)

helps to recognize directions of the cell when, for instance, some surface needs
to be removed (surface is defined along a, b or c axis). The user can display any
of the coordinate system or hide both of them.

There is also a possibility to show (and hide) the border of a crystal cell, which
is helpful when identifying a crystal system. Moreover, the user is able to switch
between two display modes of the unit cell. By design, a crystal cell is displayed as
a primitive cell (translational asymmetric unit). But there is an additional option
– displaying a nicely-cut unit cell (shortly unit cell). The difference between both
cell views is demonstrated in Fig. 3. The unit cell displays additional atoms in
places where multiplied cells are connected after the cell multiplication process.

A crucial functionality of NanoEditor is the edition of a crystal cell. The
tool enables selection of a single atom or group of atoms, which can be further
altered. It is possible to remove selected atoms and to change their positions by
shifting them by, provided in Angstroms, values along each axis. To check the
current position of an atom, the user can display it after selecting a proper atom.
What is more, the user can display the distance between any pair of atoms. In
addition, the user can add a new atom at every position. NanoEditor enables
also replicating a whole cell a specified number of times along selected lattice
vector. It can be done in both primitive and unit display modes. After achieving a
desired form of a cell, the user can define vacuums. It is done by removing proper
surfaces of the crystal cell. All the actions mentioned above, except for defining
the vacuum, can be undone. It allows the users to make alterations without
worrying about irreparable consequences. Such functionality was provided on
account of the fact that users are prone to make some errors and like to have an
ability to go back.

The last, but not least, important functionality of NanoEditor is its ability
to display model parameters in ABINIT file format. Such parameters include:
number of atoms, lattice vectors, cell angles, atom types and many more. After
copying such output, the user can paste it as an input to another nano product
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– Nano-Science Gateway. Thanks to that, the obtained model can be further
processed and used.

The presented editor has become a really useful application for nano scientists
who tested its prototype. They were able to design a nano structure without a
need to have access to very extensive specialist software packages, like GoVasp.
The source code is distributed as open source, therefore, it could be further
developed in the future. It is also a great example of how we can use Vine
mechanisms to prepare advanced graphical tools for end users.

In order to show how the described components are placed within a portal,
we present the following diagram (Fig. 4). It depicts the elements of the portal,
underlying services and dependencies between them.

Fig. 4. Science Gateway deployment diagram

The Science Gateway for Nanotechnologists consists of two kinds of com-
ponents available to a logged-in user: standard Vine Toolkit components for
managing user profile, file management and SSH client; and specialized compo-
nents designed for Nanotechnology environments. Both component groups are
designed according to specific rules of grid portal design, based on the work
conducted within the BEinGrid project [29]. One of the most important portal
design rule is incorporating Single Sign-On mechanisms. In our Science Gateway
it is fully supported, and based on Vine Toolkit – the user has to authenticate
himself/herself only once, during the login procedure; then, all the credentials
needed for accessing external services are automatically used by the portal on the
user’s account. It means, that even if the user needs to access a remote host with
the Portal SSH Client (the researchers strongly indicated such a need in a survey
conducted by the PL-Grid project), the process of authentication is performed
entirely by the portal – the only thing the user has to do, is to choose appropri-
ate resource. The same applies to the Science Gateway File Manager application
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Fig. 5. Vine Toolkit File Manager with Single Sign-On

(Fig. 5). For ease-of-use, it consists of two panels (each for one storage resource).
The user can make all standard file operations (e.g. copy files between panels
with drag and drop interface, delete, create folders, change names, download or
upload files) without the need to authenticate again.

5 Future Work

The future work on the Vine Toolkit-based Science Gateways are divided into
two parts. The first are various new extensions to the existing Science Gateways,
including support for other applications and packages, like NAMD and MOPAC.
The second, based on the end-users needs collected within the PL-Grid project,
is adding several new applications to the Science Gateways, e.g. NWChem or
BLAST/CLUSTALW2. Therefore, our Science Gateways will be able to support
all major applications used within large-scale parallel simulations in other science
domains. In this way, rendering scientists able to deal with advanced calculations
using web spaces that are easy to use and share.
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