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Preface

The main objective of the PL-Grid project was to provide the Polish scientific
community with a grid-based e-infrastructure enabling research in various do-
mains of e-Science. Our infrastructure supports scientific investigations by inte-
grating experimental data and results of advanced computer simulations carried
out by geographically distributed research teams.

PL-Grid not only extends the amount of computational resources provided
to the Polish scientific community by 215 Tflops of computing power and 2500
TB of storage space, but – more importantly – facilitates effective use of these
resources by providing innovative grid services and end-user tools, as well as
continuous technical support. Extensive collaboration between project develop-
ers and domain scientists has led to the release of new domain-specific services
and applications.

Another important achievement of PL-Grid was the introduction of a profes-
sional separation of responsibilities upon which the infrastructure is based. This
organizational schema enables better user support and ensures consistent quality
of service, in line with European Commission policies which actively encourage
development and integration of distributed computing infrastructures under the
EGI InSPIRE and PRACE umbrella projects.

This book describes the experience and the scientific results obtained by the
project partners as well as the outcome of research and development activities
carried out within the project.

The first chapter provides an overview of motivation, current status and
future development within the PL-Grid e-infrastructure. The second chapter
presents the way in which three main grid middleware suites (gLite, UNICORE
and QosCosGrid) are integrated in the PL-Grid platform and extended with ad-
ditional support services. The third chapter describes the experience and current
status of service operations. This is followed by three chapters which provide de-
tails on the middleware implemented in PL-Grid. The next four chapters are
dedicated to essential security mechanisms, including the tools and security so-
lutions implemented in our e-infrastructure. We also present chapters devoted
to new methods of infrastructure monitoring, storage provisioning and imple-
mentation of service level agreements. Subsequently, seven consecutive chapters
provide an in-depth description of user environments: the Eclipse Parallel Tools
Platform integrated with QosCosGrid, the Migrating Desktop, Science Gateways
based on the Vine Toolkit, the GridSpace Experiment Platform, and the InSilico-
Lab environment. A very important contribution to the book comes in the form
of five chapters prepared by end-user teams. They describe how the PL-Grid
middleware and infrastructure are applied to solving such scientific problems as
grain morphology analysis, seeking common structural motifs in protein fami-
lies, chemistry computations, molecular dynamics models, LHC computing, and
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Monte Carlo simulations for the Cherenkov Telescope Array. Finally, the last
two chapters describe activities which are of great importance in any emerg-
ing computing infrastructure – namely, training and dissemination. The book is
supplemented with a glossary of terms.

We hope that it will serve as an important intellectual resource for re-
searchers, developers and system administrators working on their own grid in-
frastructures and promote collaboration and exchange of ideas in the process of
constructing a common European e-Infrastructure.

We owe our thanks to all authors and reviewers for their diligent work which
ensures the high quality of this book. We would like to express our gratitude to
Jacek Kitowski, Director of PL-Grid, for his personal involvement. We are also
indebted to Zofia Mosurska, Robert Paja̧k, Milena Zaja̧c, Piotr Nowakowski,
Magdalena Szopa, and Joanna Kocot for their enthusiastic editorial work, as
well as to numerous colleagues from ACC Cyfronet AGH for their help. Finally,
we wish to thank Springer for the fruitful collaboration during the preparation
of the book.

We invite you to visit the PL-Grid website (http://www.plgrid.pl) which
carries up-to-date information regarding our e-Infrastructure.

This book, like all PL-Grid project activities, was co-funded by the European
Regional Development Fund as part of the Innovative Economy Program.

December 2011 Marian Bubak
Tomasz Szepieniec

Kazimierz Wiatr
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Table of Contents

List of Contributions

PL-Grid: Foundations and Perspectives of National Computing
Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Jacek Kitowski, Micha�l Tura�la, Kazimierz Wiatr, and �Lukasz Dutka

Integrating Various Grid Middleware Components and User Services
into a Single Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Marcin Radecki, Tadeusz Szymocha, Daniel Harȩżlak,
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Flexible and Extendable Mechanism Enabling Secure Access to
e-Infrastructures and Storage of Confidential Data for the GridSpace2
Virtual Laboratory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Jan Meizner, Eryk Ciepiela, Piotr Nowakowski, Joanna Kocot,
Maciej Malawski, and Marian Bubak



X Table of Contents

SARA – System for Inventory and Static Security Control in a Grid
Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Gerard Frankowski and Micha�l Rzepka

ACARM-ng: Next Generation Correlation Framework . . . . . . . . . . . . . . . . 114
Bart�lomiej Balcerek, Bartosz Szurgot, Mariusz Uchroński, and
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PL-Grid: Foundations and Perspectives

of National Computing Infrastructure

Jacek Kitowski1,2, Micha�l Tura�la2, Kazimierz Wiatr2, and �Lukasz Dutka2

1 AGH University of Science and Technology, Faculty of Electrical Engineering,
Automatics, Computer Science and Electronics, Department of Computer Science,

al. Mickiewicza 30, 30-059 Kraków, Poland
2 AGH University of Science and Technology, ACC Cyfronet AGH,

ul. Nawojki 11, 30-950 Kraków, Poland

Abstract. The Polish Grid Initiative commenced in 2009 as part of the
PL-Grid project funded within the framework of the Innovative Economy
Operational Programme. The main objective is to provision a persistent
heterogeneous computational platform for the Polish scientific commu-
nity with a unified interface, enabling easy access to the distributed large-
scale computing infrastructure. The project establishes a countrywide
computing platform which supports scientific research through integra-
tion of experimental data and results of advanced computer simulations
carried out by geographically distributed computer infrastructure and
teams. The solutions applied in setting up this e-infrastructure facilitate
integration with other, similar platforms around the world.

In this chapter the foundations of the PL-Grid architecture, a brief
history of the project and its most important objectives are presented.

Keywords: Grid, e-Infrastructure, PL-Grid Consortium.

1 Introduction

Over the past several years we have witnessed rapid increases in the dependence
of scientific research on access to large-scale computing systems. Theoretical
sciences rely on computing to evaluate hypotheses in many areas, including
mathematics, economics, astrophysics, chemistry, climatology, physics, etc. Com-
puterized simulations enable researchers to test their ideas and draw initial con-
clusions before moving on to the much more expensive and time-consuming
experimentation phases. Moreover, experimental and natural sciences, includ-
ing climatology, meteorology, high energy physics, and astrophysics generate
enormous amounts of data which needs to be processed on several levels and
distributed to research teams all over the world.

Many of the largest research initiatives are driven by international institutions
such as CERN (European Organization for Nuclear Research), EMBL (European
Molecular Biology Laboratory) or ITER (International Thermonuclear Exper-
imental Reactor) which can share their results with geographically distributed
research teams, increasing their demand on computational power and storage
resources.

M. Bubak, T. Szepieniec, and K. Wiatr (Eds.): PL-Grid 2011, LNCS 7136, pp. 1–14, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fortunately, at the same time we have observed unsurpassed growth in the
computational power and storage capabilities of high-end computing solutions,
ranging from simple clusters through cluster platforms with advanced intercon-
nects to custom-built supercomputers with peak performance in the PFlop range
(1015 floating-point operations per second). In order to efficiently harness such
computational power special software solutions are necessary. Research scientists
need to be able to actually use the resources in a transparent manner, without
having to deal with the issues of scalability, distribution, data access and security.

Currently the most popular paradigm for provisioning distributed computing
resources for research is grid computing – a term coined in 1999 [1,2]. The initial
idea was to develop a global computational infrastructure which would be as
readily accessible as the power grid and whose users would form Virtual Orga-
nizations (VO) based not on their geographical location but on their respective
research domains. Over the last decade, several such infrastructures have been
developed all over the world – most notably the LHC Computing Grid [3], Ter-
aGrid [4], EGEE [5] and DEISA [6]. Most grid deployments are based on one of
the following frameworks: Globus [7], UNICORE [8], Condor [9] or ARC [10], all
of which evolved in parallel and provide comprehensive sets of components and
features, allowing users to run their computational jobs on federated comput-
ing resources. The emergence of grids facilitates integration and collaboration of
research teams in the US and Europe, at least in the scope of large computing
centers.

Unfortunately, although major Polish HPCs have indeed participated in grid
development projects such as CrossGrid [11] or EGEE, Polish scientists often
had to rely solely on their local computing resources or personally apply for
access to external infrastructures (for instance through EGEE channels). This
strongly discouraged the Polish research community from conducting interdisci-
plinary computational research with other institutes in Poland and produced a
situation where different research teams were affiliated with different European
grid domains and developed software for different grid systems (e.g. gLite [12]
or UNICORE).

Eventually, in 2007, the major computing centers in Poland (see Fig. 1)
– specifically the Academic Computer Centre Cyfronet AGH (ACC Cyfronet
AGH) in Kraków, the Poznań Supercomputing and Networking Center (PSNC),
the Interdisciplinary Centre for Mathematical and Computational Modeling
(ICM) in Warsaw, the Gdańsk Academic Computer Centre (CI TASK) and the
Wroc�law Centre for Networking and Supercomputing (WCNS) – came together
to form the PL-Grid Consortium [13] with the stated goal of “providing the Pol-
ish scientific community with an IT platform based on grid computer clusters,
enabling e-science research in various fields”.

The foundation of the consortium was a long-term agreement expressing the
will to integrate national distributed computing resources in order to provide the
Polish research community with on-demand access to a sustainable computing
platform and participate in international grid initiatives and e-science activities
under the umbrella of a federated national infrastructure.
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Fig. 1. PL-Grid Consortium

The PL-Grid Consortium prepared a project (called PL-Grid) which obtained
funding from the European Regional Development Fund as part of the Innovative
Economy Program [14] and commenced in March 2009. The total project bud-
get was 21Me and project completion was scheduled for March 2012, with the
aggregated offer for the community consisting of 215 TFlops of computational
power and 2.5 PB of storage resources. The overall goal of this project was to
deploy a persistent national large-scale distributed computing infrastructure for
Polish scientists, allowing them to conduct interdisciplinary research on a na-
tional scale, and giving them transparent access to international grid resources
via affiliated international grid infrastructures.

As the project enters its final stage, the PL-Grid Consortium carries on its
activities in the area of grids and clouds for scientific community and has pre-
pared a follow-up project called PL-Grid Plus, funded in October 2011 by the
same institution with a total budget of 18Me. This project will last until the
end of 2014.

In addition, consortium partners have been participating in other national and
European projects extending the infrastructure and available middleware while
constantly enhancing the maturity and functionality of the resources provided
to Polish scientific teams.

2 Objectives

The main objectives of the project were drawn from the experience of all con-
sortium partners based on their activities in international grid initiatives as well
as the requirements expressed by users of local computing resources. The list of
expected properties of the Polish grid infrastructure included the following:
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– Multiscale,
– Multidisciplinary,
– Heterogeneity,
– Unification of access,
– Capability of international cooperation,
– SLA support and computational grant tools,
– Sustainability,
– Training and user support.

Multiscale. The PL-Grid Consortium believes that the national grid platform
must be easy enough for users not to discourage them even if they run relatively
simple computations. Basing on experience from projects which were tailored for
large-scale experiments and suffered from the lack of user variety, our intention
from the start was to make the infrastructure as user friendly as possible, with full
support even for the smallest, entry-level computations. Moreover, in practice,
the overhead the users must “pay” when migrating their applications to the
grid sometimes is a barrier, as most experiments start from small-scale test
cases and then evolve into more advanced scenarios. The PL-Grid infrastructure
simplifies running the smallest jobs using direct access to PBS systems installed
at particular locations, while encouraging the users to progressively migrate their
applications to scalable grid job implementations in order to get the full benefit
of the infrastructure.

Multidisciplinary. One of the fundamental aims of PL-Grid was to build a
computational platform for multiple scientific domains. By analysing the struc-
ture and heterogeneity of Polish scientific communities we discovered that the
platform could not be bound to, or otherwise favor, any particular scientific
domain, but must be flexible enough to support different communities with va-
rious software requirements, different collaboration practices and varying secu-
rity needs. This challenge led to the concept of domain grids, as planned in
PL-Grid Plus, which allow creation and grouping of scientists and resources
based on their specializations (see Fig. 2).

Heterogeneity. The multidisciplinary aim described above determines another
very important challenge which PL-Grid must face – infrastructural heterogene-
ity. Provisioning a flexible infrastructure, with support for various scientific do-
mains, requires the project to maintain a set of differing computing architectures
and storage solutions. Thus, while the majority of PL-Grid resources are based
on x86 computing clusters (mainly due to their universality) we also integrate
additional, more specialized platforms and systems based on such technologies as
GPGPUs and software enhanced clusters by Versatile SMP (vSMP). Although
integration of such systems with the wider grid infrastructure requires substan-
tial effort, we believe it will benefit many users who deal with atypical problems
– which can be solved more efficiently using custom hardware.
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Fig. 2. Layered view of the PL-Grid infrastructure

Unification of Access. Due to the fact that many of our users have already
used some grid infrastructure in the past and are accustomed to different types
of interactions with the grid, another major challenge was to make the migra-
tion of their applications to the national grid platform as natural as possible. In
practice, this resulted in the need to support two main grid middleware stacks,
i.e. gLite and UNICORE. Furthermore, a special portal has been developed,
enabling users to acquire credentials with which they can access both grid mid-
dleware components.

SLA Support and Computational Grant Tools. Another important re-
quirement from the management perspective is ensuring that each of the com-
puting centers which contribute resources to the PL-Grid infrastructure com-
plies with a certain Service Level Agreement (SLA) in terms of the amount
of resources and their availability. On the other hand, the resources centers
must be able to monitor how their resources are used and that only authorized
users obtain access and run jobs on the infrastructure, respecting their assigned
quotas.

Training and User Support. In spite of substantial effort put into making
the PL-Grid infrastructure as user-friendly as possible, it is still necessary to
provide training for current and future system users. We need to not only show
how to access and use the system, but also how to exploit the full potential of
the hardware and software capabilities provided by our infrastructure in order to
allow the users to create and run scalable and sustainable in-silico experiments.
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Moreover, even advanced and experienced users sometimes require expert sup-
port on emerging technical on administrative issues, and thus PL-Grid provides
persistent helpdesk support through the user portal.

Availability and Sustainability. In order to support the entire Polish sci-
entific community with a distributed computing infrastructure it is crucial that
the service is provided 24/7/365, with minimal downtime. Although most of the
infrastructure is distributed (thus minimizing the likelihood of total system fail-
ure), we nevertheless do our best to ensure that the system remains at its full
potential all the time. Hence, the average infrastructure availability is 95%-98%,
depending on the period. Another issue here is that the development and de-
ployment of an infrastructure of such a scale cannot be justified just for duration
of a single project and PL-Grid Consortium partners have made long-term com-
mitments to support the hardware infrastructure, software and users, as well as
to promote continuous evolution by extending the hardware and software made
available to the Polish scientific community.

Capability for International Cooperation. Last but not least, the PL-Grid
infrastructure aims to be a key player in the international grid community, giving
our users access to a much more extensive set of varied computational resources.
The goal is to integrate our infrastructure with such initiatives as EGI and other
European grids, PRACE and, where possible, US infrastructures.

3 Infrastructure

At the moment PL-Grid provides 230 TFlops of computational infrastructure
and 2500 TB of storage to the Polish scientific community. Over the coming 3
years the consortium plans to extend these resources to 700 TFlops and 6000
TB of storage.

Currently the total number of cores is about 25 000 and the number of jobs
ran per quarter is constantly growing, having reached 3 ∗ 106 in Q2 2011 (see
Fig. 3). The number of registered users is approximately 800 (see Fig. 4).

To fulfill the aims of the project and the expectations of consortium mem-
bers regarding availability, datacenters were redesigned to the multi-megawatt
scale. Each server room is equipped with highly efficient megawatt-scale air con-
ditioning systems and sustainable power supplies backed by large Uninterrupted
Power Systems and diesel power generators, giving the possibility to operate the
computational infrastructure for many hours despite any mains power failures.

The described infrastructure consists of:

– Intel-based Xeon clusters with 4- or 6-core processors and Infiniband con-
nectivity,

– AMD-based clusters with 8- or 12-core processors and Infiniband
connectivity,

– vSMP integrated machines with extensive memory,
– GPGPU accelerated hosts running NVidia Tesla cards.
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Fig. 3. Number of jobs executed in PL-Grid infrastructure per quarter

In addition to the computational infrastructure we provide large-scale storage
using fiber channel connectivity and (in most cases) the Lustre distributed file
system.

4 Technological Advancements

The requirements of the project and its end users, i.e. the Polish scientific com-
munity, have resulted in the overall layered architecture of the PL-Grid platform,
which is presented in Fig. 5. In addition to deploying the basic hardware infras-
tructure and standard grid middleware stacks, we have designed several new
features and components with the aim of improving user experience and extend-
ing the scope of possible applications which can be developed by the research
communities.

4.1 Middleware Plurality

One of the main technological challenges was to provide unified access to grid
infrastructures managed by both gLite and UNICORE middleware stacks. Al-
though this issue has been addressed (to some extent) by other projects in the
past, we could not find a solution which would satisfy all our needs and thus
we decided to extend the QosCosGrid [23] system for scheduling jobs across
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Fig. 4. Number of registered PL-Grid users over time

grid middleware domains. The need to support multiple middleware suites is
dictated by users’ applications. Some users have to use gLite because they col-
laborate with international partners who already use this middleware. On the
other hand, UNICORE users tend to prefer this system due to the ability to
schedule computational jobs in a workflow-like manner. Moreover, QCG (devel-
oped in PL-Grid) offers easy-to-use mapping, execution and monitoring capabil-
ities for a variety of applications, such as parameter sweeps, workflows, MPI or
MPI-OpenMP hybrids.

4.2 SLA and Grants

In order to enforce the expected quality of service of our platform and allow
users to describe their hardware and software requirements, PL-Grid provides a
collaborative SLA negotiation tool called Bazaar, which simplifies the process of
establishing a compromise between user expectations regarding the infrastruc-
ture and the actual capability which can be assigned to handle a particular user
request. Bazaar is compatible with our computational grant model and takes
into account information about user quotas and current infrastructure status, as
well as the history of resource provisioning and consumption, enabling system
managers to evaluate how different QoS parameters are respected by providers
and users.

4.3 New User Interfaces

PL-Grid provides computational power for users representing various scien-
tific domains. In many of these users have very specific ways of conducting
their experimentation, which, in some specific cases, involves demands for new
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Fig. 5. Structure of the PL-Grid Computing Platform

user interfaces. One of the interesting outgrowths of PL-Grid users’ requests
is the GridSpace2 Experiment Workbench [18,19]. It is a novel virtual labo-
ratory framework which enables researchers to conduct virtual experiments on
grid-based resources. A web portal has been developed for this tool and serves
as the main access point to all the mechanisms of the virtual laboratory from
any workstation equipped with a Web browser. The portal encapsulates the so-
called Experiment Workbench layer which provides tools to create experiments,
collaborate, communicate, share resources and run large-scale computations in
a user-friendly manner.

Many users deem command-line grid interfaces as too unwieldy and obfus-
cated. Thus, a graphical user interface, called the Migrating Desktop [20,21],
has evolved in PL-Grid. This advanced GUI, similar to a window-based oper-
ating system, hides the complexity of the grid middleware and makes access to
grid resources easy and transparent. It allows the user to run applications and
tools, manage data and store personal settings independently of the location
or terminal type. The Migrating Desktop offers a flexible personalized roaming
work environment, scalability and portability, a rich set of tools, a single sign-on
mechanism and support for multiple grid infrastructures.
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4.4 Security

The dynamically evolving scene of security threats requires the project to provide
its system administrators with targeted security management tools. One such
tool is ACARM-ng [22] – an extensible plugin-based alert correlation framework.
It consists of abstractions for correlation, reporting, reaction, gathering data
from multiple sources and data storage. Real-time reporting is supported, which
means that alerts can be reported while still being correlated. A web-based
administrative interface presents the gathered and correlated systemwide data
in a consistent way.

Another tool developed for PL-Grid security management is SARA (System
for Automated Reporting and Administration). The system combines informa-
tion on vulnerabilities stored (with the help of the standards mentioned above)
in the National Vulnerability Database. It makes management of well-known
vulnerabilities easier and more efficient.

5 International Computational Arenas

Collaboration with existing and future high-performance computing initiatives is
a very important goal for the PL-Grid Consortium, as it allows the Polish scien-
tific community to collaborate and conduct research in truly international teams
and gain access to special hardware and software resources available abroad.

In March 2010 an international organization called the European Grid Initia-
tive, with headquarters in Amsterdam, was launched with the goal to oversee
the operation and development of the pan-European grid infrastructure. About
40 European National Grid Initiatives (NGIs), three European Research Inter-
national Organizations (EIROs) and several grid organizations from outside of
Europe supported this initiative. In this context the PL-Grid platform is one of
the NGI members.

As of today EGI.eu integrates and supervises more than 200 thousand logical
CPUs (cores) and about 100 PB of disk and 80 PB of tape storage; more than 13
thousand users are organized in more than 180 VOs, out of which about 30 are
active – about 1 million jobs are executed daily, mainly related to particle physics
but also representing the domains of archeology, astronomy, astrophysics, civil
protection, computational chemistry, earth sciences, finance, fusion, geophysics,
life sciences, multimedia, material sciences, etc.

PL-Grid is one of the key players in the EGI infrastructure, currently ranked
4th (see Fig. 6). PL-Grid was actually the first NGI in the EGI initiative and
the PL-Grid Consortium has devised many procedures for migrating from an
EGEE ROC to National Grid Initiative status, thus paving the way for other
countries. PL-Grid operates a regional Service Availability Monitoring system
with the ability to dispatch Regional Technical Support teams to assist service
administrators in investigating problems. In addition, we are responsible for our
grid configuration management, i.e. certification of new sites in Poland, adding
services and downtimes. Recently we have contributed to the EGI UNICORE
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Integration Task Force, helping NGIs willing to contribute their UNICORE re-
sources to EGI. PL-Grid is strongly involved in the EGI security team called
CSIRT (Computer Security Incident Response Team). Our responsibility is to
coordinate security incidents with all Polish sites, including fixes for vulnerabil-
ities reported by EGI as well as those found by our own staff.

Fig. 6. PL-Grid site named NGI PL size in comparison to others NGIs registered in
EGI. Size of the boxes represents the computational power. The PL-GRID box has
been highlighted.

Additionaly, several activities related to middleware development have been
undertaken in cooperation with other international partners. For instance, the
advanced reservation and co-allocation of distributed computing resources pro-
vided by QosCosGrid drew attention from other supercomputing centres from
USA and Europe. Consequently, the QCG community has grown and today
includes users from INRIA, the University of Dortmund, the Leibniz Super-
computing Centre, SARA, the Queensland University and the Louisiana State
University.

6 Future Work

PL-Grid is a stable and sustainable distributed computing platform operating
on a national level. However, the increasing user requirements and expectations



12 J. Kitowski et al.

force us to keep provisioning the best possible technological solutions. Given
the current performance level of computing hardware and the observed rate of
progress, the high-performance computing community should reach the exas-
cale performance range in the next 5-7 years. Furthermore, current trends in
distributed computing, especially in business scenarios, favor simpler and more
scalable infrastructural models such as cloud computing. Thus, the designers
and developers of the PL-Grid infrastructure are actively participating in several
projects focusing on technological advancement in both hardware and software
areas. The most interesting solutions will be integrated with our infrastructure
in the future.

Over the next three years, we will focus however mainly on supporting and
building true distributed user communities called domain grids. This approach
is motivated by the need to bring together scientists from all over Poland and
attract them to our computing infrastructure, encourage collaboration and shar-
ing of results and improve the impact of research performed in Poland as well
as on the international stage. We wish to involve single users and entire user
communities, both existing and emerging, in the process of refining the infras-
tructure in order to meet their needs. Since there is no universal solution which
solves all the domain-specific problems we have decided to invite community
representatives and involve them in the process of making the grid easier and
more efficient to use.

Near-term technological refinements will include forays into the cloud com-
puting world, making our infrastructure more flexible from the system adminis-
tration point of view while still providing all the grid features usually lacking in
cloud platforms.

7 Conclusions

The PL-Grid Polish National Grid Initiative was initiated almost 5 years ago.
Over time it has received support from several projects, which extended its
hardware and software capabilities. At the moment the infrastructure is both
powerful and mature. The quality, availability and versatility of tools offered to
users increases its impact, as evidenced by the constant growth in the number
of registered participants (see Fig. 4).

All of the objectives stated in the design phase already have been fulfilled
to some extent. We provide a flexible infrastructure, supporting users from all
domains of science, including high energy physics, chemistry and linguistics.

The availability indicators of the infrastructure, especially when taking into
account its complexity, remain very high. At present users can run their exper-
iments on different platforms, including x86-based clusters, vSMP with up to
6TB of memory and GPGPU-accelerated clusters.

The extensive effort of more than 100 people working on practical applications
of modern computational technologies has made the Polish NGI a key player in
the European grid community, and we believe that multi-level heterogeneity is
the key to the project’s unquestionable success.



PL-Grid: Foundations and Perspectives 13

References

1. Foster, I., Kesselman, C. (eds.): The Grid: Blueprint for a New Computing Infras-
tructure. Morgan Kaufmann, San Francisco (1999)

2. Foster, I., Kesselman, C.: The Grid 2: Blueprint for a New Computing Infrastruc-
ture. Morgan Kaufmann (2004)

3. LCG Project, http://lcg.web.cern.ch/lcg/
4. Bollen, J., Fox, G., Singhal, P.R.: How and where the TeraGrid supercomputing

infrastructure benefits science. J. Informetrics 5, 114–121 (2011)
5. EGEE Project, http://www.eu-egee.org/
6. Gentzsch, W.: DEISA, the Distributed European Infrastructure for Supercomput-

ing Applications. In: Gentzsch, W., Grandinetti, L., Joubert, G.R. (eds.), vol. 18,
pp. 141–156. IOS Press (2008)

7. Foster, I.: Globus Toolkit Version 4: Software for Service-Oriented Systems. In:
Jin, H., Reed, D., Jiang, W. (eds.) NPC 2005. LNCS, vol. 3779, pp. 2–13. Springer,
Heidelberg (2005), doi:10.1007/11577188 2

8. Streit, A., Bala, P., Beck-Ratzka, A., Benedyczak, K., Bergmann, S., Breu, R.,
Daivandy, J.M., Demuth, B., Eifer, A., Giesler, A., Hagemeier, B., Holl, S., Huber,
V., Lamla, N., Mallmann, D., Memon, A.S., Memon, M.S., Rambadt, M., Riedel,
M., Romberg, M., Schuller, B., Schlauch, T., Schreiber, A., Soddemann, T., Ziegler,
W.: Unicore 6 – Recent and Future Advancements. Annales des Telecommunica-
tions 65, 757–762 (2010)

9. Thain, D., Tannenbaum, T., Livny, M.: Distributed computing in practice: the
Condor experience. Concurrency – Practice and Experience 17(2-4), 323–356 (2005)
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Abstract. The PL-Grid project is constructing a grid computing infras-
tructure supporting mature middleware suites such as gLite and UNI-
CORE, as well as new ones like QosCosGrid. It also delivers various
services, e.g. graphical tools and databases. Users need to be able to
access all services and resources in a uniform way, if possible – with a
single set of credentials. PL-Grid integrates the middleware and services
accessible to users by delivering a coherent platform upon which to inter-
act with the services. The required integration of procedures and tools is
described in this chapter. The resulting platform provides the scientists
conducting research with a wide variety of powerful tools and resources,
enabling them to maximize their scientific potential.

Keywords: PL-Grid tools, single platform, user portal.

1 Introduction

The PL-Grid project aims at providing computing infrastructure to members of
the Polish scientific community. Since the infrastructure is geographically dis-
tributed, with each site governed by its own rules regarding resource allocation,
flexibility is a crucial demand. Managing such an infrastructure is a challenge
and demands well-defined operational procedures [1] as well as integrated tools
to support them. Providing a uniform computing infrastructure requires inte-
grating services available at various sites. The integration process is non-trivial
as a variety of middleware suites and other software components need to be
taken into account. As an example, PL-Grid deploys (on the production infras-
tructure) its most mature software products, i.e. QosCosGrid middleware [2],
GridSpace services [3], the Migrating Desktop and gEclipse tools [4]. Each of
these services may enforce its own access policies, but all of them need to be
delivered and presented to users in a uniform way.

In order to achieve this goal, a common access platform integrating various
tools has been created. It enables users to access services with a single set of cre-
dentials. Moreover, the platform allows users to easily obtain these credentials
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and manage them. Tools for user access management, accounting and infras-
tructure monitoring have to be flexible in order to efficiently deal with various
middleware packages. Adding a new service to the existing infrastructure is a
sensitive task and there is a need to develop clear procedures for introducing
new services in a way which preserves the consistency and uninterrupted ope-
ration of the infrastructure. Proper management of the PL-Grid infrastructure
requires not only mature services, tools and procedures but also interoperation
of these elements with external components derived from European grid projects
of which PL-Grid represents the Polish part. Such interoperation is particularly
necessary in the field of service availability monitoring, trouble ticket handling
and resource usage accounting. The integrated environment through which PL-
Grid users may access and use various different services in a unified way, will
hereafter be called the Single Platform.

2 PL-Grid Infrastructure Overview

While defining the PL-Grid infrastructure service catalogue, a number of com-
ponents were identified as essential to create the foundation for higher-level user
services. These components and their features are listed below:

– compute and storage facilities (including user access management, user trai-
ning, computational grants)

– user database (storing user details, account setups and roles)
– service availability monitoring (providing service status information)
– helpdesk system (for handling user requests)

Prior to the establishment of the PL-Grid project, each participating computer
center operated its own system for handling some/all of the tasks mentioned
above in support of local users. In the PL-Grid project it was decided that
information concerning users should be shared by all participating centers and
that all computing and storage resources available at a site should constitute
a consistent pool and be delivered to users in a uniform way. Realization of
this goal led to integration of various grid middleware packages, tools and user
services into a single platform. Additionally, the single platform provided by the
PL-Grid project needed to be integrated with internationally accepted tools and
grid user databases.

Consolidation of the above features led to the following structure of the PL-
Grid platform: User Portal – user and credential management, service access
management, Bazaar tool – resource allocation, Blackboard – training activ-
ities, Nagios – service availability monitoring, Helpdesk – handling user re-
quests, consistent Compute and Storage facility. All these components were
integrated with each other, enabling access to key features with a single set of
user credentials (username and password or personal certificate).

The User Portal contains features for both regular users and project staff. These
include a common user and staff database as well as the ability to manage user and
staff credentials, roles, and services. A key concept is the idea of the Access Service,
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which is the only way to access Compute and Storage facilities. All resources at a
site are available via a standard batch interface. This interface is used by Access
Services – which, in PL-Grid, include gLite [5], UNICORE [6] and the recently de-
veloped QosCosGrid [2], as well as direct job submission (in batch mode). Through
Access Services users can also interface a specific pool of resources such as GPGPU
processors and Symmetric Multiprocessing (SMP) nodes.

In order to apply for the Access Service each user is first authenticated and au-
thorized. Initial authentication takes place during the registration process which
results in granting the user a unique login and password. With these credentials
users are able to generate personal X.509 certificates which, in PL-Grid, are equiv-
alent to a login-password pair. Both the login-password pair and the certificate are
recognized by almost all PL-Grid tools and services (with the exception of those
grid services which have been designed to only accept certificates).

User authorization is based on roles defined in the User Portal and Access
Services that have been granted to the user. These basic elements are, however,
not enough to actually use the resources. In PL-Grid we have introduced the
notion of computational grants. A grant consists of a Service Level Agreement
(SLA) specifying the quantity of resources offered to users and conditions of
their use. Computational grants are handled by the Bazaar Resource Allocation
Manager, which enables rational planning of resource usage by site administra-
tors and encourages users to plan their resource consumption. At the same time
resource providers – although consolidated within the infrastructure – maintain
their right to enforce custom resource management policies. Therefore, each PL-
Grid computational grant includes a specification of resources at sites where
users have their Access Services activated. In the proposed model we have as-
sumed that resources defined by an SLA can be used with any Access Service
the user has activated and that the resources can be used freely with any of the
available middleware packages.

Service availability is an important part of the production system. Therefore,
all services should be monitored and emerging incidents should be solved as
soon as possible. For this purpose a monitoring system has been put in place.
The system is integrated with the user database. Incidents are reported to the
helpdesk system by operating teams.

The helpdesk system was designed to serve as a central place to track is-
sues concerning the PL-Grid infrastructure. It provides users with the ability
to handle problems with such tasks as account registration, applying for roles,
accessing services or grants etc. It also enables project staff to report and track
solutions of incidents occurring within the infrastructure.

The following part of this paper focuses on integration of the previously men-
tioned components and describes the tools that support this goal. We also present
how the integration is beneficial to PL-Grid users and staff.

3 Processes Integrated in User Portal

The main reason for introducing the single-platform paradigm was to make
it easier for users to access resources at each phase of interaction with the



18 M. Radecki et al.

infrastructure. This has been achieved through uniformization and centraliza-
tion of the service management process within in the User Portal.

In order to meet the stated goal, project services were analyzed in order to
identify common stages of usage. These stages include: obtaining user credentials,
requesting access to services, actual service usage, activity monitoring and –
finally – accounting. The following subsections describe the features implemented
in the User Portal.

3.1 User Management

User management in the PL-Grid Infrastructure is handled by the User Portal.
Upon receiving an account the user obtains access to authorization methods
which are valid throughout the whole infrastructure. For this purpose a user
database has been created which allows for user authentication and keeps track
of user roles.

Registration Process: Users, Staff Members, Trainees. Three modes of
registration are supported by the Portal:

1. Infrastructure Users – regular users whose aim is to use resources,
2. PL-Grid Staff – employees who require accounts for infrastructure develop-

ment and maintenance,
3. Trainees – participants of training events.

Each class of users comes with its own procedure for obtaining an account of a
given type. Typical steps include affiliation confirmation, supervisor review etc.
Once an account is activated the user may apply for access to tools and services
adequate for the given account type.

Roles: Authorization and Access Control. In order to control authorization
within each class of users more precisely and efficiently, user roles have been
introduced. For example the Access Service Administrator role allows its holders
to manage site resources as well as user access to these resources.

User Teams. In order to facilitate user cooperation when using the PL-Grid
infrastructure, we have introduced user teams. A global team can be created by
any user of the infrastructure. As a result, it is possible for team members e.g. to
share resources, share common files on a computing cluster or collectively apply
for access to resources.

User team membership is structured hierarchically: there are regular team
members and team managers. Team managers are entitled to manage other
users’ membership status through dedicated management tools. This feature
allows managers to take care of the formal issues whereas the remaining members
can devote their time to actually using the infrastructure in order to achieve the
team’s scientific goal.
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User Authentication and Authorization. From the perspective of the
infrastructure the most important pieces of information about users are their
identities and the services they are entitled to. A unique and unalterable login con-
stitutes the main user ID which – along with a password – provides a basic authen-
tication method. One user can only use a single ID within the infrastructure.

Grid tools and services frequently consume the so-called “grid credentials”
which are personal certificates issued by a trusted Certification Authority (CA)
– for instance, the Polish GRID CA [7].

Obtaining a personal certificate from a CA supported by EGI (namely those
affiliated with EuGridPMA [9]) is often troublesome as it requires the user to
personally visit a Regional Authority office. In order to streamline the certificates
acquisition process a new online CA, called PL-Grid Simple CA, has been created
[8]. It requires certificate applicants to be registered users or trainees (which
implies verification at an earlier stage, i.e. during the registration process) who
have the right to use the infrastructure. Managing credentials through the User
Portal is possible as users will have already been authenticated with the portal
during the login process. However, the easily-obtainable Simple CA certificates
are only accepted within the PL-Grid infrastructure.

Users can manage their Simple CA personal certificates in the User Portal –
from generating a certificate through downloading it to (possibly) canceling it
and receiving a new one. Registration of personal certificate (Polish Grid CA or
Simple CA) in the User Portal provides users with the ability to be automatically
recognized by all services present in the infrastructure, such as UNICORE and
gLite. It also provides access to other convenient features such as automatic
Portal login.

Certificate generation tools (SimpeCA only) also support training certificates
which can be issued only upon a trainer’s request and are valid only for the
duration of the training course. Training courses are carried out using the pro-
duction infrastructure due to the bulk nature of training jobs and the need for
high-quality services. Credentials for trainees become an issue as such people
usually do not meet the conditions for obtaining regular PL-Grid accounts. The
ability to automatically generate limited-access certificates for all trainees has
largely streamlined the training process.

3.2 Access to Tools and Services

Service Model. When a user receives a PL-Grid account, they also obtain
access to support tools such as the User Portal and Helpdesk. Other services,
especially the infrastructure Access Services, require the user to apply for them
separately and receive clearance from the appropriate staff member (usually a
service administrator).

In order to unify this process for a variety of services a “standard access
service model” has been developed. It refers to a unified process of applying for
a service and providing user support. The process is flexible enough to cover
all of the services provided within the project. It can also reflect the individual
needs of service providers. Various services may have differing requirements, such
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as requiring a certificate or prior access to another service, or some additional
information related to the expected use of resources. Various phases of a service
activation process (as well the whole process) may be automated, depending
on the service administrator’s wishes. It is also possible to activate a group of
services with a single process so that the user does not have to apply for each
service individually. All these possibilities have been left open in order to allow
service administrators to decide for themselves how the activation process is to
be conducted for the services they provide.

Unified Service Portfolio. All Access Services are listed in the User Portal
in a uniform way: each record contains the service name, a link to the relevant
documentation and the current level of access for the user. New services have
to be delivered in a preformatted way, which includes all the above information.
As a result, users receive a uniform list of available services.

Data Distribution Services. Integration of various services in a single plat-
form implies close interaction of many components. Such interaction is necessary
for exposing some of the features of the services within a unified platform. Indi-
vidual components have to maintain close cooperation for the whole process to
be consistent.

Component interaction can follow two different paradigms. The first involves
parallelizing actions which belong to the central system and those performed by
the service. In such a model performing an action in the central system triggers
an effect in one or more services. The central system is capable of “pushing”
actions to external services. The alternative solution implies that data needs
to be made available to an external service upon request. In contrast with the
previous model, this system is based on “pulling” data (for instance, user account
information) from the central system by services whenever required.

A hybrid of both paradigms has been used for data handling. Specifically, a
middle layer separating the central system and the services has been developed.
This layer consists of a special service called LDAP, aggregating all user data,
which is then distributed among services. The model works in such a way that,
at first, the central system pushes data to LDAP (first paradigm) which then
makes it available to client systems so that they can pull data from LDAP
(second paradigm) at any given time. Data propagation is depicted in Fig. 1.

The User Portal acts as the authorizing system for user data. In some cases
it may apply identity and authorization delegation mechanisms (SSO).

Replicators as Service Manipulation Tools. The model of data handling
described above implies the need for a flexible means of communication between
the centralized system and the services. In order to solve this problem, a set of
so-called replicators has been introduced. The main concept is that each service
can be linked with a replicator which propagates information from the central
platform so that the service state for a given user is unified throughout the
infrastructure.
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Fig. 1. User data flow in the PL-Grid infrastructure

In this way every step in the service lifecycle (initiated in the central system)
triggers an event which is then passed to replicators. Replicators are modules
that include an interface enabling them to receive events. Each replicator receives
every event signal sent by the system. When a replicator recognizes the signal as
related to the service the replicator is responsible for, it performs an appropriate
action. Such actions most commonly refer to some changes in the service user
database.

The user data propagation method described above is used – for instance – in
the management process of middleware packages such as gLite and UNICORE.
These services use appropriate servers called the Virtual Organization Member-
ship Service (VOMS) for gLite and the UNICORE Virtual Organization Systems
(UVOS) for UNICORE, which contain user databases. However, there is also a
group of services which only use LDAP as a source of user data. These services
require a single database and do not need the data to be propagated further as
the LDAP database includes all the necessary attributes that govern access to
services.

External Tools. The diversity of scientific domains in which grid computa-
tions are conducted has resulted in a considerable number of tools developed
to facilitate such research. For the PL-Grid Portal to be ready to integrate and
deliver tools to users a dedicated mechanism had to be implemented. The main
requirements from the tools were to be able to retrieve basic information about
the current user and to have a well-documented instruction set on how to embed
a given tool in the portal. Since our portal is based on the Portlet Specification
[10], which is a well-established standard for web integration, the path towards
preparing a tool to be embeddable in a portlet container is straightforward. The
user data sharing requirement was also handled by using a common standard
– namely, REST services [11]. XML was applied as a standard information ex-
change format. This approach assumes that a tool features a front-end in the
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form of a web page, able to invoke a remote REST service. The second require-
ment is, however, optional: if it isn’t satisfied the tool may still be embedded
but it will not retrieve any information about the user currently logged in. The
deployment process does not require the Portal to be taken offline for mainte-
nance as new tools can be added in the course of normal operation. As part
of the protocol, a designated user needs to be given the role of the new tool’s
administrator and a new web space needs to be created. Within this web space
the administrator is able to arrange the tool’s portlets and take care of main-
taining them. The channel through which user information is transferred from
the portal to the tool is established either through a local API or a remote secure
connection.

3.3 Use of Services

Various PL-Grid services may share the same resources – computations from
various middleware packages are all performed on the same pool of computing
nodes no matter which middleware package is used. In order to make the use
of resources more easily predictable and manageable for users and resource ad-
ministrators, we have introduced ways of measuring resource use and granting
access to specific amounts of resources.

PL-Grid Computational Grants. Having registered with the PL-Grid Por-
tal and received access to appropriate roles and authorizations the user may
begin using the infrastructure. The use of resources is governed by the PL-Grid
computational grants which define the amounts of resources and carry other re-
quirements that need to be satisfied in order to perform computations (such as
additional software or slot reservations).

In PL-Grid grants are given only to user teams. This requirement stems from
the nature of scientific research where (usually) several people collaboratively
pursue a specific goal. An exception to this rule comes in the form of personal
grants, given to single users for testing the infrastructure or conducting minor
computations without the need for regular grants.

The lifecycle of a grant begins in the PL-Grid Portal where the user (on behalf
of the team) fills out a form where they define what scientific purpose the grant
is going to serve. The application process also includes definition of parameters
in which the users wish to receive the resources. Subsequently, the application is
reviewed so that resources can be allocated in required amounts, or in amounts
that suit the resource providers. If the suggested parameters are not accepted
by the user, there is room for negotiation so that, in the end, a solution that
suits both users and resource providers can be reached. Once the negotiations
reach are over, at the time specified in the grant, the grant becomes active and
all team members can use the resources. After the grant expires it needs to be
subjected to accounting. This is the final phase of the grant process and it will
be described later on.

Service Availability Monitoring. In an ideal world all services provided in
the infrastructure should be available at all times. However, in real situations
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service downtime may occur – this is typically related to maintenance or un-
expected incidents, both resulting in service unavailability. In light of this fact
we have integrated a monitoring system which monitors the availability of all
services provided within the PL-Grid Infrastructure. The monitoring system is
based on Nagios – a popular software package used for IT infrastructure moni-
toring. In order to introduce the monitoring service and integrate it with the
platform it is necessary to establish ways and mechanisms of monitoring.

In the PL-Grid infrastructure all services are monitored – this includes sup-
ported middleware suites, services developed by the project as well as scientific
applications (e.g. Gaussian, Fluent). Introducing any new software into the in-
frastructure requires developers to deliver a functionality probe for this software.

Service unavailability happens rarely enough that, in the service model pro-
vided to users, the topic of availability has been omitted. This simplification of
the service model is meant to reduce its complexity; however, if necessary, users
can always check the current state of service availability via the monitoring
service interface.

We define service availability in terms of basic requirements which may be
established differently for different service types. These requirements usually
refer to interface accessibility, user authorization features, delivering the declared
functionality, response time etc.

The monitoring system can control even the most complex services. If ser-
vices are dependent on one another, the system can recognize the root of the
dependency tree, providing a convenient starting point for troubleshooting and
maintenance.

Grant Metric Monitoring. The Resource Usage Monitoring system (short-
ened to MWZ following its Polish name) provides information regarding the
amount of resources (in hours spent by a process on a single core) used by PL-
Grid users as part of their grants. Such information facilitates grant accounting,
both globally and separately for each PL-Grid resource center. Additionally, the
system provides information on the current use of computing clusters, including
the number of jobs being executed as well as those waiting in the queue. Delive-
ring this information helps administrators manage their resources efficiently.

The MWZ system enables integration of accounting data from all grid middle-
ware packages supported by the PL-Grid Infrastructure. Data is collected through
a universal protocol (in the XML format) and then uploaded to a database. Such
records can then be processed so that the outcome contains aggregated informa-
tion regarding the use of resources within computational grants from all partic-
ipating resource centers. Information regarding the use of resources is presented
in the user’s account in the User Portal.

Grant Accounting. From the resource providers’ point of view it is important
that the PL-Grid Infrastructure is used according to its declared purpose. In the
context of computational grants the purpose is specified in more detail whenever
a grant research subject is described by the user. This subject, as well as the
user’s declarations regarding the amount of resources required to conduct the
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research, are later reviewed by PL-Grid representatives and taken into account
by resource providers during the resource allocation process.

Declarations filed by the user during this initial phase are later assessed from
two points of view: scientific merit and the use of resources. The bases on re-
ports which users have to periodically prepare during the activity covered by
the grant and after its termination. The purpose of such reports is to compare
the declared grant objectives with actual research results. The use of resources
is controlled through MWZ-generated analysis reports and information on the
declared resources.

Irregularities may result in grant suspension, i.e. revocation of the right to use
resources associated with a given grant. Typical issues involve e.g. lack of proper
progress reports or exceeding the declared amount of resources. In the future a
dedicated subsystem will be implemented to track the actual use of resources in
relation to the declared use and block access to resources whenever the former
exceeds the latter.

4 Processes Integrated in Helpdesk – Infrastructure
Support

PL-Grid infrastructure support is realized by the Helpdesk System. It has been
designed to manage and track service requests regarding incidents, problems,
features etc. Tickets can be submitted online, on a round-the-clock basis. Re-
quests are then handled by groups of specialized experts during business hours.
Experts are grouped into teams supporting particular components or resource
types.

Our primary aim in developing this system was to provide a single point of
contact for user requests regarding any matter, as recommended by the Informa-
tion Technology Infrastructure Library (ITIL) [12]. The Helpdesk can therefore
handle requests from infrastructure users as well as operations staff.

Once registered, a request is directed to an appropriate suitable support unit
by the 1st Line Support Team which plays the role of request administrator.
This team is responsible for routing all tickets (independently of middleware),
contacting users, closing requests as well as ensuring all requests are properly
handled by support teams. Adding a new service or middleware package to the
infrastructure always requires creating (or choosing an existing) support team
which will be held responsible for handling support calls related to this new
element of the infrastructure. After a new team is created or an existing one is
given the responsibility, team members are introduced to their new duties and
information on the new team is passed to the 1st Line Support Team.

Access rights to the Helpdesk System must be provided both for regular
users and staff. This is realized uniformly, based on the PL-Grid user database
(through LDAP), as well as according to the Grid Operation Center Database
used to identify resource center administrators. The PL-Grid Helpdesk is also in-
tegrated with the EGI Global Grid User Support (GGUS). Our Helpdesk System
supports mutual information exchange and ticket synchronization with GGUS.
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5 Training

Training courses are an especially important element of the infrastructure popu-
larization process in the academic society. Such courses can be conducted in
a twofold way: either in a traditional fashion where the physical presence of
trainees and trainers is required at a particular place and time, or online, at any
place and time suitable to trainees.

Both methods require trainee authentication as well as access to resources.
The PL-Grid infrastructure has been prepared to fulfill such requirements. The
main advantages of using the the User Portal in the process of preparation and
execution of training sessions include performing user registration via the Portal
as well as issuing personal certificates. Moreover, each trainee can receive access
to the integrated Blackboard [13] platform which contains helpful training ma-
terials. Other benefits related to training courses include access to a convenient
User Interface. This allows users to familiarize themselves with a large scope
of practical information regarding the infrastructure, which can later influence
their decision to potentially continue cooperation with the PL-Grid project and
request production-level access. Once a training course has concluded, trainees
are easily able to upgrade their accounts to regular Infrastructure User accounts
provided that they meet the formal requirements.

6 Summary

In this paper we have presented our approach to integrating different types of
services (i.e. grid middleware packages, graphical tools and other services) in one
platform. The main task was to identify key aspects related to user interaction
with infrastructure service and to develop flexible and generic procedures gove-
rning such interaction. This goal can be achieved with support from advanced
portal frameworks. The core part of our system, namely the PL-Grid User Portal,
is based on Liferay software. A key aspect of service integration is the concept
of Access Services and the agreement on a common interface for computing
resources. The resulting platform provides precise definitions of new services
while respecting the principles of service consistency and stability throughout
the entire infrastructure. It also facilitates user interaction, enabling users to
perform their work online (including obtaining credentials). Maintaining such a
platform is a challenge. There are many dependencies upon external services and
the core of the system must be prepared for failures of some of these services,
reacting gracefully to any emerging problems.
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Abstract. Management of large distributed IT infrastructures requires
a Service Operations framework covering day-to-day maintenance. In
this chapter we describe the Service Operations model developed in the
PL-Grid project. First, we sketch the processes that needed to be cov-
ered by Service Operations. Subsequently, we present the management
solutions worked out in PL-Grid and describe how they were influenced
by the Information Technology Infrastructure Library (ITIL). We also
show how to adapt ITIL rules to manage geographically and administra-
tively distributed infrastructures, namely those providing grid resources
to the academic community. We claim that adapting a certain Service
Operations model is a prerequisite of developing a mature infrastructure,
ensuring user satisfaction.

Keywords: grid infrastructure, IT management, ITIL, Service Opera-
tions, PL-Grid.

1 Introduction

The PL-Grid project [1] aims at building and providing computing infrastructure
in order to support Polish scientific research. The underlying resources are con-
tributed by five of the largest Polish computer centers – partners of the PL-Grid
project – and by other academic institutions willing to share their facilities on
the Grid. The PL-Grid infrastructure is part of the European Grid, coordinated
under the auspices of the EGI.eu foundation [2]. PL-Grid continually extends
the infrastructure by adding new services while maintaining compatibility with
the European Grid.

A grid infrastructure is, at its core, geographically and administratively dis-
tributed and therefore its smooth operation requires coordination of many teams’
efforts. Cooperation is crucial for achieving the common goal, which is defined as
end-user satisfaction regarding the computational and storage resources they use.

Computational and storage resources are presented to the researchers through
a set of services, allowing them to manage their computations and data. Some
scientists are satisfied with the way they use the infrastructure. However, there
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are some research teams which find it essential to precisely plan their computa-
tions and receive guarantees as to how and when the requested resources will be
provided.

One of the main success measures for any IT service is its end-user availabi-
lity. Since availability is a serious challenge in large, geographically distributed
infrastructures, the common approach to improving availability is to deploy ser-
vices in multiple instances. It should be noted that the grid service stack is very
rich and that grid services are often sophisticated and frequently depend on one
another. For these reasons it is impossible to avoid faults and incidents com-
pletely. Rather, any faults and incidents must be efficiently managed. From the
user’s point of view service unavailability is often worse than its nonexistence
as it means that users are unable to perform activities which they have planned
and invested effort in preparing.

The term “Service Operations”, as described in this paper, is understood as
a total set of actions related to service management, starting from the design of
the service, through its implementation, deployment and maintenance up to its
termination. The greatest challenge for PL-Grid Service Operations is organizing
the infrastructure in a way which supports guarantees for users regarding the
delivery of services and a certain level of service quality. Therefore, we see the
need to introduce support for Service Level Management (SLM) [3] which is
understood as the ability to provide resources on an agreed-upon service level.
On the one hand, the user specifies the resources and their expected quality while
on the other the service provider negotiates, accepts and endeavors to provide
the desired quality. This process is highly laborious not only in the sense of
providing appropriate user services, but also in the sense of introducing ways to
measure and control infrastructure parameters. Supporting SLMs is, however,
extremely beneficial for users as it brings certain guarantees regarding resource
delivery. It is beneficial not only for the users but also from the infrastructure
point of view as having information about user needs makes it possible to plan
the use of resources.

In this paper we describe the experience and achievements gathered by the PL-
Grid Operations Center in the field of Service Operations in our infrastructure.
Firstly, we present the motivation behind improving the level of service quality,
including guarantees regarding the available amounts of resources. Secondly, we
present what others have done in the field of introducing service level standards
in IT infrastructures, especially in distributed environments such as grids. The
core part of the paper is devoted to presenting how ITIL – the standard we
decided would suit our infrastructure best – has been introduced in PL-Grid.
Finally, we show what remains to be done and what we are currently working on
in the field of introducing service level standards in the PL-Grid Infrastructure.

2 Motivation

Due to its inherent complexity, different functional areas of the Infrastructure are
handled by various teams. One of them is the PL-Grid Operations Center team
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whose objective is to keep the production infrastructure available to users. The
team consists of several people with various roles: Operators, Technical Support,
Tool Developers and Maintainers. External relations are kept with Trainers who
organize training sessions and online courses for users, with Programmers who
produce and prepare software for deployment in the infrastructure and with
software Testers. Finally, there is a large group of regular Infrastructure Users.
The number of teams shows that smooth cooperation and reaching common
goals is not possible without defining and documenting the process.

It is easier to contribute resources to users on a best effort basis than to give
guarantees that services will remain on a particular level. In order to provide
services that will satisfy the users’ computing requirements it must be possible to
provide users with appropriate guarantees. We believe that teams must approach
Service Operations in a way that coordinates the work and thus creates space for
introducing higher standards of service provisioning. Before giving guarantees it
is important to define proper ways to measure the level of provided resources.

Commercial entities which deliver IT services on the basis of a business model
adopt various service management standards [4]. Without them, such entities
would not be able to provide services on a level which, from the users’ point of
view, would be worth paying for. PL-Grid tries to reach a level similar to that
represented by commercial entities while providing resources free of charge to the
academic society. Therefore, we have found it extremely useful to draw on others’
experience and to adapt some solutions present in those standards. We thus
chose to rely the on the Information Technology Infrastructure Library (ITIL)
[5] which appears to be the most mature and functionally complete solution in
the area of service operations.

3 Related Work

In this section we will present how the problem of introducing a Service Opera-
tions framework into an IT infrastructure has been approached by others. We
will focus mainly on papers referring to distributed IT infrastructures (such as
grids) and infrastructures serving the academic community.

To the best of our knowledge, there are relatively few scientific papers regar-
ding IT Service Management (ITSM). Works based on ITIL referring to Service
Operations and IT maintenance centers for campus environments can be found in
papers by S.H.C Wan [6] and Z. Yang [7]. Although this experience contributes to
IT management, campus management essentially differs from grid management
as campuses typically do not include separate administrative domains. Perhaps
the most interesting outline of challenges inherent in adopting SLM to the Grid
is presented by T. Shaaf et al. in [8].

On the other hand, there are papers about ITIL and its applications in busi-
ness, written from a more general point of view. For example, B. Barafort et al.
describe the use of both ISO 15504 and ITIL in Small and Medium Enterprises
[9]. Nevertheless, companies do not seem to willingly share their ITSM expe-
rience as they are afraid it will disclose their internal strategies to the public.
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Therefore papers related to ITSM in private companies are limited in number
and often vague. One such paper was written by A. Hochstein et al., and shares
some general management experience from several companies [10].

There are also some papers related to Service Operations in grid infrastruc-
tures, which, however, do not refer to any existing management standards and
instead mainly focus on technical solutions. For example, T. Fieseler and W.
Gurich describe technical solutions achieved in a German grid infrastructure D-
Grid [11]. On the other hand, J. Coles [12], shares the experience of building
a European grid infrastructure within a series of Enabling Grid for E-science
and collaborating projects [13]. However, none of these papers directly expresses
the need for working out a Service Operations framework for grid infrastruc-
tures based on a preexisting standard. Moreover, the experience of the authors
of these papers shows that these projects implement Service Operations on a
basic level where services are delivered only on a best effort basis, leaving users
with no guarantees that services will be any better than as is. Our ambition
is achieving a higher level of service quality, which, in our opinion, cannot be
reached without adopting a specific Service Operations standard.

4 Landscape of ITIL Processes in PL-Grid

ITIL [5] contains a number of documents describing methods (best management
practices) to achieve high quality in the field of IT Service Management. It
was first established in the late 1980s by a British government agency called
CCTA. Since 1989 it has been registered as a trademark of the British Office
of Government Commerce (OGC) which has published a series of books on
ITIL. It focuses on processes which lead to customer satisfaction rather than on
technologies, and thus helps reduce costs. For this reason it has been recognized
as universal and widely adopted by various IT organizations not just in the
UK and Europe but also worldwide. The main benefit of adapting ITIL is that
it focuses on customer-oriented management and thus makes processes more
efficient and effective.

ITIL is constructed in such a way that it contains rules regarding process
organization; however, the most difficult task in applying ITIL in a particular
company is finding the proper way to implement these rules inside a specific
organizational environment. In subsequent chapters we will describe these ITIL
processes have been identified as crucial for the purposes of PL-Grid.

In this chapter we present an overview of processes defined by ITIL that either
have been adopted within PL-Grid or have, in some way, inspired our Project.
Detailed descriptions of process implementation are also presented.

4.1 Service Level Management

Service Level Management (SLM) is an ITIL process whose aim is to make sure
the services delivered to users reach a certain pre-defined level. Introducing such
requirements entails keeping the services on a level better than that produced by
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best effort. When SLM is introduced users who apply for access may also specify
requirements regarding the service level.

In PL-Grid SLM is realized through the concept of computational grants. A
grant allows users to express their needs and expectations while simultaneously
enabling service providers to answer and negotiate the users’ calls for resources.
When applying for a grant the user specifies the details of a Service Level Agree-
ment, an agreement which includes information about parameters and location
of resources they are interested in. Each grant is divided into two parts: formal
and technical.

Applying for a grant begins in the User Portal where the user specifies their
research topic and predicted scientific outcome of the grant. In parallel, the
user specifies his/her demand for resources in the Grid Resource Bazaar system
[14]. This declaration, containing both formal and technical descriptions, is then
reviewed by a PL-Grid representative who grades the proposal depending on the
strength of the predicted results in relation to the specified need for resources.
Once the grant has been reviewed the process of negotiations between resource
providers and the user begins. Again, this takes place in the Grid Resource
Bazaar and is coordinated by a PL-Grid Operator. Negotiations end with signing
SLAs – agreements between providers and the user concerning the resources
they have applied for. Once negotiations have finished the grant is activated and
information about SLAs is added to PL-Grid LDAP which is a source of grant
information for other tools. After the grant becomes active the user has to file
grant activity reports every 6 months; upon grant termination a final report has
to be submitted.

Introducing grants enabled us to solve the resource allocation problem: re-
source providers can now plan and manage the use of resources while users can
receive guarantees that resources will become available to them according to
SLAs. This change has raised the level of services offered by PL-Grid – instead
of being an as is infrastructure, it is now based on agreements which guarantee
resource delivery according to specified parameters.

Additionally, Service Level Management in PL-Grid supports another ITIL
process, called Capacity Management. Its aim is to enable resource occupancy
planning (via Capacity Plans) which includes ensuring that the resources de-
livered to users match their requirements. By introducing grants in PL-Grid it
is possible for the administrators to observe user plans and thus predict future
demand for resources.

4.2 Request Fulfillment

Request Fulfillment (also called Service Request) is an ITIL term which refers
to the process of fulfilling users’ requests that are not results of any sudden and
unexpected failures (incidents) but rather refer to some additional user needs.
This process includes realizing standard requests that are inexpensive to fulfill,
such as changing account parameters etc.

In PL-Grid users can file service requests whenever they feel there is something
they need regarding the PL-Grid Infrastructure. Some of the typical and simple



32 M. Radecki et al.

to realize service requests have been implemented in the User Portal with specific
forms that need to be filled out by users. These requests include: registering as a
new user, obtaining X.509 certificates from Simple CA, obtaining test accounts
for project staff.

Other requests can be handled by the Helpdesk. If analysis indicates that a
given request would incur significant costs, it may be handled under Change
Management, which involves detailed planning – including the circumstances,
cost and risk calculations that need to be performed before implementation can
be decided upon.

4.3 Change Management

The Change Management process includes preparing and coordinating changes
regarding the infrastructure. Changes need to be carried out carefully as they
are prone to affect user work. In particular, all dependencies and consequences
need to be analyzed.

In PL-Grid change proposals are based on user requests (submitted by regular
Infrastructure Users or PL-Grid staff). Each change is analyzed and coordinated
by the Change Manager who “translates” the user’s request into the necessary
modifications in the infrastructure. Changes are consulted with site representa-
tives and the security board before making a deployment plan.

Release Management is a related process, which, in PL-Grid, relates to prepa-
ring and releasing new versions of software packages. Releases in PL-Grid may
refer to scientific applications, project-produced software, grid middleware or
updates to tests within the monitoring system. For example, scientific applica-
tions provided by PL-Grid are supported by their creators whereas new versions
can be installed by site administrators based on user requests. If a new version
of a middleware package needs to be deployed, the Operations Center first re-
commends that it be deployed at a pilot site and then throughout the PL-Grid
computing infrastructure. Core services, which are indispensable for proper fun-
ctioning of the infrastructure, operate in multiple instances so that while changes
are being introduced, at least one of the instances remains available to users.

4.4 Access Management

Access Management is the part of the ITIL Service Operations area which focuses
on the rules and methods for granting access to resources or services. In addition
to resource access, it also covers managing user permissions within the infrastruc-
ture and removing them at appropriate time. Access Management is an especially
important area of management because it deals directly with customers and thus
it directly influences the way the company is perceived by the market.

This section specifically discusses access to resources, provided to users through
a mechanism called access services. In some contexts it may also refer to access
available to PL-Grid employees which allows them to manage users and services.
On the other hand, access to physical resources and low-level software is reserved
for site administrators and is not treated as part of Access Management.
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A requirement specific to our infrastructure is that every person who obtains
access to services must either be affiliated with a scientific organization or have
a supervisor within such an organization. Additionally, they may only use such
access to conduct research within a specific organization. Therefore PL-Grid
has introduced its own methods for Access Management, which include user
verification and focus on scientific affiliation.

Our second distinctive requirement is the ability for a group of users (and even
for a single user) to apply for a given amount of resources. This process, called
Resource Allocation, is also coordinated in the project. The PL-Grid resource
allocation process is therefore different from EGI where access is negotiated by
the Virtual Organization (VO) manager who grants access to VO resources.
Applying for resources in the European Grid relies on direct contracts between
users and VOs on the one hand, and between VOs and resource providers on the
other.

In order to manage user access, PL-Grid has developed an online tool called
the User Portal. The primary use of the User Portal is to manage access to
resources offered within PL-Grid. During registration the applicant’s academic
record is verified by the Information Processing Center [15] which maintains
a database of information concerning the Polish scientific community. Subse-
quently, we make sure the applicant is employed by an academic organization
or that they have a supervisor who fulfills that condition. When affiliation with
the employer or supervisor expires and is not replaced by a different affiliation,
the relevant account is blocked.

Access to resources and services is realized through a mechanism of user roles
and rights. For example, an applicant first receives the Infrastructure User role
and then they apply for services available for this role, such as access services.
We believe this access model is adequate for real-world services and the way
they are provided. Elements of the User Portal which serve the goal of granting
resource access to authorized users include: user roles, user credentials, access
services and computational grants [16].

Trainee access is an especially interesting topic as it includes access to the
production infrastructure but only in a limited scope and for a limited period
of time. A Trainee is granted all the accesses required by the training session (a
special short-lived personal certificate, access to the production infrastructure
services), but only for a period defined by the training schedule.

PL-Grid supports Certification Authorities approved by the European Pol-
icy Management Authority for Grid Authentication [17] including Polish Grid
CA [18]. However, in order to make certificate management easier for users,
we have introduced the PL-Grid Simple CA [19] which issues online certificates
valid only within the PL-Grid infrastructure. Users can obtain and manage these
certificates through the User Portal.

4.5 Event Management

Event Management is an ITIL term describing processes which handle event
monitoring within the infrastructure in order to ensure proper operation of the



34 M. Radecki et al.

system as well as escalating any irregularity reports. This process requires a
definition of what is considered an event, how such events are monitored and
how they need to be handled.

As in any geographically distributed and complex infrastructure, PL-Grid
Service Operations aim at identifying and removing faults before they can stand
in the way of user work. In order to identify appearing faults a monitoring system
has been introduced.

Events that are monitored by the system relate to faults in the features avail-
able to users. Symptoms that may result in service unavailability are monitored
as well – this applies e.g. to host memory load of over 99% or upcoming host
certificate expiration date. Early detection of such problems allows us to follow
the principle of not only reacting to dangers, but mitigating them in advance.

If a fault ends up affecting end users, such users may also trigger the corre-
sponding handling procedures by filing a report with the Helpdesk. This kind of
situation happens when an element of the system has not yet become subject to
monitoring. Consequently, user reports help us improve the monitoring system.

The monitoring system in PL-Grid is based on the Nagios software [20] and
was designed as an extension of a similar system present in EGI. Owing to this
approach we remain compliant with EGI and are able to extend its achievements
towards our specific needs.

It is crucial for Service Operations that, when a new service is introduced,
it must come with appropriate probes for the monitoring system. The proce-
dure of introducing new services in PL-Grid requires functional probes as well
as accepted means of handling events. Our procedures for adding new probes in-
clude validation on a testing instance followed by deployment on the production
instance of the monitoring system.

An example of introducing a new services in PL-Grid is integration of UNI-
CORE middleware. It has been handled in cooperation with EGI and a specific
set of probes for UNICORE monitoring has been prepared and deployed [21].
PL-Grid extends monitoring to services that are not monitored by EGI. The
most important of these services is the PL-Grid User Interface (UI). Monitoring
the UI introduces specific needs: it requires access to a shell account within the
service so that its features can be monitored exclusively from the inside.

4.6 Incident Management

Incident Management is an ITIL-defined process focusing on restoring services
to their proper state as early as possible after an incident. It manages inci-
dents, defined as sudden and unexpected events which include unavailability of
a service. Efficient Incident Management requires immediate reaction, accurate
diagnosis and precise reparation. Therefore, it is an especially important part
of infrastructure maintenance and has been the subject of special attention in
PL-Grid.

An incident can be reported in two ways: either by the monitoring system or
by an infrastructure user. The former results in alarms displayed by the Ope-
rations Dashboard [22]. A persistent alarm may trigger a ticket in the PL-Grid
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Helpdesk. Users can report incidents by directly submitting tickets to the same
Helpdesk system.

We use the same rules for incident handling and other issues reported by users
in their tickets. The team which replies to tickets is organized in support units.
The scope of each support unit may be limited to a specific site (as in the case
of site administrators) or it may be distributed among several centers (e.g. a
collaboration of application experts representing various sites).

Escalation Levels. Helpdesk handling rules include functional and hierarchical
escalation processes described below.

Functional. Several teams covering key elements of the infrastructure have been
set up in the Helpdesk system. Each team is assigned to one of three support
lines. 1st Line Support is responsible for quickly responding to user calls and
solving trivial cases. If the resources available to the 1st Line are insufficient to
solve the problem, functional escalation takes place and the case is referred to
the second or third line. 2nd Line consists of domain experts who have detailed
knowledge in their fields and can solve cases using this knowledge. If privileged
access to services or software code is needed, the tickets are passed to 3rd Line
Support – people with specific roles or credentials facilitating additional access
to services or resources (for example, site administrators or programmers). If a
bug is found in middleware, the relevant ticket can also be exported to GGUS
for processing in an appropriate support unit in cooperation with EGI.

Hierarchical. When Resolution and Recovery steps take too long, hierarchical
escalation is used. Issues not treated in accordance with procedures are first
checked by 1st Line Support representatives, who send email reminders to the
support unit. If this does not produce a resolution, 1st Line Support makes phone
calls to support unit experts. The second escalation step is a discussion about
the troublesome tickets (with invited experts) at an Operations Center meeting.
If the expert does not attend the meeting and no representative from the expert
resource center is willing to deal with the problem, contact with the expert’s
supervisor is foreseen. The last step involves reporting the issue to the PL-Grid
Technical Deputy Director.

Incident Management Process. The Incident Management process in PL-
Grid follows ITIL recommendations and consists of:

Incident Detection and Logging. Monitoring system performs regular checks of
grid services. Monitoring probes examine important features from the user per-
spective. Probe results are reviewed by the Operations Center team. When a
service fails it is referred to as an alarm. Since the location of the service is well
known, a Helpdesk ticket can be assigned directly to the responsible support
unit. Incidents affecting users are reported in a similar way i.e. as tickets in the
Helpdesk. Such tickets are then routed by the 1st Line Support team.
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Categorization and Prioritization. Tickets based on monitoring system results
can be routed directly to the responsible support unit. Priorities are set by the
submitter who is usually an Operations Center team member. Ticket priority
is understood as the user’s recommendation concerning the urgency of the inci-
dent, as every support unit expert (site administrator) has autonomy in setting
priorities. Tickets created by users are assigned to categories by the 1st Line
Support team (whether it is a request for information, bug report, request for a
new feature etc.) Priorities are set by the submitter but it is the support unit
expert who sets the final priority according to the current workload.

Initial Diagnosis. In the case of tickets created by users 1st Line Support has to
ascertain the actual symptoms of the incident (if not provided by the submitter).
If a solution or workaround is known (there is an entry for this type of problem
in the Knowledge Database) 1st Line Support solves the ticket. If, however, the
incident type is not recorded in the database, the ticket can be passed to 2nd or
3rd Line Support for investigation and diagnosis.

Investigation and Diagnosis. At this step of Incident Management tickets gene-
rated by the monitoring system as well as those filed by users are handled in
the same way. Upon categorization of the incident the proper support unit is
informed. That unit has 24 hours to acknowledge the ticket. Subsequently, each
support group investigates and diagnoses what has gone wrong and documents
progress by filing an event record every three working days.

Resolution and Recovery. In this step potential solutions are sought and, if found,
they are applied and tested.

Incident Closure. Tickets created by users are tagged as solved only after en-
suring that the submitter is satisfied or has not verified the solution for over
2 weeks. Within the following seven days the ticket is examined as a potential
extension to the Knowledge Database. In case of recurring incidents, a problem
record may be stored in order to expedite future problem management activities.

4.7 Problem Management

Problem Management is an ITIL term describing a set of processes which include
diagnosis and analyzing the cause for occurring incidents, preventing their future
occurrence as well as managing a Known Error Database which makes it easier
to identify new incidents and solve problems when they occur. The term problem
is defined as a cause of numerous incidents which may occur together at the same
time, or non-simultaneously, at various intervals. An example of a problem is the
unavailability of a central service which results in unavailability of other services
at a number of computing centers.

Problem Management focuses on investigating and resolving general problems
which cause many specific incidents. Resolving such problems usually requires
introducing changes either in software or hardware, which may require time.
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Problems in the PL-Grid infrastructure are identified on the basis of user calls
and reports from various teams. Potential problems (expected causes of frequent
incident recurrence) and complex cases are noted and discussed during biweekly
Operations Center meetings. In some cases special groups may be dispatched to
inquire and solve problems. All problems are then analyzed and results of such
analysis are recorded in the Known Error Database, which contains information
about known errors and problems that these errors may indicate. The Known
Error Database is a product of the Problem Management process and its con-
tents may be used to support Incident Management and Problem Management
processes.

The PL-Grid Known Error Database is composed of two parts. The first part
can be called the Operations Problems Database. It contains records submitted
by Regional Technical Support following incidents. These are only available to
administrators and help them solve operational problems. The second part of the
database is a Solutions Database, whose records are created by 1st Line Support
and are used by users in solving typical problems.

5 Future Work

The main challenge from the operational perspective is to prepare processes
and procedures that will ensure universality and flexibility, independently of
changing circumstances and future plans. A well designed process should be
able to adapt to new services without the need for major procedural changes.
At present, two middleware packages are integrated in EGI as a result of PL-
Grid contribution. The first is UNICORE support while the second is our own
middleware product called QosCosGrid [23]. Both show that our procedures
work well in circumstances which call for flexibility and adaptability.

Another significant challenge for Service Operations is the issue of compu-
tational grants. Introducing this innovation requires many changes within the
infrastructure and will be quite noticeable for end users. A computing grant is
a new entity affecting the way in which local site policies are set up. However,
they are essential for some user groups which require resource guarantees. From
the Service Operations point of view this calls for new procedures and tools as
well as adapting existing ones.

Another interesting challenge is extending the infrastructure towards cloud
computing. A new layer has to be implemented in the service stack due to
the virtualization aspects which need to be taken into account. Moreover, new
features within the monitoring and accounting system have to be implemented
to handle include hypervisors and virtual machines. The user access model would
need to be redesigned in order to support dynamically instantiated machines.
We believe that extending our approach to cloud computing requires changes
in all aspects of Service Operations, from Access Management to Service Level
Management, including computational grants and accounting.
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6 Summary

In this paper we have described the model of Service Operations as applied in
PL-Grid. We have shown how business experience encapsulated by the ITIL
standard can be leveraged to respond to the needs of our users. We also claim
that adapting this model to our distributed infrastructure (which provides grid
computing services to the academic society) is necessary in order to ensure a
higher level of service.

We have developed procedures and set up instructions to deal with various
fields of Service Operations. Moreover, we have found ways to integrate our
procedures with EGI, which was not always easy as the requirements we faced
in PL-Grid regarding, for example, user verification, were different from those
in EGI. In the field of Incident Management we have worked out procedures
for functional and hierarchical escalation as well as ways of determining general
incident causes (problems). We are also capable of accommodating changes in the
infrastructure, including deployment of new software and procedural changes, as
well as handling minor requests filed by users.

We have developed custom tools that enable us to manage all these processes:
the PL-Grid User Portal manages user access, the PL-Grid Helpdesk handles
incidents and user requests and is compatible with the EGI Helpdesk, while the
Grid Resource Bazaar takes care of computational grants both in the sense of
resource provisioning negotiations and grant activity period management.

Thanks to ITIL our level of service has also grown beyond best effort – we are
now able to not only provide our users with services, but also to meet service
level guarantees. By taking advantage of computational grants our users can now
plan their research, including the use of our services, and receive guarantees that
resources will be available to them as agreed upon. At the same time, grants help
administrators plan their work: knowing user needs they can now predict how
busy their resources will be and how much can be made available to other users.

In the future we plan to further develop the Service Operations model cur-
rently in place. We can already see that most of our procedures continue to
operate well under changing circumstances. Regarding the PL-Grid project, we
intend to extend the selection of available middleware and eventually provide
support for elements of cloud computing.
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16. Radecki, M., Szymocha, T., Harȩżlak, D., Pawlik, M., Andrzejewski, J., Ziajka, W.,

Szelc, M.: Integrating Various Grid Middlewares and User Services into a Single
Platform. In: Bubak, M., Szepieniec, T., Wiatr, K. (eds.) PL-Grid 2011. LNCS,
vol. 7136, pp. 15–26. Springer, Heidelberg (2012)

17. European Policy Management Authority for Grid Authentication (EUGridPMA)
(2011), http://www.eugridpma.org

18. Polish Grid Certification Authority, http://www.man.poznan.pl/plgrid-ca
19. PL-Grid Simple CA, http://plgrid-sca.wcss.wroc.pl
20. Nagios – The Industry Standard In IT Infrastructure Monitoring,

http://www.nagios.org

21. Ba�la, P., Benedyczak, K., Strzelecki, M.: Monitoring of the UNICORE middleware.
In: Streit, A., Romberg, M., Mallmann, D. (eds.) Proceedings of 6th UNICORE
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1 Poznań Supercomputing and Networking Center, Poznań, Poland
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Abstract. In this chapter we present the new capabilities of QosCos-
Grid (QCG) middleware for advanced job and resource management in
the grid environment. By connecting many computing clusters together,
QosCosGrid offers easy-to-use mapping, execution and monitoring capa-
bilities for a variety of complex computations, such as parameter sweep,
workflows, MPI or hybrid MPI-OpenMP as well as multiscale simula-
tions. Thanks to QosCosGrid, large-scale programming models written
in Fortran, C, C++ or Java can be automatically distributed over a net-
work of computing resources with guaranteed Quality of Service – for
example guaranteed startup time of a job. Consequently, applications
can be run at specified periods with reduced execution time and waiting
times. This enables more complex problem instances to be addressed.
In order to prove the usefulness of the new functionality of QosCosGrid
a detailed description of the system along with a real use case scenario
from the quantum chemistry science domain will be presented in this
chapter.

Keywords: parallel computing, MPI, metascheduling, advance reserva-
tion, QoS, High Performance Computing, High Throughput Computing.

1 Introduction

End users interested in the PL-Grid infrastructure have frequently voiced their
demand for efficient programming and execution tools to run large parallel sim-
ulations and experiments requiring a certain Quality of Service. Highly parallel
and coupled applications with significant inter-process communication that are
not supported by existing grid infrastructures based on gLite [14] or UNICORE
[19], represent a growing and promising class of simulations. To meet end-user
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needs, a new middleware infrastructure called QosCosGrid (or QCG for short)
was designed, developed and deployed in the PL-Grid project [11]. QCG success-
fully integrates many new services and tools in order to deliver to PL-Grid users
a new multilayered e-Infrastructure capable of dealing with computationally in-
tensive simulations, including parameter sweep studies, workflows and, more
importantly, large-scale parallel applications. QCG enables computing clusters
in different administrative domains to be integrated into a single powerful virtual
computing resource that can be treated as a quasi-opportunistic supercomputer,
whose computational power exceeds the power offered by a single administrative
domain (data center). In order to bring this supercomputer-like performance
and structure (requested and expected by scientists) to bear on cross-cluster
computations in an user-friendly way, various well-known application tools and
services, including the OpenMPI and ProActive programming and execution en-
vironments, have been tuned to work in a multi-cluster QCG environment [1,11].
The cross-cluster scheduling enabled by QCG supports not only parallel simula-
tions on many clusters (creating new possibilities and offering improvements for
end users), but also – and more importantly from the resource owners’ point of
view – utilizing PL-Grid computing resources in a more efficient way, thus in-
creasing the overall system throughput. The decomposition of large-scale tasks
between many clusters decreases cluster “defragmentation” and results in better
resource utilization.

The rest of the chapter is organized as follows. In Section 2 we present the
key features of QCG. Section 2.1 describes QCG support for creating and run-
ning parallel applications. Section 2.2 describes how QCG enables execution of
workflows. Section 2.3 presents QCG functions for Advance Reservation and
Co-allocation. The following section, 3, describes the QCG architecture from a
general point of view and introduces the main QCG components. A real usage
scenario, based on a legacy application and exploiting the capabilities and fea-
tures of QCG is discussed in Section 4. Finally, in Section 6, we present a short
summary and list the ongoing and future work in the scope of QCG.

2 QCG Capabilities

2.1 QCG for Parallel Applications

To support large-scale applications in multi-cluster environments many novel
mechanisms have been implemented. As presented in [9], QCG services are able
to schedule and execute parallel applications consisting of groups of processes
with different and often mutually contradictory resource requirements. For ex-
ample, functional decomposition of the application and its implementation can
result in a situation in which some processes should be run on a vector machine
(for performance reasons) while others reside on a regular computing cluster. By
defining groups of parallel processes it becomes possible to determine different
resource requirements for each group and specify whether a given group can be
split between resources or whether it should be allocated to a single resource.
To avoid performance and communication bottlenecks caused by the fact that
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local connections have lower latency and higher bandwidth than long-distance
ones (by two to four orders of magnitude), the QCG resource manager can either
schedule the application in a topology-aware manner to meet its requirements or
expose the physical topology to the application which then dynamically adapts
itself to that topology. Such topology-awareness implies that, while matching the
resource offers with requests, the scheduler has to take into account not only the
computational properties of the resources, but also their interconnections. All
these scenarios, except for the one involving self-adaptation of the application to
match the available topology, do not require any changes in application code and
are fully implementable owing to tight integration of QCG services with adapted
OpenMPI and ProActive frameworks [11]. Running large-scale simulations, both
sequential and parallel, in a multi-cluster environment requires not only launch-
ing and controlling processes on the available resources, but also some means
of enabling inter-process communication between parts of a parallel application.
Parallel processes running on different computing clusters must be able to com-
municate with one another without running afoul of the security mechanisms
protecting each cluster (such as firewalls blocking connections and NATs reduc-
ing the number of public IPs required by the cluster). To address this primary
requirement an open-source implementation of the MPI standard – OpenMPI –
as well as the Java ProActive library have been extended with several basic and
advanced connectivity techniques intended to bypass firewalls and NATs, and
integrated with QCG services [1].

2.2 QCG for Workflow Applications

As has already been mentioned, QCG supports not only large-scale parallel ap-
plications but also other kinds of popular computational experiments. QCG is
able to deal with complex applications defined as a set of tasks with precedence
relationships (workflows). The workflow model is based on direct acyclic graphs
(DAG). In this approach the end user has to specify (in advance) task prece-
dence constraints in the form of task state relationships. A very interesting and
novel feature of QCG, which distinguishes it from other middleware services
supporting workflows, is that – in addition to being associated with input or
output files – every task can be triggered by any combination of other tasks or
conditional rules. This feature is very useful in many scenarios. For instance, one
can imagine that a user would like to execute an application as soon as another
one starts running, e.g. for client-server communication. Another example could
involve redirecting the flow of computations in the event of a failure of one of
the scheduled tasks (failover mechanisms). QCG also supports popular parame-
ter sweep experiments and supports many instances of a single application, each
with a different set of arguments. For every task in the collection, the value of
one or more of the task parameters may be changed in some preordained fashion,
creating a parameters space. This is also a very useful feature, providing the end
user with an easy way to browse the parameters space in search for a specific set
of parameters that meet the defined criterion. Parameter sweep tasks can be a
part of a larger experiment, e.g. a workflow, and all parent-child dependencies are
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automatically converted by the system to take the whole collection of generated
tasks into consideration. What distinguishes QCG from other middleware pack-
ages dealing with parameter sweep tasks, is its support for multi-dimensional
parameter spaces, in which many variables can be regulated to construct the
aforementioned space of parameters.

2.3 Advance Reservation and Co-allocation in QCG

The next feature distinguishing QCG from other e-Infrastructures offering access
to PL-Grid resources like gLite and UNICORE is support for scenarios which call
for a specific level of quality of service. As the only such infrastructure, QCG sup-
ports advance reservation of computational resources to guarantee the requested
execution parameters. Advance reservation is used internally by QCG services
in the case of cross-cluster execution but is also provided directly to end users.
The reservation mechanism is applied in the scheduling process to co-allocate re-
sources and then to synchronize execution of application parts in a multi-cluster
environment. Cross-cluster scheduling and co-allocation of resources are tightly
connected with support for groups of processes and communication topologies.
When co-allocating resources and assigning tasks to specific resources, QCG
may also consider user requirements regarding task execution time. Upon sub-
mitting a task to the system the user may specify resource requirements as well
as the requested quality of service, including task duration and – optionally –
the period when the task should be executed. QCG supports both the strict and
best-effort approaches to resource reservation. In the former approach resources
are reserved only if it is possible to fully meet user requirements (also known
as the “all or nothing” approach), whereas in the the latter case the system re-
serves as much resources as possible and there is no guarantee that all requested
resources (cores) will be reserved [13].

Recently, the QCG infrastructure has been extended to support new types
of parallel applications based on the MPI/OpenMP hybrid programming ap-
proach. The user may request the application to execute on a given number of
computational nodes with a predefined number of slots (cores) on each. In this
solution, for each node participating in the computations, the user can specify
the number of MPI processes that should be started.

The functional comparison of QCG middleware with gLite and UNICORE is
presented in Table 1.

Table 1. Functional comparison of three grid middleware solutions: QCG, gLite and
UNICORE.

Middleware Single jobs Workflows MPI jobs Cross-
cluster
MPI jobs

Interactive
jobs

Parametric
jobs

gLite Yes Yes Yes No Yes Yes
UNICORE Yes Yes Yes No No Yes
QCG Yes Yes Yes Yes No Yes
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3 QosCosGrid Architecture

Though QCG middleware generally follows a multi-layered design approach, two
main levels can be distinguished: grid domain and administrative domain. Ser-
vices belonging to the grid domain provide a high-level interface to the grid or
cloud environments (e.g. GridSpace [7], Nano-Science Gateway [8]) and control
and schedule the execution of applications which are distributed over indepen-
dent administrative domains. In turn, the administrative domain represents a
single resource provider (e.g. HPC or data center) which contributes computa-
tional resources (e.g. clusters) to a particular grid or cloud infrastructure. Note
that logical separation of administrative domains is intentional and corresponds
to the fact that resources (and also users) may come from different institutions
or resource owners. It is fully natural that each institution may need to preserve
a certain level of independence and enforce its own resource allocation/sharing
policies.

The general architecture of QCG is presented in Fig. 1. The critical service on
the grid level is QCG-Broker; a meta-scheduling framework controlling execution
of applications via services located in the administrative domains. On this level
the QCG-Computing component (tightly connected with QCG-Broker) provides
remote access to underlying queuing systems. Among others, QCG-Computing
supports execution of jobs in several parallel execution environments, namely
OpenMPI, ProActive and MUSCLE. Additionally, it exposes an interface for
creation and management of advance reservations. Another relevant service in

Fig. 1. General QCG middleware architecture
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the administrative domain is called QCG-Notification: its task is to implement
a notification mechanism. The QCG middleware structure is complemented by
coordinator services controlling cross-cluster execution, as well as data movement
services managing input and output data for applications.

3.1 QCG-Broker

The QCG-Broker1 is an open-source metascheduling system which allows
developers to build and deploy resource management systems for large-scale
distributed computing infrastructures. Based on dynamic resource selection,
mapping and advanced scheduling methodology combined with feedback con-
trol mechanisms, QCG-Broker deals efficiently with various metascheduling chal-
lenges, e.g. co-allocation, load balancing among clusters, remote job control, file
staging support and job migration, as has been demonstrated in [10]. The main
goal of QCG-Broker is to manage the whole process of remote job submission
to administrative domains controlled by domain-level QCG components, and
then to underlying clusters and computational resources. It has been designed
as an independent core component for resource management processes which can
take full advantage of various low-level core and grid services and existing tech-
nologies, such as QCG-Computing and QCG-Notification or GridFTP, as well
as various grid middleware components, e.g. Grid Authorization Service, Data
Management Service and others. All these services work together to provide a
consistent, adaptive and robust grid middleware layer which fits dynamically to
many different distributed computing infrastructures, enabling large scale simu-
lations and providing the requested Quality of Service. One of the main assump-
tions for QCG-Broker is to perform remote jobs control and management in a
way which satisfies users (Job Owners) and their applications while respecting
the constraints and policies imposed by other stakeholders, i.e. resource own-
ers and grid or Virtual Organization administrators. Simultaneously, Resource
Administrators (Resource Owners) have full control over resources on which all
jobs and operations are performed, through appropriate setup and installation of
QCG components. Note that QCG-Broker, together with administrative-domain
level QCG components, reduces the operational and integration costs for Admin-
istrators by enabling grid deployment across previously incompatible cluster and
resources. The heart of QCG-Broker is its metascheduling framework, respon-
sible for scheduling tasks in the controlled environment. QCG-Broker has been
successfully integrated with the scheduling framework designed, implemented
and used in the Grid Scheduling SIMulator [12], enabling grid administrators to
modify scheduling policies in an easy and flexible way, using different scheduling
plugins. All experiments controlled by QCG-Broker (including workflows, large-
scale parallel applications with groups of processes and topology requirements,
parameter sweep tasks and simple jobs) can be easily expressed in a formal way
using the XML-based job definition language called Job Profile.

1 http://www.qoscosgrid.org/trac/qcg-broker

http://www.qoscosgrid.org/trac/qcg-broker
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3.2 QCG-Computing

The key component in the QCG administrative domain is the QCG-Computing
service. Technically, QCG-Computing2 is an open implementation of SOAP Web
services for multiuser access and policy-based job control routines by various
queuing and batch systems managing local computational resources. To com-
municate with underlying queuing systems, the service uses the Distributed Re-
source Management Application API (DRMAA) [20]. It has been successfully
tested with many products and supports a variety of well-known queuing sys-
tems, including:

– Grid Engine,
– Platform LSF,
– Torque/Maui,
– PBS Pro,
– Condor,
– Apple XGrid,
– SLURM,
– LoadLeveler.

The QCG-Computing service is compliant with the OGF HPC Basic Profile
specification [22], which serves as a profile over other Open Grid Forum standards
like JSDL and OGSA Basic Execution Service. Moreover, it offers innovative
remote interfaces for advance reservation management and supports basic file
transfer mechanisms.

QCG-Computing has been designed to support a variety of plugins and mod-
ules for external communication as well as to handle a large number of concurrent
requests from external clients and services. Consequently, it can be used and in-
tegrated with various authentication, authorization and accounting services. An
example of integration with other PL-Grid services is described in Section 3.5.

3.3 QCG-Notification

QCG-Notification3 is another service belonging to the administrative domain.
Its main function in QCG is brokering asynchronous notifications concerning job
state changes between the QCG-Computing and QCG-Broker services. Never-
theless, depending on demands, QCG-Notification may be variously configured
and adapted to specific requirements. In general, QCG-Notification is based
on the OASIS standards for Web Service notifications – WS-BaseNotification,
WS-BrokeredNotification and WS-Topics [23], and provides an adjustable and
efficient interface for message exchange between interested parties. Thanks to
QCG-Notification, components which produce notifications may be logically sep-
arated from components interested in receiving those notifications, as presented
in Fig. 2. Therefore, since some features required for communication between

2 http://www.qoscosgrid.org/trac/qcg-computing
3 http://www.qoscosgrid.org/trac/qcg-notification

http://www.qoscosgrid.org/trac/qcg-computing
http://www.qoscosgrid.org/trac/qcg-notification
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Fig. 2. Brokered notification scenario supported by QCG-Notification

specific components are delegated to an external entity, the overall performance
of the system may significantly increase. Such a situation is also common in QCG.
QCG-Notification implements many patterns defined in the WS-Notification
specification and provides some extensions to the standard. Performed tests
and comparisons with other well-known WS-Notification implementations have
shown that QCG-Notification offers a rich feature set while remaining highly
efficient. QCG-Notification is characterized by the following list of features:

– support for HTTP/HTTPS and XMPP transport protocols,
– subscription and publishers’ registration handling,
– advanced two-level notification filtering based on hierarchical topic names-

paces and notification message contents (XPath-based filters),
– pull and push styles of distributing notification messages with fault tolerance

mechanisms,
– good performance owing to carefully selected data structures and internal

algorithms,
– plenty of configuration and customization options, available through a bun-

dled management interface,
– extensible architecture (pluggable modules for transport, authentication and

authorization protocols).

3.4 Cross-Cluster Communication

QCG support for parallel cross-cluster execution consists of the three environ-
ments, namely QCG-OMPI [1], QCG-ProActive and MUSCLE, each targeting a
different groups of application developers. The first environment, QCG-OMPI4,

4 http://www.qoscosgrid.org/trac/qcg-openmpi

http://www.qoscosgrid.org/trac/qcg-openmpi
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is based on OpenMPI and preserves all standard properties of this library. There-
fore it aims at C/C++ and FORTRAN code. QCG-ProActive, in turn, is an
extended version of the ProActive Java library which may be easily used in new
or existing parallel Java applications. The final environment, MUSCLE (still
under development in the MAPPER [26] project), simplifies the development of
multiscale computation scenarios.

Since the standard deployment methodologies used in OpenMPI or
ProActive are limited to single-cluster runs, in order to support cross-cluster exe-
cution and spawning of parallel application processes on co-allocated
computational resources, QCG (besides minor extensions to the OpenMPI and
ProActive libraries) provides special services called coordinators. Coordinators
are implemented as Web Services and should be accessible from all participating
administrative domains. Depending on particular scenarios, coordinators may be
configured in various ways. In general, two situations which influence deployment
of QCG middleware can be distinguished:

1. All computing clusters have public IP addresses,
2. At least one computing cluster has private IP addresses.

In the former case, port range techniques can be applied to enable communi-
cation between processes executing in separate clusters. It is a simple approach
founded upon the idea of using a predefined range of unprivileged ports. If, how-
ever, some clusters use private set(s) of IP addresses, a different solution is nec-
essary. We have decided to take advantage of proxy mechanisms, where SOCKS
services are deployed on frontend machines to route incoming traffic to the MPI
and ProActive processes running inside clusters with private IP addresses.

3.5 Integration with PL-Grid Infrastructure

Almost every e-Infrastructure enforces its own authentication, authorization and
accounting (called AAA for short) through a set of custom policies. Those polices
are usually governed by a separate unit called the Operations Center. Therefore,
any new middleware stack wishing to become a part of such an infrastructure
must integrate itself with the existing AAA ecosystem.

The PL-Grid infrastructure offers two authentication mechanisms: password-
based and X.509 certificate-based. The former is usually used while logging into
the PL-Grid Portal, gLite UI machines and batch job submission hosts. The lat-
ter is required while contacting grid services. In PL-Grid every QCG-Computing
instance is configured to accept RFC3820 [21] compliant proxy certificates.

The QCG-Computing services in PL-Grid are configured to use the plain grid-
mapfile. This means that, much like UNICORE and contrary to gLite, QCG uses
static accounts. The grid-mapfile is generated automatically based on informa-
tion available in a local LDAP (Lightweight Directory Access Protocol) replica.
Hence, each PL-Grid user who applies for QCG services and is cleared by lo-
cal administrators, may be automatically added to this file. Moreover, system
administrators are able to define their own lists of locally denied/accepted users.
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In the PL-Grid project a completely new system called BAT5, used for col-
lecting accounting information, has been developed. The system consists of one
central service (called BAT broker), which gathers resource usage records pro-
duced by clients (called BAT agents) deployed in every organizational unit. There
exist two classes of BAT agents: local and grid. The former rely on information
available in the batch system’s (Torque and PBS Professional in PL-Grid) log
files such as the job’s wall-clock time, local id, etc., while the latter augment
such information with high-level data – e.g. the user’s certificate, distinguished
name or grid job id. In PL-Grid a new BAT agent has been developed for QCG-
Computing, alongside gLite and UNICORE agents. This agent periodically reads
job data from the QCG-Computing accounting database and sends it over a se-
cure channel to the BAT broker.

The QCG-Computing service also acts as a lightweight information service,
providing (via a Web Service interface) information about PL-Grid users, groups
and grants in a particular organizational unit. The consumer of this information
is the QCG-Broker service, which later exploits it for scheduling purposes.

In addition, as every production infrastructure has to be monitored constantly,
a set of Nagios6 probes was provided for the QCG-Computing, QCG-Notification
and QCG-Broker services.

The final requirement of the Operations Center was to provide binary RPM
(Red Hat Package Manager) packages compatible with the Scientific Linux op-
erating system.

4 Quantum Chemistry Application Using QCG

4.1 Motivation

This section presents the main assumptions and challenges for computationally
demanding simulations for quantum chemistry, in particular an actual scientific
application called NEL, representing numerical algorithms related to large-scale
quantum-chemical calculations. The legacy quantum chemistry application dis-
cussed in [4], originally implemented in Fortran, has been redesigned and op-
timized to take full advantage of QCG. The optimization was performed in
cooperation with the author of the original version, as part of the user support
activity in the PL-Grid project.

The electronic structure of atoms and molecules is determined on the basis
of the Schrödinger equation. However, in the case of many-electron systems this
equation is not solvable and approximation schemes have to be employed. More-
over, the solving is often performed numerically with the use of advanced com-
putations. Orbital methods, which posit that each electron moves in the average
field of the other electrons, are quite ubiquitous but, in spite of their being gen-
erally successful, they are not applicable to a wide variety of quantum-chemical
problems in which high precision of physical outcome is expected. Numerous

5 https://gforge.cyfronet.pl/projects/bat-plgrid/
6 http://www.nagios.org/

https://gforge.cyfronet.pl/projects/bat-plgrid/
http://www.nagios.org/
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variational methods of solving the Schrödinger equation with high precision
have been developed – for instance basing on the explicitly correlated Gaussian
(ECG) functions, exploiting the growing computational power of state-of-the-art
supercomputers and clusters. This is mostly associated with the ECG method’s
potential that might be used in the case of atoms with more than three electrons
and many-electron, multicenter molecules [2,5].

There have also been variational attempts to solve the Schrödinger equation

H Ψ = E Ψ , (1)

in which Ψ constitutes the wave function reflecting a particular state of a molecule
or an atom and H is the clamped nuclei Hamiltonian, describing all the Coulomb
interactions between electrons and nuclei as well as the electrons’ kinetic ener-
gies. E stands for the electronic energy of the system. Both the energy and wave
function are sought when trying to solve this equation for a given Hamiltonian.
The following equation reflects the so-called trial wave function. This function
will be represented as a K-term linear combination of N -electron ECG basis
functions φi

Ψ =

K∑
i=1

ci φi , (2)

in which

φi = AN

{
P
[
exp

(
−

N−1∑
p=1

N∑
q=p+1

Aipq (rp − sip) (rq − siq)

)]
Θ

}
. (3)

Within this formula, spatial electronic coordinates are marked as rk, antisym-
metrizer (working on space and spin coordinates) as AN , the spatial symmetry
projector as P , and Θ is the N -electron spin function.

Identical particles are indistinguishable from the point of view of their physi-
cal properties and the antisymmetry projector AN is responsible for taking this
feature into account. When electron coordinates are considered and the calcu-
lations performed on them, it returns a sum of N ! terms differing by electron
coordinate permutations. All the elements of the Hamiltonian matrix are affected
by the N ! explosion, which is one of the factors limiting the size of examined
systems to a few electrons. The total number of nonlinear parameters, collected
in Ai and si which are variables of the optimization process, depends on the size
of atoms or molecules (assessed by the number of electrons N and nuclei) and
the expansion (2). In the most advanced/complex cases, there are over 100 000
non-linear parameters which have impact on the wave function (and energy).
In such cases determining the energy minimum becomes a very computationally
demanding task. A solution of the Schrödinger equation presented in the matrix
form of the general symmetric eigenvalue problem (GSEP) offers the optimal
vector of the linear parameters ci and the corresponding approximation ε for the
exact electronic energy
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H c = εS c . (4)

The Hamiltonian H and the overlap S matrices are composed of elements defined
using 4N -dimensional integrals over all coordinates dV1 . . . dVN of the electrons
[3,18,5]

Hij =

∫
φiHφj dV1 . . . dVN , (5)

Sij =

∫
φiφj dV1 . . . dVN . (6)

Although the proposed method is general and can theoretically be applied to
any N -electron atomic or molecular system, these calculations are commonly
employed for systems containing no more than four electrons in order to preserve
the accuracy level [5,6,17]. An extension of the applicability of the ECG method
to larger systems is the challenge we face. QCG opens up yet another possibility
of reaching this goal.

The ECG wave functions within the above mentioned conditions are accu-
rate; however, any additional electron appearing in the system would require
reassessment of the algorithms. When the number of electrons in a system is
increased to five, accurate calculations call for ∼ 103 − 104 φi functions. More-
over, the energy has to be minimized by the variational parameters within a
multidimensional space. Arriving at a near-exact estimate of energy E would
imply evaluations of the energy ε conducted 106 − 107 times. On the grounds
of the aforementioned theory, computations within a hybrid parallel computing
model which involve the Message Passing Interface (MPI) are carried out so as
to facilitate communication of processes over the network, along with a shared
memory model (OpenMP) on local nodes.

4.2 Application Requirements

The scalar part of the program is responsible for the matrix elements of Hamil-
tonian H, Eq. (5), and the overlap matrix S, Eq. (6), whereas the vector part
is composed of GSEP solutions, Eq. (4), and they are both deemed the most
demanding parts with respect to computations. Cholesky decomposition of the
matrix H−εt S with a trial value εt (close to the desired energy ε) lays the foun-
dations for the aforementioned demanding parts of the algorithm. As the next
step on the way to optimizing the energy εt, an inverse iteration procedure is
implemented [16]. In this computation a triangular system of equations is solved
in each iteration and, consequently, the energy converges to ε following a few
iterations. Optimization of the very large number of non-linear variational pa-
rameters Ai and si is yet another vital part of the algorithm. It is recommended
to apply the iterative optimization procedure from i = 1 to i = K tuning (in
the i-th step) the parameters of a single-basis function φi. Therefore, during the
optimization process and within the Powell’s conjugate directions method [15],
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variational parameters reflecting the objective energy function undergo changes
and if these changes do not improve the energy, the algorithm is stopped.

The optimization shot is another important concept which should be men-
tioned here. It involves a single execution of the above mentioned parts that is
scalar- and vector-based, returning a single value of the energy ε. The number
of shots required to achieve convergence approaches 100 times the number of
nonlinear parameters. For instance, in the case of a four-electron wave function
with 2400 terms and 14 nonlinear parameters per term (LiH molecule), these
tasks have to be performed more than 106 times:

– scalar part – evaluation of the matrix elements Hij , Sij , with thousands of
floating-point operations per each element,

– vector part – solution of the GSEP for matrices with K = 2400 rows and
columns.

The whole application works as follows. First, the multithreaded master MPI
process reads all input parameters. Subsequently, it forwards tasks to other MPI
processes. Once data is received, an MPI process calculates H and S elements.
Different matrix parts are computed by different processes. Having completed
all the tasks, the initial energy is calculated by the master process with the use
of the GSEP algorithm. The GotoBLAS2 library is employed in this part of the
application.

The nonlinear optimization process for subsequent rows of the H and S can
commence once the initial energy is known. Dozens of optimization shots are
carried out, on average, for a single basis function. These shots are computations
of the elements of a single row in the GSEP algorithm. All worker processes are
responsible for calculating row elements while the master process manages the
GSEP algorithm with the use of parallel threads.

A recent version of the presented application was successfully and efficiently
executed in a multi-cluster environment managed by QCG services using geo-
graphically distributed resources in Poznań and Kraków. In both cases resources
used in this experiment belonged to the production PL-Grid infrastructure and
the main motivation to use co-allocated resources was to shorten the time which
the task (requiring hundreds of computational cores) spends in the queue until it
obtains the requested resources. We have observed that, especially in the case of
the application implementing a master/slave paradigm with no intensive commu-
nication between processes, the performance overhead stemming from network
delays incurred by the geographical distribution of participating computations is
more than compensated for by the shorter queuing time. The requested number
of cores (256) was co-allocated by the QCG-Broker on Reef and Zeus clusters
respectively in Poznań and Kraków and parts of the application were started
in a synchronous way by local QCG-Computing services. The main comput-
ing and communications steps in the hybrid parallel NEL application, with its
decomposition between two clusters, are shown in Fig. 3.
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Fig. 3. Main computing and communications steps of the NEL application with its
decomposition between two clusters

5 Deployment Status

The QCG middleware was successfully deployed in several production
HPC environments belonging to the PL-Grid infrastructure (e.g. Poznań
Supercomputing and Networking Center – PSNC, Academic Computer Cen-
tre Cyfronet AGH, TASK). Moreover, there are ongoing deployment activities
at the Leibniz-Rechenzentrum – LRZ, University College London – UCL, Na-
tional Institute for Research in Computer Science and Control – INRIA, and the
Dortmund University.

6 Future Work

National and international grid e-Infrastructures provide resources comparable
to the largest existing large-scale parallel computing environments. However,
current grids typically do not address sophisticated scenarios which require spe-
cific Quality of Service guarantees to support simultaneous management of many
kinds of resources, storage and networks. Existing grid middleware solutions, in-
cluding the popular gLite [14] and UNICORE [19] systems, do not satisfy all
demands of modern scientific simulations and computing models. One of the
shortcomings of these systems is poor support for advance reservation, which
makes it difficult (or indeed impossible) to run jobs on co-allocated resources.
Basing on the outcome of earlier European projects (e.g. GridLab [25], BREIN
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[24], QosCosGrid [28]) we propose QCG as an alternative grid middleware plat-
form. QCG services support the latest open standards, including OGF HPC
Basic Profile, JSDL, OGSA BES and WS-Notification, thereby providing a flex-
ible, interoperable interface upon which to run, execute and monitor complex
jobs as well as create advance reservations and co-allocations. To the best of
our knowledge, QCG currently provides the most efficient and powerful multi-
user access to job management and co-scheduling features, compared to other
existing grid middleware services.

In order to meet the emerging end-user requirements, QCG will be integrated
with various new services and application tools for distributed multiscale com-
puting in the scope of the MAPPER project [26]. QCG middleware will also
be evaluated by partners involved in other National Grid Infrastructures and
PRACE partners [27].
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Abstract. This chapter provides a brief overview of the UNICORE grid
middleware and its utilization in the large Distributed Computing In-
frastructure. UNICORE framework, in its recent version implements key
grid standards and specifications. The system architecture and capabili-
ties, such as security, workflow and data management are described. The
installation of the UNICORE environment in the PL-Grid is presented.
Special attention is given to the integration of the UNICORE middleware
with the PL-Grid authentication and authorization framework which al-
lows for uniform infrastructure and user management across different
middlewares. The solutions for monitoring and accounting of the UNI-
CORE infrastructure is presented.

Keywords: UNICORE, Grid, PL-Grid.

1 Introduction, Motivation, Problem Statement

The main aim of the PL-Grid project is to build a sustainable grid infrastruc-
ture for the scientific community in Poland [1]. From its beginning the project
considered utilization of the most popular and successful grid middlewares such
as gLite and UNICORE. Both solutions provide basic necessary functionalities
with different approaches to particular problems. Since the UNICORE middle-
ware has been used in the creation of the distributed computing infrastructures
connecting European supercomputer centers [2,3], we have decided to use simi-
lar approach in PL-Grid which gathers resources from the Polish supercomputer
centers. In this chapter we provide a brief overview of the UNICORE grid middle-
ware and its utilization in the large Distributed Computing Infrastructure. Then
we describe the UNICORE infrastructure implemented in the PL-Grid project.
Specific solutions motivated and developed within the project are also described.
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Special attention is given to integration of the UNICORE middleware with the
PL-Grid authentication and authorization framework which allows for uniform
infrastructure and user management across different middlewares. The solutions
for monitoring and accounting of the UNICORE infrastructure integrated with
the PL-Grid framework are presented.

The main motivation of this work was to set up a production quality grid
compatible with the existing European grid infrastructures, in particular DEISA.
Therefore the UNICORE middleware has been chosen as a basis. The described
solution has been developed to be compatible with the other parts of the PL-
Grid infrastructure which was achieved by a proper set up and configuration of
the UNICORE services.

The scope of this paper is to present an overall picture of the UNICORE
installation in the PL-Grid project. The details of the middleware and particular
components such as monitoring and accounting subsystems have been published
elsewhere.

2 State of the Art

UNICORE 6 has been proven to be the middleware used to grant access to
the distributed computational resources in a seamless way [4], which makes it
attractive to build a national grid infrastructure. The UNICORE 6 middleware
builds upon a number of concepts, such as Service Oriented Architecture (SOA)
and messaging [5,6]. As defined by the OASIS SOA Reference Model [7], SOA
is a “paradigm for organizing and utilizing distributed capabilities that may be
under the control of different ownership domains”. In effect, the capabilities of a
distributed system are organized into well-defined chunks of functionality, called
“services”. Other parts of the system may then interact with the services to
exploit their capabilities. To this end, both service and service consumer must
agree on the service interface, the service semantics, and the real world effects
of a service invocation. To promote loose coupling and reusability of services,
consumers rarely bind to services directly, but usually engage in a process of
dynamic discovery to ‘discover’ required services.

The web services technology enables building of document oriented distri-
buted systems. In addition, web services cater to interoperability, an element
that is of crucial importance for realizing SOA. Because web services use XML
as their basic message exchange format, services and service consumers don’t
need to share the same implementation platform. The Web Services Resource
Framework (WSRF) [8] is an application of web service technology to realize
access and management of stateful resources. In grid computing, with its strong
focus on heterogeneous resources that have to interoperate, web services have
emerged as a key technology on which current grid middleware is built.

UNICORE, in its latest version 6, is compliant with the Open Grid Services
Architecture [9] and uses standards such as WSRF 1.2 [10] and job submission
definition language JSDL 1.0 [11]. The system is layered into three tiers: the client
tier, the Gateway tier and the WSRF service container tier. Communication
between these three tiers is carried out through the use of web services.
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The Client tier consists of a number of diverse clients, varying in design and
capabilities. The command line client can be used to submit simple script jobs or
workflows described in the XML document according to the JSDL standard. The
most advanced functionality, which includes workflow editing, is available with
a dedicated client developed using Eclipse Rich Client Platform [12]. The web
client for job or workflow submission has been developed using the UNICORE
Basic Client libraries. The same tools are used to introduce grid capabilities to
existing graphical applications. The Gateway authenticates messages and for-
wards them to the services. This mechanism provides a “web services firewall”
and is used to protect several servers.

The services tier consists of a web services resource framework (WSRF) con-
tainer hosting a set of basic grid services (atomic services), and additional ser-
vices such as a registry. To access any service instance, clients need the Web
Services Addressing End Point Reference (EPR) of that service instance. Via
the Execution Management and Target System Interface (TSI) components, the
services have access to physical resources such as batch systems or disks.

UNICORE 6 provides a generic web services hosting environment. Services can
be deployed into this environment, in order to benefit from its general features:
persistence, security infrastructure, and so on. Since all services are hosted in
the same environment, a common web service level security infrastructure is
achieved.

The basic grid services are often called “atomic” as they provide small, ele-
mentary services that may be composed into higher-level services. UNICORE 6
provides such basic services, most importantly job execution and file access. All
services are WSRF services, so they provide a set of properties (WSRF resource
properties), and the usual WSRF lifecycle and lifetime methods. Functions such
as “job execution”, “file management”, “file transfer” and “service registry” are
covered by these services. Abstraction and virtualization are used to hide target
system specifics such as paths to binaries or storage mount points. In a typical
system, many instances of most of these services run simultaneously.

The current UNICORE 6 security infrastructure [13] offers detailed access
control, centralized user and role management and basic transport level security.
UNICORE 6 provides basic communication security using secure socket layer
and transport layer security (SSL and TLS). Users and server components are
identified using a X.509 certificate issued by a trusted certification authority.

Requests are authorized using UNICORE authorization service (XUUDB) and
a set of eXtensible Access Control Markup Language (XACML) policies, which
issue the final decision whether the request is allowed to pass. Authorization poli-
cies can contain one or more rules and the XACML standard defines how rules
are combined, and how policies can be composed of multiple subpolicies. Ex-
ample rules expressed in natural language allow access to individual services for
users with the “admin” role, allow querying the registry by everybody, deny ac-
cess to job management instances to non-owners, or deny access to all users with
a specific domain name in their email address. The policies for users and groups
of users are stored in the UNICORE Virtual Organizations Server (UVOS) [14],
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which provides other services with the authorization and authentication data.
As a result, flexible and powerful user management is obtained. Connections
between components are protected using an SSL authenticated client. Client au-
thentication means that both parties identify themselves using their certificates,
and one party must trust the other party’s certificate. For the communication
between the Client layer and the Gateway, SSL is mandatory, whereas deployed
services may communicate with the Gateway and the XUUDB using either SSL
or unencrypted HTTP.

Workflow processing is at the core of the UNICORE 6 system [15]. The Work-
flow System is subdivided into two layers of abstraction: the Workflow Engine
and Service Orchestration. The Workflow Engine processes the workflow on a
logical level, whereas the Service Orchestrator deals with the actual execution
and supervision of tasks using different services and resources on the Grid. Thus,
the workflow processing logic is cleanly separated from the re-occurring invoca-
tions of lower level grid services.

In order to handle different domain specific workflow languages, the workflow
engine translates incoming workflow descriptions into a generic workflow lan-
guage using pluggable Domain Specific Logic (DSL) modules. The translation
can be a complex process. For example, it may involve splitting of single activi-
ties into sets of activities that can be executed in parallel within the translated
workflow. Splitting and distribution of computational effort is one of the core
features of the system. Each activity of the translated workflow results in an
atomic unit of work for the Grid, a so-called Work Assignment (WA). Work As-
signments (WAs) are abstract, in the sense that they are not bound to specific
service endpoints on the Grid. They are individually submitted to the Service
Orchestrator for execution. Due to dependencies and conditions in the translated
workflow, WAs cannot be executed in arbitrary order. For instance, one WA may
depend on the output data of another WA. The Workflow Engine keeps track of
such dependencies and does not submit WAs with unmet conditions. The Ser-
vice Orchestrator transforms each incoming WA into a job, given in JSDL. It
exchanges the logical names of input files for addresses of physical file locations,
submits the job to a computing resource, supervises job execution and informs
the workflow engine of job completion/failure.

3 Description of the Solution

Described above UNICORE 6 framework has been successfully implemented
within the PL-Grid project giving access to the distributed computational in-
frastructure.

As presented above, the UNICORE system consists of a number of services
which can be grouped as global, execution, workflow and data management ser-
vices. Global services provide general information about the resources (registry)
and authentication (UVOS). Workflow services are used to process and manage
workflows submitted by users. Workflow and execution services require a wide
variety of services in order to provide functional grid environment. Authorization
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services are web-service based and share common design patterns however they
do not involve WSRF patterns. Execution services are responsible for the job ex-
ecution process and have to be installed at target systems. All presented services
must exist and be installed in order to build production quality infrastructure
with the functionalities required by users.

The UNICORE PL-Grid infrastructure consists of a number of individual
sites which are described by the list of provided hardware, services and installed
applications. In PL-Grid most of the UNICORE services are installed at the main
site located at ICM. The execution services are installed at the ICM as well as
at other sites providing resources. The UVOS service is populated with the user
data received from the PL-Grid LDAP repository which contains information
about users, their priviledges and certificates. This data is synchronized with
the UVOS and is used to authorize and authenticate users.

The UNICORE infrastructure consists of three installations dedicated to the
different purposes and users communities. Because of that, the installations differ
in scale and configuration. Namely we have the production infrastructure, which
provides users with the resources in the computer centers. Then we have the test
infrastructure, whose services (except UVOS) are independent of other infras-
tructures allowing for testing new versions of UNICORE, as well as solutions
developed in the PL-Grid project. Finally there are training facilities intended
for trainings (including remote ones), and allowing for the execution of short
calculations on a specially prepared system. The training infrastructure includes
all UNICORE services and is separated from the two other infrastructures.

3.1 UNICORE Production Infrastructure

Components of the production infrastructure can be separated into two sets de-
pending on their role. The first set contains the central services which include
components common to all facilities and services deployed on the distributed
infrastructure. The second set is composed of the target system services which
run independently on the computational systems distributed among the compu-
tational centers. These services are run by the centers which provide resources
to PL-Grid. A typical configuration of the UNICORE services is presented in
the Fig. 1.

The central services have been installed and run at ICM, while target sys-
tem services have to be installed at each system connected to the UNICORE
grid. Such configuration allows for fast connection of the additional resources
even if the site administrators are not experienced with the UNICORE middle-
ware. At the same time services crucial for the installation are controlled by the
experienced team at ICM.

UNICORE Central Services. Central services are used by all the components
of the UNICORE infrastructure and therefore they are accessed by all users and
services installed on target systems. They store access addresses of the target
systems, steer job submission process and maintain information associated with
users. The central services include:
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Fig. 1. Architecture of the UNICORE grid. Breakdown of components for the cen-
tral services and the target system is marked. Communication flow is presented in a
schematic way which does not describe details of the message exchange between the
services.

– Registry,
– UVOS,
– Workflow Engine,
– Service Orchestrator.

The common register, amongst other functionalities, allows users to access all
facilities through one address. UNICORE Clients and other middleware com-
ponent services contact global registry to obtain detailed information on the
available services and servers. This information is provided automatically while
the registry location is known. Such solution is very convenient for the users
as they have to be aware only of URL pointing to the registry. Such solution
significantly simplifies access to the distributed resources.

Another important central service is UVOS, since it plays a crucial role in
the authentication and authorization of the users. It is actively used by the
target systems installed in all centers. For each computational center there were
established separate groups in the PL-Grid virtual organization hierarchy. They
allow for independent of the center determination of members belonging to the
group and modification of all attributes within that group. In order to reduce
the number of connections to the target system it is possible to configure a
temporary cache that allows to speed up operations on the target system, and
eliminates a possibility of calling multiple identical queries within a short period
of time. This process is especially helpful where trust delegation is used and
several connections to UVOS are performed in the short time.
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The Workflow Engine and Service Orchestrator are necessary for the process-
ing of the workflow jobs executed with the UNICORE system. The services use
knowledge about the systems, getting the target system information from the
global registry. Therefore, the use of workflows does not require any additional
steps beyond the publication of the address in the central registry of services.

UNICORE Target System. The target system infrastructure provides ac-
cess to the computational and storage resources available at the computational
centers. This functionality is achieved through configuration and maintenance
of the following services:

– UNICORE Gateway,
– UNICORE/X,
– TSI.

The first component provides secure access on the basis of certificate acceptance,
in this case the certificate must be issued for the PL-Grid project by a dedicated
Certification Authority. UNICORE/X is responsible for the services that allow
access to the resources. Here we define which queues in the queue system are
made available to users of the UNICORE infrastructure and which applications
they can use. In addition, this component implements the communication with
the TSI, which mediates with the queue system on the target system.

It should be noted that above services actively communicate with two central
services available at ICM: the global registry and UVOS. Services store address
of their instance in the global registry, which allows users to detect available
resources and use them in the user generated workflows. UVOS provides au-
thentication and authorization information to other services. It is configured in
a way where each services provider (computational center) can block access for
a particular user. It also allows for independent determination of additional at-
tributes specific to the access to the resources, for example name of the queue
which is accessible only to certain users.

The configuration of the global services and their maintenance is more com-
plicated than target system services, therefore we have decided to minimize the
number of instances. For the relatively small number of institutions providing
resources in PL-Grid and therefore small number of target systems the central
services are basically run in a single instance at ICM.

Reliability. In all grid systems the reliability of services is an extremely im-
portant point. In the case of UNICORE middleware the reliability is achieved
based on the principle of redundancy of services. Currently supported solution
enables application failover scenario. This involves setting up two copies of the
same services, one of them is run as main and the second as a backup. In the
absence of contact with the main instance, all traffic is routed to a service acting
as a backup. In the case of UNICORE production infrastructure, such scenario
should be used for both central services and target systems. It is worth noting
that the main and backup central services, as well as the target system and



Access to the PL-Grid Using UNICORE 63

Fig. 2. Architecture of the UNICORE reliable central services

services, should be placed on physically separate machines to eliminate hard-
ware problems. Redundant central services are configured to use the same data
source. Furthermore, the reliability of the data source should be ensured, which
in the case of the MySQL database can be accomplished in several ways using
standard database tools and functionalities (see Fig. 2).

In order to achieve full reliability of the UNICORE grid, redundancy is also
required at the target system. In the case of UNICORE/X, the most important
thing is to define a common data source, e.g. MySQL database used by differ-
ent instances. The reliability is then achieved by the redundancy of the data
source, once more using standard mechanisms offered by the database engine
(MySQL). One should notice that TSI does not require any additional config-
uration. Backup TSI instance works together with the UNICORE/X backup
service. In order to achieve good performance TSI has to be configured to work
with the queue system on the execution node. The architecture of the system is
presented in Fig. 3.

The last component to which attention should be given is Gateway. Gateway
is a stateless component that does not need additional source data. This allows
solution at the network level. On both machines (master and backup) it should
have the same configuration.

3.2 Training Facilities

In addition to the production infrastructure, it is very important to run in-
frastructure for both organized and remote trainings. The PL-Grid training
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Fig. 3. Architecture of the UNICORE reliable target system

infrastructure was designed to allow temporary access for users not yet regis-
tered as PL-Grid users. The only requirement is to create an account in the
PL-Grid portal. The training infrastructure has to emulate the production in-
frastructure, allowing users to familiarize themselves with how to carry out the
calculations without the use of full resources in the centers.

Central services of the training infrastructure are separate instances of services
used in production. The registry is independent and stores only target systems
used for the training. A separate instance of UVOS includes only users who have
access exclusively to the training infrastructure. Dedicated instances of Workflow
Engine and Service Orchestrator are also installed to enable processing of task
cascades.

For training purposes there are two target systems installed: ICM-TUTORIAL1
and ICM-TUTORIAL2. Two TSI services are configured to allow access to the
computational resources. In order to optimize resource utilization both TSI are
installed on the single system allowing users to run short jobs with the limited
resources requirements. If necessary, additional resources can be attached to the
test infrastructure. The training infrastructure has example applications installed:
BLAST [16,17], Clustal [18], R [19,20] and PovRay [21].

The current version of the training infrastructure can be used by users reg-
istered in the PL-Grid User Portal. In order to familiarize users with how to
use the UNICORE Grid system, a Certification Authority Center based on the
PnP CA [22] has been prepared.

PnP CA is extremely useful for training, since it provides web interface to
quickly approve new certificates for the users. The PnP CA server allows to
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generate certificate requests (CSR) and process them. The generated certificates
are valid for a short period covering the training period. Additionally, through
appropriate configuration of the notifications, CA automatically sends approved
certificates to users, as well as the information about new applications to the per-
sons responsible for training. This allows for partial verification of applications
from individuals not registered in the PL-Grid project.

The PL-Grid Portal also provides interface for the users to obtain self-generated
certificates issued by the PnP CA. The process itself uses an additional registration
module registering applications in the virtual organization supplied with the UVOS
server (uvos-webapp). It provides a customizable form, which defines the required
data from the user, and then allows it to send a notification to the PnP CA server
with a request to issue a certificate. Additionally, the registration determines the
UVOS group to which the new user is attached.

This solution allows to hide from the user the less intuitive parts of the cer-
tificate issuing process and facilitates placement of additional information in
UVOS, in the form of groups or attributes. These informations are necessary to
grant users with proper privileges.

3.3 Test Infrastructure

The test infrastructure is also important for the PL-Grid UNICORE installation.
It allows to test new solutions within the project as well as new developments
of the UNICORE system. For example, this infrastructure has been used to
test new UNICORE releases prepared within EMI project [23]. Access to this
infrastructure is granted by the administrator to the people who in some way
require the testing of new UNICORE system properties in conditions similar to
those in the production infrastructure. Therefore access to test infrastructure is
strictly limited to the administrators and developers.

As for the two other infrastructures, the central services, except UVOS are
completely independent installations. The test infrastructure has its own registry
and task components, transforming the workflow. Their configuration allows to
test services before they are deployed in the production system.

The only difference is the use of the UVOS server. In this case the production
instance of UVOS is used. For the purposes of the test infrastructure a separate
group has been created in the PL-Grid virtual organization. Thus, the attributes
and information about the users of the test infrastructure are kept in a separate
branch.

It is also important to specify the use of the separate gateway which enables
admission to the infrastructure for the UNICORE system developers and non-
users of PL-Grid infrastructure.

The target system of the test infrastructure has to emulate the behavior of
the target system in the production manufacture. For this purpose there are two
virtual machines configured as computing nodes and two virtual machines for the
UNICORE/X servers (main and backup installation). The test infrastructure has
to ensure usage of the two compute nodes, which allows to simulate tasks using
distributed communication between computing nodes. We have used separate



66 K. Benedyczak et al.

hardware for both instances to check the reliability of the configuration based on
the failover scenario. As in the production infrastructure for each UNICORE/X
service there is a separate TSI server running on the same machine. In order
to simulate the same behavior as in the production infrastructure, the target
system uses the same queue system with the same service planning. For the
ICM it is Torque server with the Maui scheduler.

Architecture of the test system is designed in the same way as the production
infrastructure. Therefore, there is nothing preventing the centers from testing
their solutions based on shared (test) central services. The only difference is a
requirement to publish information on the target system in the test registry.

3.4 Monitoring

One of the basic principles of a high reliability system is to minimize the supplier
or the administrator response time to the problems that prevent efficient opera-
tion of the system. A common phenomenon is lack of knowledge about problems
arising in the system until the moment the need to use those elements arises.
Unfortunately, this can sometimes be associated with loss of not only time, but
also of important data. To avoid such problems the monitoring of the infras-
tructure is implemented to automatically perform periodic tests of the system
components. In the case of UNICORE it has to check possible connection with
services and check application performance on the target systems [24]. In the PL-
Grid project the Nagios system [25] is used as the main monitoring framework.
There is a single instance of Nagios which gathers information about status of all
services: central and running in the providing resource centers. As a result the
system administrators can consult each single service to see the current status
of the UNICORE infrastructure.

Monitoring of the distributed resources is done using a number of tests (Nagios
probes) developed to verify operation of the UNICORE services [27].

Among tested target system components one can find UNICORE/X which
provides a range of functionalities. Nagios probes perform tests of the connection
to the UNICORE/X server, tests for reading and writing a file in shared storage,
checks of the status of the disk space and a simple task submitted through the
queue system. Additionally, depending on the applications available at the target
system, tests are executed in form of additional tasks.

In the case of central services, each has probes to test access to the service.
A more complicated situation appears when workflow tests are performed, since
this involves sending tasks and files between target systems. Nagios checks the
ability to perform tasks by each of the target systems, as well as checks the
automatic file transfer between them. To improve performance, a simple task
on the target systems is not run when the test cascade of tasks performed cor-
rectly. This approach significantly reduces the number of jobs required by the
monitoring system.

The PL-Grid project operates on the production version of Nagios which is
responsible for monitoring of services of the production infrastructure only. To
monitor the UNICORE test installation in PL-Grid, a dedicated installation of
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Fig. 4. Screenshot of the status of the UNICORE infrastructure obtained with the
Nagios monitoring system for the production infrastructure

Nagios is installed. It is also used to test monitoring components before instal-
lation in the production infrastructure. New Nagios probes and new versions
of tests are checked here. Additionally, the test version of Nagios is used for
monitoring of training and test UNICORE infrastructures. In addition, there
are installed probes to analyze log files of each service. These tests work in a
passive mode since they require access to log files and must be run on the ma-
chines that host services. Log analysis tests gather information of warnings and
error messages appearing in the log files.

3.5 Accounting of the Use of the Resources

One of the aims of the PL-Grid project is to oversee allocation of the resources
to individual users or research teams. In this process, accounting of the use of
resources by individual users and users groups plays an important role. For the
PL-Grid project there has been prepared a BAT portal in which each user is able
to view their activity in different target systems. However, in order to provide
such information to users, the history of jobs must be stored and gathered. For
this purpose a number of services has been developed [28] for the UNICORE
middleware.
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Fig. 5. Screenshot of the status of the UNICORE infrastructure obtained with the
Nagios monitoring system for the production infrastructure. The detailed information
on the test job execution on the site is presented. The graph shows timeline graph with
information regarding the distribution of the jobs with different success levels.

Accounting system consists of several components, the most important are:
rus-bssadapter, responsible for processing of the log files of the queue sys-
tem in terms of consumption of the resources by the tasks performed, rus-
job-processor, which is responsible for providing additional information about
the tasks running with UNICORE infrastructure (for example, a DN of user
certificate or virtual organization), rus-service, responsible for processing of
accounting data, integration and preparation to visualization within the BAT
website.

The first of these components is running on the same machine as the queue
system since it requires access to log files with the resource consumption data.
The second component must be installed on the server hosting UNICORE/X
service. It allows for the transmission of the accounting data to the rus-service.
Installation of the rus-service can be performed at any of the servers running
UNICORE Services Environment (USE). However, it is suggested to run this
component on the server hosting central services.

For communication between components of the accounting system additional
service (called Broker) has been used. In this particular case Apache ActiveMQ
[26] has been used. It works together with the UNICORE central services and
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Fig. 6. List of the user jobs reported by the accounting system

Fig. 7. Job accounting of a particular virtual organization grouped by the job status

contains separate queues for the data coming from test and manufacturing
infrastructures.

In addition to the components of the accounting system described above,
rus-UCC-plugin and rus-ur-site are used. The first one is an extension of the
capabilities of the UNICORE Commandline Client (UCC). The second one al-
lows for visualization of the data collected. The presentation is realized in the
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form of an additional web application. In order to run additional services servlet
container such as Apache Tomcat is required.

4 Results

The UNICORE infrastructure has been successfully installed and integrated with
the PL-Grid infrastructure. In the paper we have described in detail the UNI-
CORE middleware deployment process on the existing infrastructure. Services
planning and configuration has been developed. Monitoring and accounting of
job submission through UNICORE is implemented. Monitoring and accounting
information are integrated with the rest of the PL-Grid infrastructure. The pro-
cedure of attaching new resources to the UNICORE grid has been prepared and
tested. Training facilities have been installed and made available to users. The
training material was prepared and used in the form of traditional hands-on
sessions as well as on-line tutorials.

As a result we have obtained a stable infrastructure which offers PL-Grid users
and administrators flexible access to the resources such as CPU and storage.
From the users’ point of view, UNICORE is one of the access modes which does
not require any additional activities or elements such as special keys, procedures,
etc.

5 Conclusions and Future Work

The UNICORE middleware has been successfully used as a framework providing
uniform access to resources and applications important for life sciences such as
computational chemistry and molecular biology. This includes seamless access
to computational resources, databases, as well as a framework for application
specific interface development. Modular architecture and demonstrated visual-
ization capabilities offer the possibility for a number of applications in diverse
areas. The overall system architecture and the resulting software are innovative
in providing rich and dynamic environment for the user interface, together with
a lightweight framework for application developers. For users, the software offers
powerful means to discover and access complex applications running on large-
scale computational clusters, and to integrate applications in creative ways. For
developers, the software combines support for grid technology, adherence to open
standards, and integration with back-end service-oriented architectures.
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Abstract. The chapter presents a system for effective provisioning of
VM Sets and supporting the dialog between providers and end users.
VM Sets are networks of interconnected virtual appliances. Require-
ments for user-oriented provisioning of VM Sets are presented and an
infrastructure supporting this activity is described. Stages of the VM
Set provisioning process are defined and their functionality is described.
Subsequently, manageability aspects are presented with special focus on
runtime aspects. The implementation status of the VM Set provisioning
environment within the PL-Grid Project is also reported.

Keywords: virtualization, virtual appliances, virtual networks, security,
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1 Introduction

On-demand provisioning of computational services has been a research goal for
many years. According to the definition proposed by the American National
Institute of Standards and Technology, on-demand provisioning is one of the five
essential characteristics of cloud computing [1].

Cloud services are typically specified as belonging to one of three classes: IaaS
(which stands for Infrastructure as a Service), PaaS (Platform as a Service) and
SaaS (Software as a Service). This chapter presents the results of research experi-
ments in the area of provisioning virtualized infrastructures to end users, conducted
as part of the PL-Grid project. The experiments focused on providing IaaS/PaaS
classes of services on top of the underlying PL-Grid infrastructure [27].

In the presented case users are offered the ability to express their needs as“VM
Sets”, which are networks of interconnected virtual appliances (virtual machines
with preinstalled applications). The complexity of the internal organization of vir-
tual appliances constituting a single VM Set varies depending on user needs [28].

The goal of the chapter is to present a system for effective provisioning of
VM Sets as well as supporting the dialog between providers and end-users.
The chapter describes a model of VM Sets and the process of automating their
construction.
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Network virtualization is one of the most important steps in VM Set im-
plementation. The techniques involved in implementing virtual networks which
interconnect VM Set entities enable introduction of a higher level of security.
Security improvements result from the fact that network traffic (for different
VM Sets) is isolated by using VLANs and tunnelling. Advanced network vir-
tualization techniques may even support guaranteed quality of service (QoS)
parameters.

Practical aspects of VM Set provisioning involve new requirements and tech-
nical challenges associated with standard features of the cloud computing para-
digm, such as multi-tenancy, dynamic assignment of virtual resources and their
reassignment according to consumer demands.

More mature scenarios of VM Set provisioning have to address rapid elasticity.
This feature concerns the ability to rapidly and elastically provide resources (in
some cases, in an automated manner), and quickly scale them up or down. This
feature is important as cloud systems should automatically control and optimize
resource usage. Such activity requires leveraging the metering capability at some
level of abstraction, appropriate to the concept of VM Sets (e.g. processing,
bandwidth, storage, etc.) Therefore, provisioning support for VM Sets should
constitute a central element of cloud computing middleware.

The structure of the paper is as follows. In Section 2 requirements for user-
oriented provisioning of VM Sets are presented. They are then compared to the
IaaS/PaaS provisioning procedure. In this context a definition of a VM Set is
introduced. User-oriented provisioning of VM Sets is described. In Section 3 the
process of provisioning VM Sets is defined and its steps described. Suggestions for
automating this process are also presented. In Section 4 the architecture of the
VM Set provisioning infrastructure is described and all required system services
are specified. In Section 5 manageability aspects of VM Sets are described, with
special focus on runtime aspects. Section 6 discusses related work. The paper
ends with conclusions contained in Section 7.

2 Requirements for User-Oriented Provisioning of VM
Sets

The key concept introduced in the presented work is the VM Set, which comprises
a set of VM Appliances interconnected by a virtual network. The VM Set can
be implemented upon a provider’s infrastructure and offered to the user for a
specified period of time.

In its simplest form, the process of VM Set creation is initiated by the users
who describe their requests in a formal or informal way, submitting a VM Set
Requirements Specification documents to the provider. This specification is then
processed by the provider, who creates a VM Set Deployment Description doc-
ument. This, in turn, forms a basis for the instantiation of VM Appliances and
configuration of virtual links between such appliances.

It should be noted that in order to construct a suitable VM Deployment De-
scription the provider may need to gain better understanding of the functionality
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of the VM Set components. Thus, the process of constructing the VM Specifica-
tion and Deployment Description (for a particular VM Set) should involve the
user-provider negotiation phase.

The process of VM Set provisioning will be presented in more detail in Section
3. Here, we intend to focus on user input, i.e. the VM Set Specification.

At first glance it might appear convenient (from the user’s perspective) for
the VM Set Specification to involve as few technical details as possible. It seems
that the specification should be a simple document, perhaps presented as a form,
easy to fill out and submit. However, as some of the users’ applications might
present very specific requirements, the specification should not be a closed form;
rather, its design should provide for extendibility – especially given that the VM
Set concept may refer to IaaS as well as PaaS.

Roughly speaking, the specification of a VM Set consists of five parts, covering
the properties of the desired (i) VM Appliances, (ii) network interconnections,
(iii) shared storage, (iv) user access policy, and (v) lease period (see Fig. 1).

The specification of a VM Appliance consists of the following items:

– Required processor architecture, including the number of cores,
– CPU time requirements,
– Memory requirements,

Fig. 1. VM Set specification
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– Local storage requirements,
– Application software platform specification, when PaaS is requested.

Specification of VM Appliances could be augmented with QoS requirements.
Such requirements may be expressed in a very generic form (a test identifier
and an array representing the desired result), which subsequently needs to be
narrowed down to a specific case, e.g. a set of micro-benchmark results for a
machine on which a particular VM appliance is deployed.

Regarding the inter-VM Set network, a requesting user can specify a graph
connecting VM Appliances and shared storage locations. Each edge of this graph
represents a link, capable of routing flows characterized by the required:

a) bandwidth – the rate at which an application’s (or VM’s) traffic must be
carried by the network,

b) latency – the network delay in delivering a data packet,
c) jitter – the variation in latency,
d) loss – the percentage of lost data.

The process of expressing these parameters in the definition of an inter-VM Set
network should also support creating additional virtual network QoS policies. A
policy regulating inter-VM traffic could include assurances regarding the ability
to (i) handle traffic that meets the service needs of user applications (running
inside VMs), (ii) allot resources preferentially to certain VMs and applications,
(iii) simulate network conditions not available in LAN environments (e.g. greatly
increased packet loss ratios).

In addition, a virtual network specification should describe:

– a set of VPN endpoints that will be used to access the created virtualized
infrastructure (a minimum of one endpoint is required),

– a set of required firewall rules (e.g. for the applications to communicate with
external nodes),

– a set of network services to be provided for appliances (e.g. DNS, HTTP
proxy, etc.)

It is necessary to point out that some parts of the proposed virtual network
specification touch upon organizational aspects; in particular the VPN endpoints
and firewall rules are user-specific.

The third element of a VM Set specification refers to shared storage which can
be of use for computational tasks. This description may contain such parameters
as (i) storage location (ii) capacity, (iii) access network, etc.

The fourth element of the specification refers to access control policies. As
the VM Set should be capable of serving multiple users over a specified period
of time, the requestor (who then becomes the owner of the VM Set), needs to
specify the groups of users who will use the VM Set, along with their privileges.

Access control policy relates to the final part of the VM Set specification – the
preferred lease period. This parameter needs to be considered during the VM
Set resource allocation process since any agreed-upon QoS requirements should
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be met throughout the operation of the VM Set. To achieve this goal, a resource
scheduler module should be provided, along with efficient resource (re)allocation
mechanisms.

The most important non-functional requirement regarding the provisioned
VM Set is that the logical topologies of the VPN and QoS parameters are to be
preserved regardless of problems affecting the provider’s infrastructure. Events
such as VM migration, resource (re)allocation etc., though unavoidable, cannot
influence the logical view and parameters of the VM Set.

From the user’s point of view, a typical provisioning scenario begins with
specification of required virtual appliances and their properties. At this stage the
user may be supported by a virtual appliance template repository, from which
a range of predefined virtual appliance images can be selected. The images may
be generic (having only an operating system installed), or profiled (equipped
with additional components, e.g. specialized computational libraries). Following
customization, a document describing the choice made by the user is submitted
to the provider for further processing, as described in the following section.

3 Organization of the Provisioning Process

This section presents the VM Set provisioning process model, which sets out
specific stages (Fig. 2) and defines a management model for virtualization of
computing, network and storage resources on distributed physical servers, en-
abling flexible allocation of such resources in accordance with user requirements.

At the Requirements Specification stage the user asks the provider to create
and expose a VM Set with parameters listed in Section 2. The requirements
specification standard is defined by the infrastructure provider and may be very
straightforward (e.g. filling out a predefined request form).

The Requirements Validation stage ensures requirements are validated against
the provider’s capabilities and restrictions according to the provisioned VM Set
(deployment description document). In case of a negative result, the request
must be rejected and specified once more. The user specification must be val-
idated against the security policy imposed by the provider, and the existence
of physical resources which could satisfy the user’s requests must be confirmed.
Another important aspect is the existence of a VM Set template which satisfies
the stated requirements. These activities can be partly automated with custom
administrative software; however some steps need to be performed manually.

Fig. 2. VM Set provisioning stages
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The VM Set Appliance Definition stage exploits the reference servers for the
VM Set configuration. VM Appliances containing PaaS elements require tools
which, besides operating on raw OS distributions (relevant in the scope of vir-
tualized infrastructure provisioning), must also capture knowledge about the
application to be deployed, with special emphasis on elements such as infrastruc-
ture and application model, resource configuration management and dependency
management [5]. These tools are technology-neutral (in terms of OS and middle-
ware) and ensure that the prepared VM Appliances suit different requirements
of a particular VM Set provisioning process instance. The infrastructure and
application model provides data-driven representation of VM Appliances, with
application-specific configuration templates applicable to different environments
that might require different configuration parameters such as port numbers, cre-
dentials or computing resource requirements.

These parameters must be assigned appropriate values at the VM Set In-
stantiation stage (based either on user input or default values specified in the
model). The resource configuration management capabilities are required to de-
termine the desired configuration of an application’s virtualized runtime environ-
ment through specification of minimal requirements for computing, storage and
network resources and middleware. This step requires in-depth analysis, with
a capacity planning process supported by performance tests or exploitation of
computer system models like queuing networks [7] or others [8]. Some built-in
services, specific to particular middleware packages [9], may apply heuristics to
determine the best configuration depending on the assigned computing resources.
Such services can also be used at the instantiation stage. Both the model itself
and the resource configuration steps should be supported with a VM Set Assem-
bly Builder for automation purposes. Such a solution is provided, for instance,
by the VMware vApp [10] and Oracle tools [11].

The proper set of VM Appliances constitutes a reference configuration for the
VM Set which can be used for provisioning virtualized infrastructures (IaaS)
with middleware (PaaS). Dependency management ensures that, following ini-
tial configuration, the system verifies that all dependencies for future successful
instantiation of a given VM Set are met. Upon validation and certification ap-
proval, snapshots of VMs running on the reference servers are created and stored
in VM Appliance and configuration repositories, with metadata describing the
installed software, OS version and type of hypervisor for each appliance within
the VM Set.

The Physical Resource Reservation stage refers to tasks required of the
provider to implement the logical representation defined by the user upon the
physical infrastructure. In this case, the user’s infrastructure provisioning request
is dispatched to the operations centre, which, based on the number of instances
of the VM Set and resource requirements, must marshal the required physical
resources. If the required resources are not available, the instantiation must re-
main in the pending state until the problem is resolved. If such a scenario is not
accepted by the user, the process can be rejected and initiated again, with new
requirements.
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VM Set instantiation is activated by the infrastructure provider and involves
deployment of specific VMs with the required configurations of OS and appli-
cation resources. In such an environment the instantiation of the requested VM
Set consists of the following steps: (i) Creation of Virtual Machines based on
plain or customized VM appliances, (ii) Configuration of a dedicated VLAN
for the user connecting the VM appliances, and (iii) Configuration of the VPN
connection to the user’s site. The user specifies the configuration of computing
resources (amount of RAM, number of CPUs), required storage and required net-
work bandwidth (network configuration, including interfaces and IPs, remains
transparent) which must satisfy the minimal requirements. If the specified re-
sources exceed the minimum requirements, activities related to adjusting the
internal middleware configuration should be performed. As described earlier,
the configuration can be performed automatically or manually, by the user or by
the infrastructure provider. Once the instantiation process completes, the user
– by using a VPN connection – can access the virtual machines as if they were
available locally.

4 Provisioning Infrastructure Architecture

In as much as possible, each stage of the VM Set provisioning process should
be automated and therefore involve orchestration of Infrastructure Services ac-
cording to provisioning procedures [6] expressing policies which govern access
to computing, storage and network resources. As proposed in [14], the Service
Oriented Infrastructure (SOI) defines a conceptual model which specifies the
building blocks of the so-called Infrastructure Management Framework (IMF).
IMF merges Infrastructure Services, IT process frameworks and user require-
ments, providing a modern computing infrastructure on which effective VM Set
provisioning can be established. The provided functionality must automate pro-
visioning and management activities across the entire computing infrastructure,
including virtualized resources, operating systems, middleware, storage and net-
work through user-defined workflows that implement “best-practices”, defined
within some IT process framework (ITIL [12]). Such an approach is exploited in
the context of SOI provisioning with lightweight virtualization [22] and partly
used in the proposed architecture (Fig. 3).

– User Access Services, supporting secure external user connectivity.
– Boot Services, supporting addition of new hardware to the provider’s infras-

tructure.
– Repositories containing configuration data about available hardware and vir-

tualized infrastructure resources, along with definitions of VM sets and VM
Appliance images. The properties of these repositories are described in more
detail in our previous paper [4].

– Infrastructure Management Services which provide an abstraction layer for
the computing infrastructure provisioning process, allowing resource alloca-
tion to be managed in accordance with VM Set configuration requirements.
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Fig. 3. System architecture for VM Set provisioning

The Infrastructure Management Services (IaaS, PaaS) are responsible for ex-
posing vendor-specific interfaces as a common API that provides a set of in-
terfaces used for provisioning, monitoring and management of VM Sets. They
support discovery of the current network topology and current assignment of
resources (list of available CPUs, memory, number of NICs) which can be parti-
tioned between instances of specific VM Sets.

IaaS provides services required for VM provisioning, capacity and resource
utilization monitoring by the VMs and controlling CPU, network and I/O as-
signments. Many other complex infrastructure-related tasks such as discovery of
physical servers with running hypervisors and VM Set Controllers supervising
activities of a particular VM Set should be supported without administrator
intervention. Physical servers, storage systems, switches, routers, and other de-
vices are pooled and made available to handle workloads generated by the VM
Sets. Assignment of physical servers to particular instances of a VM Set is very
challenging due to the fact that the infrastructure is shared and requires sophis-
ticated scheduling algorithms implemented, for instance, by HAIZEA [13].

PaaS delivers platform services which include preconfigured OS images, data-
bases and application servers with deployed service components, enabling soft-
ware delivery in an on-demand business model.
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In the proposed solution, Infrastructure Management Services are provided by
four software modules: Infrastructure Management Gateway (IMG),
Provisioning Engine (PE), VM Set Controllers and Hypervisor Manager (HM)
which supports virtualized infrastructure provisioning, management and moni-
toring, ensuring consistency of the running VM Sets.

The outcome of VM Set provisioning is a runtime infrastructure which com-
prises a set of VM instances with middleware such as application servers, data-
bases, load balancers, etc. Runtime infrastructure activity must be monitored
and managed – a task which falls to the VM Set Controller, ensuring that the
VM Set operates according to user expectations. The VM Set Controller is a
configuration management component: a single instance of this component rep-
resents a single instance of the VM Set. This component stores configuration
information and implements the required operations associated with managing
the state of the VM Set.

The Hypervisor Manager exposes services for VM lifecycle management (cre-
ating, deleting, shutting down and migrating VMs), modification of runtime pa-
rameters including CPU and memory allocation and monitoring. The Hypervisor
Manager also enables virtualization of network resources, including creation of
VNICs and defining bandwidth limits for a particular VNIC assigned to a VM
as required by the VLAN configuration of a particular VM Set. Furthermore,
it contains services for self-organization of hypervisors (based on dynamic dis-
covery) with a number of running VMs, and provides notifications about VM
lifecycle events or exceeding attribute thresholds through computing resource
monitoring. The information collected by monitoring services ensures fault de-
tection and can be used to determine if a particular VM Set or a VM instance
(within the VM Set) is active.

The Infrastructure Management Gateway (IMG) provides services required
to retrieve information about the state of the infrastructure, such as a list of
physical servers and VM Sets managed by the VM Set Controller. IMG also
aggregates notifications about events in the distributed virtualized infrastructure
(physical servers and hosted VMs). It is therefore able to manage data within
the Configuration Repository.

The Provisioning Engine is responsible for managing the provisioning proce-
dures which orchestrate Hypervisor Managers. It also carries out initial verifi-
cation of the availability of resources at the level required by the infrastructure
user. The provisioning procedure can be defined as a regular shell script or, in
more advanced cases, through Business Process Management (BPM) which is
used in NGOSS frameworks [16].

The Shared System Storage element is necessary for VM appliances to imple-
ment their features (including mobility and persistency) and access directories
which store data used by the workloads within a given VM Set.

5 Implementation Status

As outlined in the preceding section, successful provisioning of VM Sets
depends on collaboration of many complex services. Therefore, the current
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implementation of the VM Set provisioning environment does not offer full func-
tionality to end users. Instead, key components are made available. The goal of
this section is to provide insight into the state of system development. We will
first provide an overview of the hardware infrastructure and follow up with a
brief description of the implemented components.

5.1 Experimental Infrastructure Hardware

The presented system is based on the PL-Grid experimental infrastructure. Tech-
nically, the infrastructure consists of 16 HP ProLiant BL2x220c G5 blades (2x
Quad-Core Intel Xeon 2500MHz, 16GB RAM) interconnected by a switched
Gigabit Ethernet LAN, and a router for external connectivity.

As depicted in Fig. 4, the current implementation of the provisioning environ-
ment features a set of services required for the environment operations. These
services were introduced in the “Provisioning Infrastructure Architecture” sec-
tion. In order to provide the required services, two of the available blades were
selected. These are called the infrastructure services provider and the storage
server respectively. Both blades work under the Solaris 10u9 operating system.

The remaining 14 blades are used as computational nodes, with Slackware
Linux and XenSource hypervisor installed as the basis for their operation. Ad-
ditionally, the Hypervisor Manager components were installed on each node.
The dependencies between individual elements of this environment are described
in the following subsections, focusing on support for hardware configuration
changes and VM Set operation respectively.

Fig. 4. Key elements of the PL-Grid experimental infrastructure
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5.2 Support for Hardware Configuration Changes

Although the key process to be supported by the environment is the provisioning
of a user-specified VM Set, in order to function properly the environment needs
to be aware of the underlying hardware configuration. Section 4 introduced a
set of services which support hardware configuration changes. As the services
are not expected to be computationally intensive, they were set up in the “boot
services” zone of the infrastructure services provider blade. The list of services
directly corresponds to the “Boot Services”block of the environment architecture
(see Fig. 3) and includes:

– A DHCP service for configuring PXE clients,
– A TFTP service for distributing hypervisor operating system images.

The TFTP service allows the newly installed machines to download an image of
the computational node operating system. The image is already augmented with
a Hypervisor Manager instance which updates the Infrastructure Management
Gateway and, in turn, the Hardware Configuration Repository as soon as the
system is installed and started. Thus, the repository is able to keep track of the
hardware computational nodes assigned to the provider, starting with the first
boot-up of the hypervisor.

5.3 Support for VM Set Operation

The process of provisioning the VM Sets results in a set of separate, user-defined
networks of interconnected virtual machines to be deployed by the provider upon
the physical infrastructure. Due to the simplicity of the underlying network, the
initial implementation of the VM Set provisioning environment assumes that
the VM Appliances are interconnected using a plain, Ethernet LAN-like logical
network. Logical networks are mapped to VM Set VLANs in order to separate
network traffic.

To facilitate deployment of VM Appliances and their interconnections, the
following services were set up on the storage server:

– Virtual Appliance Repository, which stores the images of virtual appliances’
operating systems in a ZFS-based hierarchical organized structure of data
volumes,

– iSCSI server, exposing a set of targets to be used as VM Appliances’ logical
disk drives.

The storage server blade therefore implements a portion of the “Repositories”
block of the environment architecture. The blade uses 4TB of disk space to man-
age a ZFS-based repository of images of VM Appliances. Images are kept in a
hierarchical dataset structure. Dataset names reflect the operating system names
and version numbers. For example, the full repository path to the volume con-
taining a recent version of Ubuntu Linux is vdisks/linux/ubuntu/10.04.x86.
20100426.

vdisks/linux/ubuntu/10.04.x86.
20100426
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In order to make the VM Set VLANs accessible to end users, the “access”zone
of the infrastructure service provider was configured to provide the following
services:

– VPN access server, for setting up dynamic lightweight VPN tunnels for users,
– firewalls, to secure the resulting infrastructure.

Additionally, the Virtual Infrastructure Configuration Repository was deployed
in the “repositories” zone of the Infrastructure Services Provider blade to store
the deployment description and the VM Appliances’ configurations. The repos-
itory is implemented as an LDAP directory information tree.

The infrastructure ensures separation of provider and user network traffic.
Separate virtual networks (VLANs) are constructed for provider and user oper-
ations. The set of hosts participating in a VLAN depends on the VLAN appli-
cation (see Fig. 5).

As depicted in Fig. 5, not all nodes are needed in each of the configured
VLANs. In particular, only the hypervisors which host specific user virtual ma-
chines are required to participate in the user’s VLAN. On the other hand, all
hypervisors need to participate in the management VLAN (which cannot be ac-
cessed by the virtual machines). Currently, the VLAN participation scheme is
defined by the administrator, based on information stored in the Virtual Infras-
tructure Configuration Repository.

In order to provide an elastic and secure communication infrastructure for
VM Sets, classic networking techniques which reflect the functionality of the
“User Access Services”architecture block, are used. The services are implemented
either by network switches or by the “access” zone of the Infrastructure Services
Provider.

Fig. 5. Function-based machine participation in virtual networks
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Inside the provider’s domain the most important security-related aspect is
user traffic separation. To achieve this goal, VLANs composed of virtual net-
work interface cards (VNICs) are configured. However, as VLAN configuration
is typically limited to a single LAN, the solution needs to be extended to remain
usable outside a single provider’s domain. To secure communication between
end users and their VM Sets, traffic separation should also be maintained in the
public Internet – for this reason on-demand Virtual Private Networks are used.
The configuration of VLANs and VPNs is based on user credentials stored in
the virtual infrastructure configuration repository.

To summarize, most of the features specified by the environment architecture
have already been implemented. However, tools which automate typical provi-
sioning and maintenance tasks still need to be developed. In particular, work on
virtualized environment discovery and management [26], as well as on automated
virtual machine provisioning, is ongoing.

6 Related Work

Selected aspects of the VM Set provisioning infrastructure development have
been addressed in the authors’ previous publications. These studies, however,
are mostly provider-oriented (rather than user-oriented). The JMX-based VEI
environment for managing VPN-connected VM collections is described in [1].
This work also addresses the problem of ensuring VM mobility while preserving
secure links. A more in-depth study of this issue in the context of the Crossbow
network virtualization library can be found in [3].

Effective management and automation of VM Set provisioning requires meta-
data describing the configuration of VM Sets. This metadata should be provided
by the end user, stored in a metadata repository and kept up-to-date, mirroring
any VM Set configuration changes. To maintain consistency between an existing
VM Set configuration and its metadata, discovery services should be deployed
and a dedicated monitoring service launched. The architecture of these services
is presented in [4].

The concept of a VM Set, as introduced in this chapter, might be compared
to the recently-proposed Cells-as-a-Service (CaaS) paradigm [23,25]. This ap-
proach is built upon the fundamental concept of a cell that contains virtual
machines (VMs), storage volumes and subnets, all of which are declared as cell
model elements. The model also describes how these components mesh together
to create the desired virtual infrastructure. Each definition of a component or
connection includes a set of relevant attributes. As systems providing CaaS are
still under development, many issues remain unresolved. The VM specification
elements include specifications for memory requirements, bus addresses, subnet
connections and behaviour in the event of a failure. An XML document is used
to express the cell model description. Such a document could be compared to
metadata describing a VM Set. Similarly to our approach, the infrastructure
designer can handle model changes by submitting an updated model document
or by using an API that supports incremental updates. The cell controller is
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responsible for securely interacting with the service provider and for monitoring
the virtual infrastructure’s status.

As proposed, the VM Set is controlled by the VM Set controller which could
be compared to the Autonomic Manager introduced in [17,18]. In the case of
CaaS cell management activities are performed within the privileged system cell,
responsible for creating and deleting all the virtual components and managing
their connectivity, enforcing all the connectivity policies defined within each cell,
cell interaction, cell recovery and any scalability limits associated with a cell.

Even though the concepts of VM Sets and CaaS have evolved independently,
they share many similarities. There is no doubt that they constitute a new wave
in cloud computing research. The complexity of provisioning the investigated sys-
tems shows that useful solutions should exploit an adaptive provisioning model
such as the one used in SOA architectures [19,20,21].

7 Conclusions

User-oriented provisioning of secure virtualized infrastructures is a very com-
plex process which should result in instantiation of a VM Set satisfying user
requirements [29]. In shared environments provisioning a new VM Set should
not compromise the QoS of already-running VM Sets. This is why, in addition
to the previously discussed infrastructure services supporting VM Set provision-
ing, an admission control service has to be developed. The construction of such
service is challenging as it should take into account current resource consumption
and attempt to predict future demand.

Another challenging issue is ensuring scalability. Managing VM Sets contain-
ing thousands of interconnected VMs requires a distributed VM Set controller.
It is also important to provide VM Sets which can be dynamic and capable of
horizontal scaling. Management policy definition and enforcement is another in-
teresting area of research. This aspect is related to transformation of high-level
end-user requirements into equivalent sets of managements rules performed on
the system level [23].

Additional effort has to be invested in the area of VM Set definition specifica-
tions. Standardization of such specifications would support portability of VM Sets
between different cloud systems and enable development of multi-cloud VM Sets.

The proposed VM Set user-oriented provisioning process is an important mile-
stone in this emerging research area. It captures the most important requirements
and proposes a base architecture which can be further enhanced to address the
issues identified above.
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16. Kosiński, J., Nawrocki, P., Radziszowski, D., Zieliński, K., Zieliński, S.,
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Abstract. This paper describes the security framework used by the
GridSpace2 platform. The framework needs to restrict access to the Ex-
periment Workbench to authorized users only as well as enable scientists
to use multiple resources – computers (such as clusters, grids and clouds)
and data, like e.g. relational database management systems (RDBMSes).
The paper analyzes the appropriate technologies, details the proposed
solution and summarizes the results of our research and development of
flexible and extensible security solutions for scientists who need transpar-
ent access to heterogeneous compute and data resources. Additionally,
as part of this paper, a wallet mechanism is described which enables se-
cure storage of arbitrary confidential data such as credentials for external
services.

Keywords: security, clusters, grids, virtual laboratory, wallet, clouds.

1 Introduction

Creating adequate security mechanisms for the GridSpace2 [2], [28] Virtual Lab-
oratory [1] requires addressing many problems associated with key features of
the target environment. The chief goal is to provide secure access to a large va-
riety of heterogeneous computing and data storage resources commonly used by
scientists. Meeting another crucial objective of the GridSpace2 platform – the
ability to share experiments between groups of people – also requires us to take
into account the security of confidential data accompanying these experiments.

The key issue which must be overcome when developing such a system is the
heterogeneous nature of the resources from the security perspective, i.e. differ-
ent resources often use different access mechanisms and credentials. Moreover,
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despite some standardization efforts, full interoperability between all e-infra-
structures still has not been realized. Additionally, due to the highly dynamic
nature of e-infrastructures – especially modern ones (like Clouds) – the devel-
oped solution must be generic and extensible, and not limited to a small set
of systems. Finally, experiments should be self-contained so that they can be
shared. However, sharing credentials in experiments would be highly insecure,
and may lead to policy violations and loss of accountability. On the other hand,
requesting users to manually enter credentials each time an experiment is run
would reduce the usability of the solutions. This is why it was necessary to
provide a mechanism for injecting appropriate user credentials when enacting
experiments.

The solution described in this paper enables scientists to use e-infrastructures
provided by the PL-Grid project [3], [29] as well as external ones (such as
international grids or clouds) that may be available to the users. Reaching
this goal required an analysis of the security mechanisms employed by these
e-infrastructures and mechanisms that could be used to access them. Results of
this research are presented in Section 2. Subsequently, in Section 3, we describe
the proposed solution for securing the platform and providing unified access to
various types of underlying resources, including those requiring custom creden-
tials (such as RDBMSes) through the wallet mechanism. The overall architecture
of our solution and a description of the technologies applied can be found in Sec-
tion 4. Finally, we draw some conclusions and present a plan of our future work
in Section 5.

2 Related Work

To provide proper security solutions we had to analyze multiple technologies.
Those include various e-infrastructures such as clusters or grids with their se-
curity mechanisms, Shibboleth-based security solutions used by the previous
versions of the GridSpace [4] as well as third-party tools and libraries that could
prove useful for accessing the resources.

In addition to scientific High Performence Computing (HPC) resources pro-
vided through some form of grid middleware, some scientists prefer or require
direct access to computing clusters. In this scenario they access them through a
dedicated node commonly referred as “Head” or “User Interface” (UI) Node.
This allows submitting jobs (in a batch fashion) to other nodes – so-called
“Worker” Nodes – using workload managers such as the Portable Batch Sys-
tem (including original OpenPBS [5], its fork – TORQUE [6] and a commercial
product called PBSPro [7]), Oracle (formerly Sun) Grid Engine (SGE) [8] or
Univa Grid Engine [9]. In the PL-Grid project, access to User Interface nodes is
available through the Secure Shell (SSH) protocol. It is possible to submit jobs
to the cluster from UIs without additional authentication.

In addition to local clusters, users who require larger pools of resources may
need to use Grids such as those developed in the Enabling Grids for E-science
(EGEE) or European Grid Infrastructure (EGI) European Union (EU)
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projects [10]. Access to those e-infrastructures is provided through appropri-
ate middleware such as the Globus Toolkit and gLite, which both employ the
Grid Security Infrastructure (GSI) as security mechanism. GSI is based on the
concept of private keys and X.509 certificates [26] – providing public user keys
with additional information signed with a Certificate Authority’s (CA) private
key. In addition to regular certificates, GSI introduces the concept of proxy cer-
tificates [26] – a short-lived certificate signed by the user with a private key
associated with a personal grid certificate. The proxy itself, its private key and
the original user grid certificate can be used to delegate user credentials. They
can also be stored using mechanisms such as MyProxy [11]. Notable examples of
interoperability between GSI and other systems include GridShib [13] and Shib-
Grid [14] which both aim at providing integration with the Shibboleth Single
Sign-On (SSO) mechanism for authentication and attribute-based authorization.
GridShib (whose support has now been taken over by the CILogon project [18])
allows access to infrastructures either by generating certificates based on Shibbo-
leth credentials (through GridShib CA) or by binding Security Assertion Markup
Language (SAML) assertions to the Proxy Certificate (GridShib SAML Tools)
and using them for authorizing access to Java-based GT services (ShibGrid for
Globus Toolkit). A prominent scientific user of GridShib CA and the Shibboleth
is the TeraGrid project which provides access to its resources through the GO
TeraGrid Portal [20]. In addition to Shibboleth, GridShib CA [19] can also use
open identity management mechanisms such as OpenID. ShibGrid works on a
similar basis, either by generating short-lived certificates based on Shibboleth
credentials or by allowing users to protect standard grid key/certificate pairs
with Shibboleth credentials. Another solution providing more manageable inter-
operability with other systems is GSI-OpenSSH [21]. It allows using standard
GSI credentials to access computing nodes (e.g. the above-mentioned cluster
UI nodes) with standard GSI credentials. Its drawback is that it cannot be
used unless appropriate software (a modified OpenSSH server) is installed by
administrators.

Another type of HPC resource, namely supercomputers, is provided by the
Distributed European Infrastructure for Supercomputing Applications (DEISA)
and Partnership for Advanced Computing in Europe (PRACE) [15]. Accessing
DEISA sites is possible through various mechanisms. Interactive access is pro-
vided through GSI-SSH. As it is one of the so-called “Core” services, it should
be available on all sites. There is also standard grid middleware called the Uni-
form Interface to Computing Resources (UNICORE) [16] as well as a toolkit
called DEISA Services for Heterogeneous management Layer (DESHL) provid-
ing a command-line (CLI) interface and an API for UNICORE. Those services
are designated “Additional Services” and, as such, should also be available on
all sites (like “Core” services) but with more lenient reliability guarantees. Like
GSI, UNICORE bases on X.509 certificates. Finally, there is a group of services
called “Optional”, including WS-GRAM from the Globus Toolkit, which use the
GSI security mechanism described above but do not have to be provided on
all sites. Before developing a new solution we also had to analyze the previous
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version of the GridSpace platform. It is based on the Shibboleth framework and
supports securing both Web-based software (by design) and non-Web-based ap-
plications (following appropriate adaptation). Later on we have also developed a
tool called pam shib [12] which enables secure access to entire computing nodes,
in turn exposing software installed on these nodes without any modifications.
Despite the fact that it would certainly satisfy most of our requirements, some
serious drawbacks have prevented us from adapting the described solution. The
most key issue is the requirement to install the pam shib module on UI nodes,
which would be infeasible. This is due to the fact that such an action would
significantly affect the OS configuration. Additionally, it would require constant
effort to maintain the operation of a critical service, as failing to do so could cre-
ate serious security risks – including the possibility of compromising the entire
project infrastructure. Finally, additional, complex (Shibboleth-based) security
infrastructure, not used by other PL-Grid partners, would have to be deployed.
Due to these reasons we have decided to look for other, more generic solutions.

3 Description of the Solution

To provide scientists with secure access to the GridSpace2 platform, as well as all
resources described in Section 2 a special security solution was developed. This
section describes its various aspects, including access to the GS2 Experiment
Workbench (EW) itself, working with clusters and grids as well as accessing
other resources such as databases which may require arbitrary credentials. The
architecture of the solution is shown in Fig. 1. The depicted resources serve as
examples – it should be noted that GridSpace2 allows access to huge varieties
of resources with the assistance of the wallet mechanism. The dashed line on
the diagram represents the ability to access credentials stored in ReCeW from
external nodes (not only from the Experiment Host).

3.1 GridSpace2 Experiment Workbench Security

As shown in Fig. 2 the GS2 Experiment Workbench exposes 3 entry points that
had to be secured. The main one is, of course, used by the scientists to develop
and execute experiments. The second one is used by the platform administrator
to edit its configuration, including experiment hosts and interpreters, register
certificates used by the ReCeW remote wallet (described later on in this paper)
as well as customize look and feel of the EW. The final endpoint is used to
run internal diagnostics, for example by the PL-Grid Operations Center during
automated (Nagios-based) testing.

For the sake of simplicity (given the lack of IT expertise among our end users)
we have selected a user/password authentication method for the main entry
point. To avoid the need for separate registration or complex synchronization of
EW accounts with the main PL-Grid security infrastructure, we have performed
full integration with this infrastructure using an authorization mechanism based
on the SSH protocol. As a result, any user with access to UI nodes (like those
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Fig. 1. Architecture of the GridSpace2 Security system, depicting components of the
platform as well as examples of services that may be accessed using EW either directly
(clusters), or using credentials stored in the Wallet

provided by the project partners) may access the EW using the same credentials.
As PL-Grid provides integrated Lightweight Directory Access Protocol (LDAP)
access mechanisms, any PL-Grid user may use the EW (following activation of
UI access in the PL-Grid Portal). SSH integration was implemented using the
Ganymede SSH-2 for Java [22] library providing a pure-Java implementation of
the SSH protocol (client side).

Access to the configuration entry point is enabled by two mechanisms. The
first one uses a preconfigured password for authentication and authorization. The
second allows GSI certificate-based authentication using a Tomcat connector de-
veloped by Globus. Following authentication, the user is authorized to access the
configuration entry point based on a preconfigured list of Distinguished Names
(DNs).

These mechanisms are also used for the test entry point. The password is the
same as the one used for accessing configuration, however the DN list is separate
so it is possible to restrict access to just one of the entry points, basing on the
presented certificate.

3.2 Accessing Computing Clusters

The UI nodes offer the ability to run jobs on the clusters they are part of with-
out additional security requirements. It is therefore sufficient to enable access to
those nodes which, in PL-Grid, may be effected by using the SSH protocol. Log-
ging to EW requires the user to provide appropriate credentials for the selected
UI. These credentials are then used to open an SSH session. In turn, authen-
tication and authorization to the EW is sufficient for immediate access to the
corresponding computing cluster.
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Fig. 2. The three entry points exposed by the GridSpace2 Experiment Workbench
(EW) that need to be secured – the main one (M) used by the scientists (users),
configuration (C) used by EW administrators and testing (T) used to run automatic
self tests

Table 1. Key differences between Local and Remote Wallet mechanisms provided by
the GridSpace2 Experiment workbench

Local Remote

Accessible from Single Exp. Host Any location in the Internet
External API none REST based
Additional infrastructure none Small UNIX daemon
Additional authentication No Yes - SSH (integrated with EW)
Security measures UNIX file permissions AES256 encryption,

external location

3.3 The Wallet Mechanism

Scientific users may also need to access various external resources (requiring
non-standard credentials), such as RDBMses, Representational State Transfer
(REST) / Simple Object Access Protocol (SOAP) services like Amazon S3 Cloud
Storage API [27], etc. As it is not possible to foresee and integrate all of them,
we have decided to provide a generic solution that could facilitate secure storage
of credentials through a so-called wallet mechanism. At present it allows storage
of both plaintext credentials (“String secrets”), like passwords, as well as more
complex “File secrets”, like certificates. During the project we have created two
types of wallets which we designated “Local” and “Remote”. Key differences
between them are outlined in Tab. 1. The “Local” wallet is simpler to set up
and should be sufficient unless it is necessary to access the stored credentials
from multiple locations – either from a different experiment host (using standard
mechanisms provided by the EW) or an arbitrary locations (using the API).

The Local Wallet uses files stored in a hidden directory on the Experiment
Host (EH), which is automatically created whenever needed. As such it does not
require any preconfiguration and is instantly available after the specific EH is
added to the EW configuration.
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Fig. 3. Overview of ReCeW, including its main module (CORE) responsible for main-
taining configuration, managing plugins and facilitating communication with the four
available plugins

The Remote Wallet offers much more advanced features, but at the price of a
more complex deployment process. First of all, a special server (UNIX daemon)
called the Remote Central Wallet (ReCeW) must be deployed on a designated
host. It provides flexible mechanisms for secure storage of user credentials. The
software consists of the main module (the actual daemon) as well as four types
of plugins implemented as standard Linux dynamic libraries (.so). The CORE
is responsible for maintaining ReCeW configuration (Configuration Manager) as
well as plugin management (Plugin Manager). This includes loading all plugins
from a preconfigured location, wrapping their functions and allowing communi-
cation between plugins inside the CORE. Communication between plugins and
the CORE is done through a specific API written in ANSI C (C-API), which
has been chosen over C++ for portability reasons (to allow building CORE and
plugins using different compilers). The rest of the code is written in C++. All
communication between plugins is done via the CORE module (C-API and Plu-
gin Manager wrappers). The decision to use C and C++ instead of an interpreted
or VM-based language has been made to ensure maximum efficiency.

The “Entry Point” plugin is responsible for providing a custom API for Re-
CeW users – in PL-Grid it is based on REST, but may be replaced by any
other protocol, e.g. SOAP. Hypertext Transfer Protocol (HTTP) server func-
tionality of the module is provided through the GNU libmicrohttpd library [23].
Communication is secured using the Transport Layer Security (TLS) protocol
provided by the gcrypt and gnutls libraries. The API is designed to be manage-
able. It is divided into sections – auth used for authentication and authoriza-
tion and cred for credential management. Required attributes are sent using the
HTTP POST mechanism with appropriate encoding (application/x-www-form-
urlencoded). Requests that require prior user authentication need to include an
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additional custom HTTP header X-ReCeW-SID which is used to authorize them.
Accessing ReCeW through a RESTful API takes the form of the following se-
quence of steps:

1. Call /auth/login with appropriate parameters – user name and credential to
get Session ID (SID) – which is set as X-ReCeW-SID and returned as the
body (for convenience) in response.

2. Call the appropriate method used to load or store credentials – for example
/cred/load with the cred id parameter or /cred/loadall without any parame-
ter to get specific/all secrets as JavaScript Object Notation (JSON) encoded
object/table of objects stored on behalf of the authenticated user.

3. Call any other method to load/store/check size or obtain additional meta-
data.

4. Finally, call /auth/logout without parameters.

The “AuthNZ” plugin controls authentication and authorization of ReCeW
users. In the project we have implemented a mechanism based on SSH access to
one of the UI nodes – just like the one used for the EW itself. This allows smooth
integration with the EW on the one hand, and with the PL-Grid security infras-
tructure on the other hand. However, ReCeW and EW security configurations
remain separate so it is possible to restrict external access to either of them,
as required. Much like in the case of the API, it is, of course, possible to allow
any other authentication and authorization mechanism (e.g. based on internal
user/password, LDAP, etc.) by creating a new plugin.

The “Crypto” plugin is responsible for providing encryption for ReCeW. At
present, the strong Advanced Encryption Standard (AES) 256 encryption stan-
dard is used, as provided by the libgcrypt library [24] – a commonly used crypto-
graphic library based on GnuPG. Should other solutions become necessary (such
as e.g. hardware cryptographic devices) they can be implemented as replacement
plugins.

The final plugin – “Backend” – is responsible for storing encrypted credentials.
At present, SQLite – a lightweight standalone database engine – is used, however
it could be replaced by any other RDBMS (like MySQL, PostgreSQL) or even a
completely different solution (like Amazon S3).

Both wallets are fully integrated with the Experiment Workbench, which pro-
vides a Graphical User Interface (GUI), supports using credential in snippets
and ensures integrated security for ReCeW. The GUI allows adding, viewing,
editing and removing credentials to/in/from both wallets. Credentials stored in
wallets may be accessed from snippets by using special formulas:

– <SECRET:STRING:secret name> – replaced during execution by the con-
tent of the secret,

– <SECRET:FILE:secret name> – replaced by the location of the secret file
on the experiment host.

Finally, EW provides smooth integration with ReCeW security so it is not nec-
essary to perform any additional authentication when accessing the “Remote”



Flexible and Extendable Mechanism Enabling Secure Access – GS2 97

Fig. 4. Depiction of the Experiment Workbench wallet management interface (top)
allowing viewing and manipulating stored credentials, as well as fragments of code and
execution result of snippets which use secrets drawn from local and remote wallets
(bottom)

Wallet. Fig. 4 depicts the graphical interface used to manage both types of wal-
lets as well as an experiment using (displaying) credentials from these wallets
(both the code itself and the results of execution).

3.4 Accessing European e-Infrastructures

As already described, it is possible to access any arbitrary system with the
help of the wallet mechanism. This mechanism could also be used for accessing
e-infrastructures such as EGEE/EGI grids. Accessing those resources requires
uploading generated proxy certificates as “File” credentials, which can later on
be used in snippets.
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Fig. 5. Sequence diagram for an experiment involving computations based on data
retrieved from a MySQL server with the help of user credentials stored in the Remote
Wallet (ReCeW)

4 Results

As a result of our research a complete solution described in Section 3 has been
developed and deployed. All architectural blocks from Fig. 1 have been imple-
mented and integrated. We thus offer a fully integrated mechanism for scientists,
supporting secure yet problem-free development and enactment of experiments.
The platform is based on well-known industry standards such as TLS and SSH,
ensuring secure access to various types of e-infrastructures.

Basic access to the Workbench is highly manageable, as it does not require
complex procedures such as requesting certificates and uploading them to the
browser. After completing the unsophisticated and well documented registration
process, any PL-Grid user may access GridSpace2 without any additional effort.

By obtaining access to the Workbench the user can use any of the resources
described in Section 2, such as:

– computing clusters – instantly, without meeting any additional security cri-
teria,

– grids – after uploading (to the Wallet) credentials appropriate for the mid-
dleware being requested, such as GSI Proxy certificates,

– any arbitrary infrastructure (including Clouds) and data source (such as
RDBMses) – after uploading appropriate credentials to the Wallet.

A sample diagram representing an experiment which uses data from an external
data source (MySQL database) accessed using credentials retrieved from the
Remote Wallet (ReCeW) is shown in Fig. 5.

The experiment is executed in the following stages:

– (1a) User logs into the Experiment Workbench using selected UI user and
password.
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– (2a) EW verifies user credentials (authorizing him/her) by opening an SSH
session to the Experiment Host.

– (2b) Session is successfully opened – the user is now authorized.
– (3a) EW contacts ReCeW on behalf of the logged-in user (using user cre-

dentials).
– (4a) ReCeW authorizes the user by attempting to log into the Experiment

Host via SSH.
– (4b) Authorization to EH succeeds; hence the user is authorized by ReCeW.
– (3b) ReCeW returns the session ID to EW for the authorized user.
– (5a) EW queries user credentials using the appropriate SID.
– (5b) ReCeW returns requested credentials to the EW.
– (1b) All procedures related to user authorization are now complete – control

is returned to the user’s browser.
– (6a) User requests an experiment to be executed in EW.
– (7a) EW executes the experiment (through the previously established SSH

session) on the Experiment Host (previously retrieved MySQL credentials
are passed along).

– (8a) EH accesses an external service (MySQL) using credentials provided by
the EW.

– (8b) MySQL returns data.
– (7b) EH returns results of the performed computations to the EW.
– (6b) EW presents experiment results by sending them to the user’s browser.

The GridSpace2 platform, along with its security framework described in this
paper, is already deployed as an official production service in the PL-Grid project
and, as such, is available to all users of the project. The whole platform has
successfully passed the thorough security audit performed by the Security Center
of Pl-Grid project. It has already been used both by scientists for real calculations
as well as students attending courses related to distributed/grid systems.

5 Conclusions and Future Work

As shown in the paper, we have managed to create a flexible security solution
ensuring access to various e-infrastructures as well as storage of confidential
data (such as external credential) using the Wallet mechanism. The GridSpace2
platform is deployed as an official service in PL-Grid and the security mechanism
described in this paper is fully integrated with the general security framework of
the project. This allows any PL-Grid user to access the infrastructure without
additional registration. However, our security system is not tightly bound to the
PL-Grid project – it is equally possible to use GridSpace2 with other projects’
security frameworks. For example, we presently host a development version of the
system integrated with our own internal infrastructure as well as a version geared
for another project – MAPPER [17] which uses different computing middleware,
such as QosCosGrid [25],[30] and DEISA resources.

In the future we plan to further extend the security components of the plat-
form, including the ReCeW tool. We aim for better integration with Cloud plat-
forms. As already mentioned, it is possible to access Cloud systems such as
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Amazon EC2 using credentials stored in the Wallet, but our goal is to provide
even better integration, enabling the use of Cloud hosts to host parts of the
platform itself (e.g. Cloud-based version of ReCeW using security-as-a-service
model).
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Abstract. IT security, even if once achieved, is not a permanent state
but rather a process. One of the main factors that impact this process is
the ability to identify security vulnerabilities in the software. Disclosing
such a flaw is usually followed by issuing a patch. However, for main-
tainers of a heterogeneous and compound environment, being up to date
with all necessary fixes, may be an unexpectedly difficult task. Devel-
oping custom software in a grid project introduces another dimension
to this problem. The SARA system for static security control has been
developed to help the administrators with that issue.

Keywords: IT security, attacks, vulnerabilities, security measure, secu-
rity standards, CVE, CPE, CVSS, NVD, SARA.

1 Introduction

Security is considered to be a process rather than a permanent state [1], as
computer systems undergo numerous changes: new software is installed (or new
versions of already used applications), new user accounts are created, etc. Their
environment is inconstant as well – previously unknown methods of network
attacks are invented or disclosed and new software vulnerabilities are found. In
case of distributed and heterogeneous environments, maintaining an appropri-
ate security level is especially significant, since one weak link in the chain may
give unauthorized access to resources and data to an attacker. Dynamic envi-
ronments, like grids, make this task more difficult, as these infrastructures may
change over time. When new clusters or single computational nodes are tem-
porarily attached to the infrastructure, they may not always be consistent with
general security systems or rules applied to the grid.

There are also other fundamental problems to secure such an infrastructure
– like the fact that most of the grid communities use non-proprietary, specific
software. Usually, these are applications like batch systems, grid monitoring soft-
ware, and resource discovery tools. Many of those are created by participants
of research and development (R&D) projects, and are not supported by qual-
ity assurance departments like in the case of large IT vendors. This makes it
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difficult to find and apply a general, automated security system to a grid envi-
ronment. Taking into account the grid’s dynamic nature, this should be a system
for continuous monitoring with respect to individual security of each of the in-
frastructure’s subsystems. Additionally, the monitoring system should make use
of the information about known (publicly disclosed) security vulnerabilities that
may threaten the environment. However, the final difficulty is that security is
hard to be quantified. There are several standards for assessing single vulner-
abilities, but it is an overwhelming task to measure the overall infrastructure
security level, especially with respect to large and distributed networks.

2 State-of-the-Art

2.1 Standards and Repositories

As stated in the previous section, the problem of accurate, formal and consistent
description of the actual security state of an infrastructure is very challenging.
A security report containing such a description, should be appropriately struc-
tured, but easy to understand (also by non-security specialists) and exchange
(e.g. between different organizations within the grid). There are several stan-
dards and repositories that may support this task – usually relatively new or
still under construction – like Common Vulnerabilities and Exposures (CVE
[2]) repository, Common Platform Enumeration (CPE [3]), Common Vulnera-
bility Scoring System(CVSS [4]) or National Vulnerability Database (NVD [5]).
The aims of particular standards can be different, but grouped together, they
provide a consistent way to describe the security of software used in a specific
environment.

CVE – Common Vulnerabilities and Exposures. CVE is one of the most
widely recognized repositories of security vulnerabilities. It is assumed to be
a dictionary of publicly known information about security vulnerabilities and
exposures. CVE’s common identifiers enable data exchange between security
products and provide a baseline index point for evaluating security coverage of
tools and services. A “vulnerability” is here assumed to be a software security
flaw that allows an attacker to gain direct access to the system or network
being attacked, while an “exposure” means a security weakness that results in
revealing sensitive information which might be used for further attacks. Before
a CVE entry is officially confirmed (after being thoroughly investigated and
assessed), it is first categorized as a “candidate”.

CVE provides a broad enumeration of publicly known security weaknesses of
the software produced by worldwide vendors, in an understandable, uniform man-
ner. Currently, there are over 46 thousand entries gathered in the CVE database.
It grows substantially, although the number of security flaws disclosed every year
started to descend – possibly due to increased security awareness amongst the de-
signers and developers of the software. Fig. 1 [6] shows the number of discovered
security flaws in recent years, making it clear that their multitude makes maintain-
ing a desired security level of a complex software set a very hard task.
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Fig. 1. Number of discovered CVE vulnerabilities by year (based on [6])

CPE – Common Platform Enumeration. The information about all ex-
isting vulnerabilities, even if properly structured, is not sufficient for managing
an IT infrastructure. The vulnerabilities must be suitably identified for the soft-
ware actually installed on systems belonging to the infrastructure. Therefore, it
is necessary to have a specification that would facilitate building a consistent,
aggregated description of this software.

CPE provides sufficient means for that purpose, proposing a structured nam-
ing scheme based on the URI (Uniform Resource Identifiers) syntax for known
IT systems and platforms. The CPE specification consists of a formalized format
of names, a language for providing descriptions of complex platforms (CPE Lan-
guage), a method for checking assignments of names to particular systems, and,
finally, a format describing the assignment of text and tests to a CPE name.

A CPE instance is represented by an URI constructed according to the fol-
lowing scheme:

cpe:/{part}:{vendor}:{product}:{version}:{update}:{edition}:{language}

The rules of building a CPE URI are more strict for some components – e.g.
for the “part” name, there are three defined values: “a” for application, “h”
for hardware and “o” for operating system – and less strict for others – like
the “product” component, where the most widespread and recognizable product
name should be used. More details on building CPE names may be found in [7].

CVSS – Common Vulnerability Scoring System. In an IT infrastructure,
there may be a number of security vulnerabilities. As it is not possible to address
all of them simultaneously, they should be prioritized to emphasize those that
involve the greatest threat. CVSS is a platform for describing characteristics of
vulnerabilities and their potential impact on networks/systems. It provides a
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common language for assessing the severity of vulnerabilities that may exist in
an IT infrastructure. CVSS uses three compound metrics (Base, Temporal and
Environmental) and takes into account factors like: access complexity, potential
impact, ease of exploitability, or whether authentication is necessary, etc. The
CVSS metrics are presented in Fig. 2.

Fig. 2. Common Vulnerability Scoring System metrics (source: [8])

The severity of vulnerabilities may be evaluated by assigning 0 to 10 points
for each metric to them. The final score is computed using a chosen algorithm.
In order to facilitate the computations, several CVSS calculators are accessible,
like [9]. They provide a set of drop down lists with values to be assigned (like
“Low”, “Medium”, “High”, etc.) and their additional explanations.

NVD – National Vulnerability Database. The three sets of information
described in the previous paragraphs, can be combined in order to create a
full description of the software security. NVD is a repository provided for the
purpose of vulnerability management. It integrates a general description of the
vulnerability (taken from the CVE database), with list of the affected software
(based on an appropriate CPE entry) and the severity level (assessed with the
help of the CVSS score).

NVD is a product of the National Institute of Standards and Technology
(NIST), Computer Security Division and is sponsored by the Department of
Homeland Security’s National Cyber Security Division. Besides the CVE entries,
it contains over 30 thousand CPE names, almost 200 security checklists, and
about 6 thousand OVAL (Open Vulnerability and Assessment Language) entries.

2.2 Systems and Software

Measuring Security in Static and Dynamic Manner. To measure the
infrastructure security, data concerning the software installed on it must be
gathered and, when necessary, updated. There are two approaches to this oper-
ation: static and dynamic security control. The static approach bases on manual
updates of the database of the software installed on the infrastructure, while the
dynamic approach requires presence of a set of agents (or plug-ins) – tiny client
applications, installed on each system that should be protected. The goal of an
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agent may be e.g. to collect information about the software that is utilized by
the users. In a particular deployment, it may be easier to apply either static or
dynamic approach, but usually a combination of both assures the best results.

Review of Systems for Monitoring and Controlling Security. One of the
most widely known tools for monitoring systems and networks is Nagios [10]. It
is a system for dynamic monitoring, actively developed by a wide community
since 1999. Nagios uses monitoring applications (plugins, agents) that may be
customized to a particular operating system or application, to perform specific
tasks. Nagios plugins are available for different operating systems, including
Windows. The software has become an industry-standard in IT infrastructure
monitoring (for the dynamic approach). Nagios is an Open Source software,
already used in PL-Grid to monitor whether the infrastructure is functioning
properly.

Another tool, closer to the software version controlling approach, is Pakiti
[11]. It is a monitoring tool that controls the patching status of an infrastructure.
Installed on a client host, Pakiti periodically sends a list of installed packages
to the Pakiti Server. The server compares the versions with versions obtained
from package repository OVAL definitions from MITRE (Massachusetts Institute
of Technology Research Establishment). The client is informed which packages
should be upgraded, with emphasis on security updates. The Pakiti software has
been used in many R&D projects, e.g. EGEE. From our point of view it has
two main drawbacks. Firstly, it has been prepared only for Linux distributions
that use package repositories based on rpm (yum) or dpkg (apt). Although this
is not an issue for the PL-Grid infrastructure, we have intended to prepare
more general solution. The second disadvantage (less important comparing to
the previous one) is the need to affect the client installation, though only with
a tiny bash script.

An interesting solution for monitoring of the patching status is the Secunia
Personal Software Inspector [12]. The software is free. After installation it is
able to automatically detect several dozens of popular software installed on the
infrastructure – including operating system, browser, and a particular set of
applications. The scan results are provided in a user-friendly manner, with ad-
ditional suggestions concerning necessary updates. What is more, Secunia PSI
does not merely suggest a newer version – it analyzes whether a newer version
of the software addresses known security vulnerabilities found in the currently
installed version [13]. Although the approach is optimal, the tool is available
only for certain versions of Microsoft Windows. Therefore, it cannot be used for
PL-Grid servers and nodes.

Finally, we analyzed also the Decision Aid Tool (DAT). This comprehensive
tool has been implemented within the INSPIRE (INcreasing Security and Pro-
tection through Infrastructure REsilience) project [14]. The system applies an
ontology-based approach to secure SCADA infrastructures. One of the goals of
the system is to enumerate potential threats on the base of the current set of
resources [15] – e.g. by detecting versions of the installed software packages and
verifying them against the contents of vulnerability repositories, including NVD.
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However, DAT appears too complex to be directly applied, especially as detect-
ing known vulnerabilities based on the software versions is only a small part of
its functionality.

Summary. None of the solutions described above fully meet our needs and ex-
pectations, especially in terms of providing comprehensive security information
with only minimum interference with the working infrastructure. We have in-
tentionally chosen a static approach to controlling and measuring security, as we
prefer an approach where no additional software updates are necessary on the
monitored systems. Obviously, this approach requires additional effort for enter-
ing and maintaining inventory information, but does not require e.g. preparing
new, custom agents for certain operating systems (like those installed on network
hardware: in similar cases, often no custom software may be installed due to li-
censing issues, while security vulnerabilities are also likely to occur there, and
patches for these systems are also issued). Additionally, there are already dy-
namic systems used for security control in PL-Grid, like ACARM [16]; therefore,
a static system would be a suitable complement for them, providing protection
on another level.

For the abovementioned reasons, we proposed a new security system, devel-
oped from scratch. We intend it to be a basis for a comprehensive security toolset
for securing large internal infrastructures (like R&D project deployments, large
organizations using custom software, etc.).

3 Solution – The SARA System

3.1 System Overview

SARA (System for Automated Reporting and Administration) combines infor-
mation on vulnerabilities stored (with the help of the standards mentioned in
previous section) in the National Vulnerability Database.

The system has been implemented as a Web application in the web2py envi-
ronment. Web2py is a Python-based framework for rapid development of Web
applications conforming to the MVC (Model – View – Controller) paradigm.
SARA is deployed on a web2py application server (the solution is currently pro-
vided as web2py environment with SARA integrated into it). The environment
supports built-in access control mechanisms based on the RBAC (Role Based
Access Control) model. Two basic groups of its users have been defined: admin-
istrators and supervisors – who take care of the infrastructure as a whole. The
system uses a PostgreSQL database.

The main system functionalities are:

– downloading information about vulnerabilities and storing them in a local
database,

– automatic updates of the local vulnerability database,
– storing information about the whole infrastructure (including the software

installed on it),
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– performing static security assessments (by combining infrastructure infor-
mation and data taken from NVD),

– generating reports (about required updates and assessments performed) and
sending them to respective responsible people [7].

In its most basic form, SARA works as it may be seen in Fig. 3. Firstly, it down-
loads information about the most recent security vulnerabilities from NVD and
processes it, storing in the local database. This action is repeated periodically
with use of a cron-like solution. The second key source of information required
to assess the security of the infrastructure is a list of the software used within it,
that must be prepared by the administrators (who use CPE names for particular
applications installed on the servers). Having this information, SARA uses the
CPE Language Matching algorithm (that is a part of CPE specification) to build
a security assessment. The algorithm verifies CPE entries for each controlled sys-
tem and compares them with appropriate records from the NVD database. Both
updating the NVD records and the assessment procedure may be configured by
the SARA administrator (a supervisor). When the security assessment is ready,
appropriate reports on the discovered vulnerabilities are generated and sent via
an e-mail to the supervisor (all reports) and to system administrators (reports
concerning their particular servers) [17].

The system consists of four main components: a downloading module, secu-
rity assessment module, report generation module and notification module. In
addition, an inventory interface is necessary – as a static system, SARA re-
quires a certain amount of initial work of an administrator who has to fill the
local database with information on their systems (although it may be decided,

Fig. 3. SARA – the basic algorithm of the SARA functioning
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according to the local security rules, that not all the maintained applications
must be entered into the system). This overhead will be minimized in the future
versions of the system; however, it will never be completely avoided, especially
in environments containing heterogeneous, uncommon or outdated systems. The
SARA system is also an excellent tool for an inventory – it allows to store infor-
mation about physical location and the responsibility of each of the systems. In
contrast to the aforementioned dynamic systems, like Pakiti or Nagios, SARA
works not only for servers, but also for network devices, like routers, switches
and others [7].

Being a static security control system, SARA was not intended to replace,
but rather complement the dynamic security control solutions, thus, realizing
security in depth principle.

3.2 Vulnerability Database Problems and SARA Proxy

The NVD repository is a large XML file (though available also in other formats),
that often suffers from encoding or formatting errors caused by the vendor side.
During the work with the system, a number of unexpected parsing errors were
encountered, which caused SARA not to be able to use the most recent version
of the repository.

To solve this problem, a separate module called “proxy” was provided. Its
main part is an XML validator. Apart from that, the module has the following
functionalities (provided in an automatic or semi-automatic way):

– assuring access for multiple client databases,

– copying vulnerability information between different databases,

– possibility of applying online manual corrections to the XML content in case
of an unexpected error that cannot be handled by the validator,

– distribution of vulnerability information.

The last improvement is especially important, as the main vulnerability database
may be installed either on the client side or in a central location. Therefore, a user
may select an optimal approach, optimizing either storage facilities or network
bandwidth requirements. Fig. 4 shows the idea of the SARA proxy module.

The data transmitted between the proxy module and SARA is no longer sent
in XML format, but via direct database transfer, which improves the information
exchange efficiency. The proxy module is implemented in Python, and uses XML
parsers built into that programming language.

Apart from the NVD repository, SARA is able to use a custom database
(which may be a subset of the NVD file). An important factor related to this
facility is the ability to provide an additional filtering layer that would allow to
extract only entries concerning the installed software components from the whole
NVD content. Avoiding the processing of the whole NVD is another advantage
of SARA that improves the system efficiency.
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Fig. 4. The idea of the proxy module in SARA

4 Results

The current version of SARA was accepted as an optional solution for single
clusters within a national R&D project – PL-Grid. The main assumptions of

Fig. 5. SARA – a list of security vulnerabilities within an infrastructure
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the system and current state of work were presented during Cracow Grid Work-
shop 2010 [7] and the i3 2010 Conference in Wroc�law [17]. A proof-of-concept
system was presented within a workshop for system administrators during the
PL-Grid project meeting in March 2011. The first feedback from potential users
was positive; however, since the application is in its early stage of development,
identification of some drawbacks was unavoidable. Fig. 5 shows a sample screen-
shot of the SARA interface.

Currently, the system is undergoing intensive functional and security tests. In
addition, a list of change requests was gathered internally and from the system
administrators, during the project workshop. On this base new features are im-
plemented – e.g. the possibility of importing CPE names from a text file. The
implemented changes and improvements will be included into initial PL-Grid
deployments in Poznań Supercomputing and Networking Center and Wroc�law
Centre for Networking and Supercomputing.

It should be noted, however, that the current version of SARA is assumed
to be a proof-of-concept tool. The resources that could be assigned to this task
within the PL-Grid project – in the context of all other security tasks mentioned
within this book in [18] – were not sufficient to build a full version of the system.

5 Conclusions and Future Work

The SARA system leverages on a static approach to the problem of correlation
of known security vulnerabilities with the contents of the infrastructure system
configurations. It complements dynamic systems like Nagios or Pakiti, especially
for nodes where agents required by these tools cannot be installed. Other deploy-
ments that are planned, include securing virtual laboratories prepared within the
WLIN project [19], [20] and the Integrated IT Platform for Polish Police.

In future versions of the SARA system, the main issues extending the func-
tionality and usability of the software are planned to be addressed. Currently,
SARA uses public repository of vulnerabilities, but it also offers facilities to at-
tach custom repositories. Therefore, SARA is an ideal solution to support static
security control in research infrastructures and corporate or governmental net-
works (where at least a certain part of software vulnerabilities may not or must
not be disclosed publicly). It is also planned to propose further SARA deploy-
ments together with support for initial populating of the software repositories
and suitable trainings.

To improve usability, it is planned e.g. to apply a CPE Dictionary (a set of the
most popular CPE names) to speed up the process of populating the infrastruc-
ture database and decrease the number of accidental errors. System templates
are also going to be introduced, in order to enable one-click cluster definition. In
the future (long-term plans), the inventory functionality is planned to be further
extended by restructuring the application logic into a set of independent, loosely
coupled services – according to Service Oriented Architecture (SOA) principles.

The changes described above will transform the current version of SARA
into a universal solution that allows to support dynamic monitoring systems
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within heterogeneous networks, minimizing impact of the human factor. The
starting point for such a solution would be the deployment of SARA with sup-
port for initial populating of the repository with the inventory information. The
above would be then supported on a regular basis with security audits of custom
software (e.g. produced within an R&D project, or dedicated for the needs of
a particular user – thus, without publicly available NVD entries) and adding
the information about the discovered vulnerabilities to the repository. Finally,
a board of experts would, independently from penetration testers, assess the
threat level assigned to a particular vulnerability in the context of a specific
environment of the infrastructure. The threat level would also be added to the
repository, thus assuring the future security assessments to be more consistent.

The approach described above could actually be applied to every R&D project,
assuring the necessary protection against network attacks. Advantages of an
infrastructure protected in such a way could be summarized as follows:

– assuring an initial, basic security level (information on software that needs
patching),

– inventory facilities minimizing the opportunity of an accidental error,
– possibility of controlling the software that is developed only within a par-

ticular infrastructure, including specification of a consistent description of a
security vulnerability that does not have to be publicly disclosed;

– support for applying CVSS metrics to determine the severity level of vul-
nerabilities found during internal security reviews of the software, which will
decrease inconsistencies between assessments prepared by different security
teams;

– ability to customize deployment for a particular network or project, by as-
suming only a particular subset of NVD entries (according to the software
used within the infrastructure).

Technically, the final version of SARA will be implemented according to the SOA
paradigm. This will facilitate adjusting the deployment to the needs of a par-
ticular user. SARA should not be then treated merely as software, as the SOA
paradigm assumes that the business facet is the key aspect of using the appli-
cation. This means that SOA may be described not as a technology, but rather
as an approach to using other technologies, adjusted to the current business use
case. Therefore, we intend to create a whole ecosystem in which the software
(SARA with additional modules) is the core, but where there is also a board of
security experts and penetration testers equipped with custom repositories, and,
finally, the users.
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16. Balcerek, B., Szurgot, B., Uchroński, M., Waga, W.: ACARM-ng: Next Generation
Correlation Framework. In: Bubak, M., Szepieniec, T., Wiatr, K. (eds.) PL-Grid
2011. LNCS, vol. 7136, pp. 114–127. Springer, Heidelberg (2012)

17. Rzepka, M.: Monitorowanie bezpieczeństwa z�lożonych infrastruktur
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Abstract. ACARM-ng is an extensible, plug-in-based alert correlation
framework. It introduces abstractions over correlation, reporting, reac-
tion, gathering data from multiple sources and data storage. ACARM-ng
supports real-time reporting, meaning that alerts can be reported while
still being correlated. For an administrator, a Web User Interface is pro-
vided, to present gathered and correlated data in a consistent way. The
system makes use of multi-core architectures and is written in C++.

Keywords: correlation, alerts, IDMEF, framework, IDS, IPS.

1 Introduction

Although computer networks have been ubiquitous for more than a decade, there
is still no ultimate solution to ensure proper security within them. In October
2010 William J. Lynn III, the United States Deputy Secretary of Defense, claimed
that there were more than 100 foreign intelligence organizations trying to hack
into the digital networks that undergird U.S. military operations [3]. After this,
the security of government networks came to the fore once again as a hot topic.

When we speak about security, we usually mean protecting our data against
falling into wrong hands or protecting our infrastructure against exploitation.
The problem is that both of these can remain undetected for a long time. It is
clear that there is a need for a tool that can facilitate, or even make possible,
accurate and rapid detection of intrusion.

There are two major approaches to intrusion detection: anomaly [11] and
misuse [9] detection. While the first is based on statistics and attempts to find
some kind of deviation from what is defined as normal behavior, the second
works by pattern matching and detects strictly defined attack scenarios. As both
of them have their weak and strong points, neither is a perfect solution. What is
common for the two, is that for a large network one can get a number of reports
that cannot be processed in real time. The best solution to this problem is to
use a correlation engine which is able to merge similar events together, as well
as to discard irrelevant data.
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This paper presents ACARM-ng [2] – a real-world implementation of an ex-
tensible framework for alert correlation. Some effects of its operation in net-
work environment at the Wroc�law Center for Networking and Supercomputing
(WCSS) [23] are presented as well.

2 Intrusion Detection

The event correlation problem is widely present throughout the literature [5], [6],
[12]. Apart from theoretical studies, several implementations have been proposed,
different in concept of processing, scope of interest and correlation handling.
Some of them are described in this section.

2.1 Event Correlation

Among numerous Intrusion Detection Systems (IDS) available [17], [20], many do
not perform correlation, but use rules for detection of specific situations instead.
They base on single reports, like incorrect login attempts [20] or appearance of
a specific entry in configuration files [18].

Since intrusion detection is a wide topic, describing all the existing tools and
approaches is beyond the scope of this paper. Therefore, the following subsections
describe only the most important, open-source solutions available.

Prelude Correlator. The first example of a correlation engine described here
is Prelude Correlator [17], which ships with Prelude-Manager [17]. For the sake
of flexibility, Python scripting language is used within it, instead of a one that
needs compilation, like C or C++. Although writing new rules for this tool is
pretty straightforward, the performance that comes with this scripting language
is poor, and its memory footprint can be large.

Prelude-Correlator consists of a set of simple rules of correlation, all launched
upon arrival of a new alert. When a required number of alerts is gathered (usually
5), they are reported as a correlated entry. Such an approach is insufficient for
several reasons. First of all, important alerts that are fewer in number than
the threshold, will not be reported at all. Secondly, the usual case is to have
many similar alerts, which do not tell the administrator anything new. A typical
example is login information, which in our installation appears (tens of) thousand
times a day. Receiving 10k alerts instead of 50k is an improvement, but the
overall benefit is still insufficient.

OSSEC. OSSEC [14] is a “Swiss Army knife” of host-based intrusion detection.
It is able not only to monitor system logs, but also to check files integrity or
to search for rootkits. OSSEC is also capable of taking immediate actions in
response to a predefined malicious activity. What is missing in it, is the possibility
to monitor more than one machine and correlating alerts between networked
computers.
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OSSIM. The most advanced system found by the authors at the time of writ-
ing this paper is OSSIM [15]. It is an open source counterpart of AlienVault’s
commercially available Unified SIEM. It is a complex SIM system, that includes
an event correlation engine and a Web interface for data visualization. A rarely
found feature of the included correlator is recurrent processing. This means that
the effects of the correlation re-enter the system to be processed once more in
case they can become a part of another alert. This can further reduce the number
of events reported to the administrator.

Unfortunately, in spite of OSSIM’s great popularity, it is still poorly docu-
mented. Another disadvantage of the system is that although OSSIM launches
new threads at the start-up, the correlation is done only in a single thread.
This is probably why AlienVault, the company behind OSSIM, describes its
performance only as moderate. OSSIM is also lacking a logger which would save
information about system crashes or its proper operation.

ACARM. A correlation engine that has been widely used at WCSS is ACARM
[1]. It is based on the concept described in [6], which is devoted exclusively to
efficient alert correlation techniques.

ACARM’s alert life-cycle starts when a new alert is collected by an input
module. After being tested against discrimination rules in prefilter, the alert is
processed by a fixed chain of filters. Because a notification can only be sent when
all processing steps are finished, it can take more than ten minutes to notify the
user.

ACARM, in contrast to the aforementioned examples, is written in Java and
has a fixed architecture. It is not possible to add new correlation rules, remove
them or even change the order of processing. Apart from this, ACARM uses a
very inefficient framework for creating network protocols, namely BEEP [19],
which is a huge performance issue. As a result, ACARM was withdrawn in the
WCSS and the project was discontinued.

2.2 Outcome

During the preparatory phase of the PL-Grid project it was decided that there
is a need for a fast correlation engine that would protect the whole grid envi-
ronment against hostilities. After some debates and performance measurements,
three main features that would be required from the new system were suggested,
namely: multi-threaded architecture, native language implementation and native
Prelude protocol. Since ACARM was created without taking those into account,
a new project called ACARM-ng (ACARM – next generation) was launched.

3 Proposed Framework

Having in mind the limitations of the existing solutions, a new framework for
correlation of events has been proposed. This section describes in detail the
architecture of the proposed system.
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3.1 Main Goals

The conceptual foundations of the new architecture were derived mostly from
the experience gained during the development and use of the first version of the
ACARM system, as well as from the evaluation of Prelude-Correlator [17] IDS
at WCSS [23]. They are described in the following sections, along with a ratio-
nale for their importance. Since real-world tests were performed on the “first”
ACARM and Prelude-Correlator, we will focus mostly on these two engines when
explaining particular goals.

Generic Framework. One of the main issues with the “first” ACARM was the
lack of a generic approach towards adding new correlation techniques – there was
no easy way of extending the existing implementation with new algorithms, due
to the system’s closed design. It has been decided to overcome this by designing
the whole system as a framework with correlation methods provided as plug-ins.

Efficiency. During a pilot usage in production environment, both ACARM and
Prelude-Correlator proved to be inefficient in at least some cases.

First of all, ACARM had a bottleneck of the “BEEP” protocol’s throughput
that limited the number of processed alerts to just a few per second. With its
lack of parallelism, after being flooded with thousands of alerts, ACARM could
freeze for hours, especially after a few days’ break. Because of this, we decided
to put more effort on efficiency of the new incarnation of the system, considering
both its design and implementation.

Asynchronous Reporting. Another important goal for ACARM-ng was to
remove the time gap between an alert’s arrival/processing and its reporting.
Both tested systems [1], [17] required an alert to go through the whole path of
correlation before deciding whether it was to be reported, delaying even very
important alerts.

In order to have long time windows for analysis, the correlation must be sep-
arate from the reporting mechanism. To achieve this, reporting must be asyn-
chronous, so that we do not have to wait for the correlation to finish before
reporting the issue.

Surprisingly, though there seems to be a fundamental need for it, this feature
has not been addressed by any Open Source correlation engine known to the
authors [14], [17], except for OSSIM [15].

Flexible Reaction. To provide as much customization as possible, not only the
data processing mechanisms of the system must be flexible, but also its reactions
to alerts and reporting. Depending on the situation and configuration, different
actions may be acceptable – e.g. we can either notify the user or perform a
fully-automated action.

Friendly User’s Interface. The ability to watch the working system and
statistics concerning it, is a must-have to any system administrator. It is worth
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to note that although Prelude-Correlator [17] has a Web User Interface (called
Prewikka – it is an HTTP server with WUI written in Python), the tool is,
unfortunately, slow beyond the bounds of acceptable usability. Some pages take
as long as two minutes to load, and sometimes do not load at all (timeouts). The
system suffers also from stability issues – i.e. server crashes under heavy load.
ACARM-ng comes with a handy Web User Interface, which enables the user to
monitor, not only if the system is fully operational, but also the outcome of the
correlation and the number of incoming events.

Scalability. For a few years it has been observed that single-core performance
does not increase much over time. However, overall performance of the whole
processor is rising because of multi-core architectures. Today, desktop computers
have from 2 to 4 cores in standard, while it is possible to buy a stock CPU with
as many as 12 cores [4] with even more cores expected in the nearest future [22].

As the processing model moves from sequential (single-core) to parallel (multi-
core), some extra design effort must be made in order to utilize the new hard-
ware effectively [22]. In order to achieve good scalability on modern hardware,
ACARM-ng from the beginning was designed as a multi-threaded piece of soft-
ware.

Database Independence. It is common to keep a large amount of data in
databases. There are multiple engines available and some are better suited to a
specific kind of applications than others. Therefore, it is desirable to separate
the data storage method (persistent storage) from its implementation.

Generic Input. The correlation engine, by design, should be able to gather data
(alerts) from different sources. To cover as many different systems as possible,
it has been decided to use Prelude-Manager [17] as an input source, since it
supports many different devices and software packages, and can provide output
in a consistent form.

Nevertheless, the authors of the new architecture decided not to limit imple-
mentation to a single source, and, therefore, to build a powerful plug-in mecha-
nism that allows data to be read from virtually any sensor.

Recursiveness. In order to extract as many relations as possible from a given
data set, recursive data processing is preferred over linear pass-through, as used
in the first ACARM [6]. Recursive processing is fairly common among many
correlation engines [14], [15], however, not all of them use this mechanism [17].

Fault Tolerance. For security-related tools, reliability is a great concern. With
regards to the correlation engine, fault tolerance can be understood as a secure
handling of incorrect data (i.e. range checks, pointer validity, etc.) or recovery
from hard errors like system crash or power loss.

Since incorrect data can usually be dealt with, hardware errors are of greater
importance, and we will focus on them exclusively. When a hardware problem
occurs, its effect is usually killing all the user-space processes unexpectedly. This
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issue has been addressed in ACARM-ng by saving the current state of the system
in a database. After the hardware problem is fixed, ACARM-ng can be re-run
from the point at which it was stopped.

Long Correlation Windows. Making the correlation window short, makes it
impossible to correlate issues that are spread over time, and the attacker is able
to bypass the system by simply waiting for a while before performing certain
steps. Therefore, it is highly desirable to have as long a correlation window as
possible and/or required.

3.2 Architecture Overview

To fulfill the requirements defined in Section 3.1, a parallel queue processing
mechanism has been proposed. The main part of the system is a FIFO queue of
events (meta-alerts in ACARM-ng’s terminology). All other parts of the system
have been logically split into the following categories:

– filters – data processing abstraction,
– triggers – notification and reaction abstraction,
– inputs – data collecting abstraction,
– persistency – data storage abstraction.

Each category has a generic interface so that user-provided implementations can
be loaded as plug-ins. All categories are described shortly in separate subsections.

All data enters the system via the inputs. Every new element is added to the
processing queue and, then, passed to all triggers and running filters, each of
them having a separate thread of execution. Filters may change the processed
elements as well as correlate – to form new ones. The elements that are newly
created and the elements changed by filters are added back to the main queue
to be processed again. This implements recursive processing (see Section 3.1).

At the same time, meta-alerts can also be reported with triggers. This imple-
ments the relation between correlation and reporting – see Section 3.1.

An overview of data processing in ACARM-ng is presented in Fig. 1. Note,
that there are dedicated queues for each thread (filters and triggers), to allow
independent, non-blocking processing.

It should also be noted, that, since reporting and correlation are separate and
independent processes, it is possible (and natural) to use long observing time
windows. While other correlation engines [14], [15], [17] require windows of at
most few minutes, ACARM-ng can use time windows for correlation with dura-
tion of hours, still keeping the administrator up-to-date on what is happening
within the whole system (see Section 3.1).

As seen in Fig. 1, alerts enter the system via inputs and are stored in the
main system’s queue. Each meta-alert entering that queue is sent to every filter
and trigger (or simply, processor) registered in the system. Triggers can react to
events by performing actions, and can interact with outside world. Filters, on
the other hand, process meta-alerts, correlate them, reprioritize them and write
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Fig. 1. Data (i.e. meta-alerts) processing flow overview in ACARM-ng. Alerts are gath-
ered by the inputs and inserted to the main processing queue. From there, events are
distributed to all filters and triggers. Additionally the filters can correlate new events,
that are added back to the queue, while triggers can report them to the external
systems.

new data to them. If there is any change, the alert automatically goes back to
the main processing queue for further analyses by other filters.

The system automatically saves its state after every operation, making it
possible to observe the correlation in the WUI in real time. This also allows
the system to restart from the last-saved point after any hardware, software or
power failure, making it fault tolerant (see Section 3.1).

Filters. A Filter is a generic mechanism for meta-alert processing. Since
ACARM-ng is an alert correlation framework, most of the implementations of
the filter’s interface correlate alerts and meta-alerts based on a defined rule set.

The API of a filter is generic. It uses inheritance for the actual implementa-
tions to be done. The processing call takes the meta-alert to be processed as an
argument and returns a set of changed elements as a result. This allows very
flexible actions to be implemented. Though most of the filter types perform a
“regular” correlation, there are ones designed to do other actions like:

– changing priorities, based on given rules,

– DNS name resolving.

To make the development of new, typical correlation plug-ins even simpler, a
common case when correlation is performed based on a match between meta-
alerts being observed and the incoming ones, has a helper implementation called
“simple strategy”. It wraps the actions of saving meta-alerts for observation for
a given amount of time, pruning old entries, creating new correlated entries and
adding elements to the already correlated ones. For interaction with the user’s
implementation, a callback is used.
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Triggers. Triggers have a similar interface to filters, but they are not allowed
to change meta-alerts, nor to correlate with other ones. Having a given input,
they can only react to it.

The main purpose of triggers is to react to and report on meta-alerts – sample
triggers can send messages via e-mail or instant messengers like Jabber [10] or
Gadu-Gadu [7]. They can also react to reported events by taking any other
action. One of the existing triggers, for example, executes a user-provided binary
or script. This allows easy implementation of user actions, even when the user
has a near-zero knowledge of the ACARM-ng system.

It is also important for the trigger to keep observing which meta-alerts it
has already “triggered”. This prevents continuous reporting of a given meta-
alert after it reaches a predefined threshold (e.g. priority), and something else
is done with it later on (e.g. new alert added). Without this functionality, the
administrators would have been flooded with reports after one of meta-alerts
had reached a defined level of importance.

Each trigger should only observe a meta-alert but not keep ownership of its
shared object. This prevents a situation where meta-alerts are kept in memory
whilst no filter is observing them any longer; when the last filter releases the
meta-alert it should be deallocated, and triggers should remove it from their set
of triggered meta-alerts, if it was originally there.

Triggers are an important feature of ACARM-ng, making it an Intrusion Pre-
vention System (IPS). They provide the user with a powerful mechanism for
automating security management.

Processors. A Processor is a common interface that the trigger (section 3.2)
and the filter implement. It can be observed, that both abstractions have very
similar, top-level behavior. Each takes a new element (meta-alert) to process,
performs some actions on it, and returns the result set consisting of elements
changed and/or newly created.

It should be noted, however, that triggers do not change anything – they are
just meant to perform some action when a defined event is spotted. Taking this
into account we can narrow their implementation down to getting one meta-alert
and returning none.

Inputs. The input provides a generic interface for gathering alerts from external
sources. It does not make any assumptions on the format of input data nor the
channel of arrival. It is up to specific input implementation to translate its input
data to a piece of information compatible with ACARM-ng.

Sample inputs already implemented in ACARM-ng are IDMEF [8] file input
and Prelude-Manager [17] input. The first allows easy integration with other,
non-standard tools, migration and testing; while the second covers all the most
important alert sources that are typically used1.

Input is also an interface that has to be provided with an implementation.
There can be any number of different input instances running at the same time

1 Full list of the sources supported by Prelude-Manager, has many positions and is
available in [17].
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in the system. The interface can be summarized as a call that returns an alert
captured from a given source.

Note, that each input is also run in a separate thread, to avoid blocking the
whole system on the I/O, which is usually much slower than the processing
mechanisms.

At this point, it is worth mentioning, that alert representation in ACARM-
ng is similar to the one proposed by IDMEF [8], but not identical. Internal
representation is limited to fields known to be useful for correlation. This model
may be expanded in the future.

Preprocessor. The experience with using the “first” ACARM in production
environment showed a need for an extra component to filter out insignificant
reports. Such an approach would decrease the amount of data to be processed
by the main part of the system and improve the quality of generated results by
minimizing false positives.

The ACARM-ng framework implements this feature as a processing phase
between input modules and the main system queue. It checks if a given alert
matches some of the defined rules and acts accordingly, rejecting or accepting
the event for further processing.

The preprocessor’s behavior is defined by a configuration file. This configura-
tion consists of default behavior specification (reject or accept) and a sequence
of rules that decide if an alert should be accepted, rejected or passed on to the
next rule. Each rule can be a combination of and, or and not logical operations.
The term is a constant (true/false) or a comparison between some field(s) and
a given value. This set provides the user with full Boolean logic.

The ability to create a sequence of rules, where not every one has to make a
final decision is also very user-friendly, allowing the user to create short, intuitive
rules that can be easily understood.

For example, consider the following sequence of rules:

1. source.ip=“10.0.0.1” ⇒ ACCEPT
2. name contains “something common” ⇒ REJECT
3. ⇒ ACCEPT (default behavior)

The sequence causes the alerts that have the string “something common” in
their name to be rejected, while accepting all the others. The only exception are
alerts that have source IP set to 10.0.0.1, which is always accepted.

An alert’s representation may as well contain collections (for example, a set of
source hosts). To allow this, in preprocessor a special notation has been created.
Whenever a collection is spotted, one can use “*” or “$” syntax, meaning “every
entry” or “at least one entry”, respectively.

Persistency. In order to be database-independent, it was decided to create
an abstraction layer providing interfaces for common persistency-related tasks.
The complete API for this module consists of multiple classes and methods,
and, therefore, will not be presented here in detail – the general ideas will be
described instead.
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Since persistency abstraction provides a generic interface in form of simple
methods, defining how a given call will be handled is a fully implementation-
specific issue. The only real requirement of the provided back-end is the support
for transactions. The actual persistency plug-in can even use regular disk files,
though in practice databases are a more convenient choice.

Using a defined interface, a developer needs not know what persistency type
they will be using, making code simpler, less error-prone and easily maintainable.
Such an approach allows also for transparent change of implementation type –
i.e. changing data storage does not require any recompilation. In fact it is enough
to just change an appropriate configuration entry.

The current implementation provides PostgreSQL [16] back-end support, as
well as the “stub” (no write operations are performed). There are plans of pro-
viding support for SQLite [21] too, since it requires barely no configuration, thus,
making it suitable for smaller or test installations.

Heartbeats. For security-related systems, it is important that there is an easy
way to check if the security tool is running – monitoring/protecting the infras-
tructure. In order to be able to check this, a periodical “heartbeat” signal is
required. As long as the signals arrive on time, the system is considered to be
running. If the system dies, signals are no longer received.

ACARM-ng is a framework composed of many components (plug-ins) working
together. Each of them requires monitoring to ensure they have not died or
been blocked. In order to make the plug-in’s code as simple as possible, sending
heartbeats was added to the basic functionality of the Processor interface. As
long as the user’s code returns a signal to wait for new events, heartbeats are
sent. If the user’s code somehow stops the thread or hangs, heartbeats will no
longer be sent.

Web User Interface. To facilitate the use of the system, a Web User Interface
that gives a brief look at the system’s state, correlation results, etc. is provided. A
good UI should be easy to use and powerful at the same time, and the ACARM-
ng WUI seems to meet these requirements.

The features of the WUI include:

– incoming alerts list,
– heatmap of the most often reported source and destination hosts (Fig. 2),
– correlated meta alerts list,
– alert types (Fig. 3),
– analyzers list (i.e. facilities reporting alerts),
– alert time series.

Using the provided Web User Interface, an administrator can keep an eye on
what the system is currently processing, what the top-most correlation results
are, how often a new alert arrives, and more.

The WUI also improves real-time reporting, since it is just enough to provide
an administrator with basic pieces of information about the reported incident,
along with a link to the page that will display full information on this particular
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Fig. 2. Heatmap depicts the most troublesome host interactions. All hosts are repre-
sented on the map, where each dot represents interaction between two, specific hosts.
The color of the dot represents intensity of the activity.

event. If the administrator decides that the report is relevant, they can follow
the link to learn more about it.

4 Results

ACARM-ng is currently being tested at WCSS [23]. The main purpose of these
tests is to measure the system’s performance and the ability to reduce the number
of alerts in a real-world environment. To achieve these goals, different system
configurations have been tested, and the correlation between (meta-) alerts as
well as the number of reports sent to the administrator have been analyzed.

4.1 Test Environment

The tests were performed on WCSS’ supercomputers, namely: Nova and Super-
Nova [13]. In addition, some of the workstations and local servers were connected
to the monitored infrastructure as well. This made a total of over 700 physical
machines.

Our installation uses XEN-server with two Dual Core 2.6GHz AMD Opteron
285 CPUs. ACARM-ng runs on a XEN-based virtual machine, with 1GB RAM
and three cores assigned.

4.2 Performance

The real-world load of a security system is, on average, one incoming alert every
10s. This load makes ACARM-ng idle nearly all the time in real configuration
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Fig. 3. The alert types figure shows the most frequently seen alert types in a given
period. The alerts are grouped together by their names. Notice the usage of logarithmic
scale, which is required because of the huge differences between the first and the last
entries in the figure – usually there are 2-3 types of reports that make 80-95% of all
reports arriving.

(i.e. feasible and useful). However, performance of different configurations have
been compared. For test purposes, inputs were read from IDMEF files. ACARM-
ng running with no persistent storage and no filters was able to process as many
as 12,000 alerts per second. After turning on all the filters, performance dropped
to 1,100 alerts per second, which is still an outstanding result. Finally, enabling
persistent storage in a database limited the total number of alerts processed per
second to 90, which is still 900 times larger than the number of incoming alerts
at WCSS. This makes ACARM-ng a good solution even for large grids.

4.3 Alert Reduction

As with the performance, alert reduction of ACARM-ng depends heavily on the
configuration. Using longer time windows usually results in much higher corre-
lation rates. For time windows of 2h, as typically used in our test installation,
the correlation of 1k alerts together is not unusual.

After running for six weeks, the system had gathered about 414k alerts. This
makes on average 9k alerts a day. The output set from all filters is 153k events.
From 414k input alerts, 1.5k events were reported, and out of the 1.5k reported,
57 were reported as important, giving, on average, less than two reports per day.
These figures show how ACARM-ng can make an administrator’s work easier.

Table 1 contains the number of output meta-alerts and reports for each fil-
ter, along with average number of alerts merged into one meta-alert. In our
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Table 1. The number of output meta-alerts and reports produced by chosen filters
along with the average number of correlated alerts. The entries are sorted by the
number of meta-alerts created. Notice, that high correlation rate filters make it simple
for an administrator to process all the alerts. On the other hand, “small”, yet accurately
selected and reported alerts make it easier to react on specific situations.

filter name 1000*meta-alerts reports average correlation

one-to-one 54.0 1 6.3

many-to-one 44.4 1 8.0

similarity 17.4 6 23.1

one-to-many 13.3 1 31.1

users’ monitor 12.2 1 20.2

event chain 10.7 0 2.2

same name 1.2 9 355.9

configuration, the “one-to-one” filter produced about 54k meta-alerts consisting
of, on average, 6.3 alerts each. Out of these, only one report was sent to the
administrator.

5 Conclusions and Further Work

In this paper, a novel approach to alert correlation is described. The main goals
and feature-requests are discussed in detail. For each of them, a proper solution
is proposed along with discussion of its advantages and possible drawbacks, if
present. A comparison with other available Open Source tools shows the advan-
tages of the proposed system.

Based on the presented concept, an actual framework has been implemented
[2]; and, to show it at work, sample correlation techniques have been introduced
as well. Unique features of independent reporting and correlating, along with
multi-threaded processing have been proved to work.

Further work mostly involves extending ACARM-ng implementation to in-
clude new correlation techniques. New filters that are planned to be imple-
mented include testing artificial intelligence techniques for correlation and us-
ing topology-based reasoning (i.e. introducing extra knowledge of the network
layout).
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2 Poznań Supercomputing and Networking Center,

Institute of Bioorganic Chemistry of the Polish Academy of Sciences
gerard.frankowski@man.poznan.pl

http://www.pcss.pl

Abstract. The role of security in modern IT systems is continuously
growing. Large infrastructures have to be protected against sophisticated
attacks on organizational, technical and logical levels. Achieving suffi-
cient security level becomes even more difficult for distributed and, of-
ten, heterogeneous environments that involve valuable assets and data –
like grids. The main goal of the work described within this paper is to
provide maximum level of protection against network attackers to the
PL-Grid – Polish National Grid Initiative – infrastructure.

Keywords: IT security, attack, defense-in-depth, procedures, penetra-
tion tests, static analysis, PKI, NGI, NGI PL.

1 Introduction

1.1 IT Security Today

Contemporary IT services are becoming more and more ubiquitous, which
rapidly brings new possibilities for network attackers, due to at least two facts.
Firstly, increasing the number of running services causes the attack vector to
grow too, as every service contains a number of security vulnerabilities. Secondly,
an average user of an IT service cannot be considered an IT expert, especially
a security specialist. Therefore, IT services available for the public must not only
be free from security vulnerabilities to the maximum possible degree, but also
provide embedded security mechanisms that would require no more than gen-
eral consciousness of reasonable behavior on the Internet from their users. This
trend is especially visible in most recent computational models currently recog-
nized by the users, like cloud computing. However, a need for built-in security
mechanisms applies to a more mature – grid – model as well.

M. Bubak, T. Szepieniec, and K. Wiatr (Eds.): PL-Grid 2011, LNCS 7136, pp. 128–141, 2012.
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A number of reports show that all organizations may be prone to network
attacks. For instance, in the United Kingdom, 75% of large organizations suffered
a security incident in 2010, while the average number of incidents was 45 per year,
and the average cost of the worst incident was between £280,000 and £690,000.
The statistics show also that all the numbers have significantly worsened since
2008 [31]. Even within the area where one would expect a reasonable level of
security, significant improvements are necessary – only 21% of Polish e-commerce
sites are secured with SSL certificates. Moreover, the available technologies are
often used inappropriately or insufficiently: 7% of certificates out of these 21%
are invalid or do not realize their expected function [10].

Today, network attackers think in terms of financial gain. They not only try
to find personal or sensitive data that may be stolen and sold, but also are eager
to create botnets and offer them on the black market. A botnet may be used
e.g. for sending spam or DDoS attacks, but its computing power may be sold as
well. For instance, it was estimated, that in January 2007, a 1,000-host botnet
could be bought for $10,000, but in February it was worth only $2,000 [13].

1.2 The PL-Grid Project and Its Potential Security Threats

The infrastructures of R&D projects are becoming an attractive goal for net-
work attackers, especially if they provide powerful computational facilities for
researchers, and PL-Grid may be an example of such.

The basic characteristics of such an infrastructure that may induce security
threats are as follows:

– The project involves a significant number of resources (ca. 15 thousand of
CPUs with 215 TFlops and ca. 2,500 TB of storage space [28]).

– The users of the computational infrastructure store a lot of important or
sensitive data, e.g. results of their research.

– Not all users of the infrastructure are sufficiently security aware, as it cannot
be expected from the researchers to act like IT security experts.

– In order to make access to resources more user-friendly, a set of custom
software tools is being developed within the project. This software does not
undergo analysis of external “white hat” experts, and its vulnerabilities may
be discovered by attackers.

– The infrastructure is distributed and heterogeneous, which makes the task
of maintaining high security level even more difficult and time-consuming.

A successful attack (e.g. stealing and disclosing research data) would not only
have a direct impact on the victims, but also can cause a PR disaster, which could
decrease trust towards PL-Grid and grid infrastructures in general. Therefore,
the problem of an appropriate design and implementation of IT security has
become essential and meaningful since the project proposal stage.
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2 State-of-the-Art

2.1 Addressing Security in Complex Infrastructures

As security is rather a process than a stable state, it, even if once achieved,
requires a security policy to be maintained. A good implementation of a secu-
rity system has to involve two levels: organizational and technical. The first is
not possible to be applied alone (no measures to implement it). The technical
implementation, in turn, without organizational support will merely assure the
desired security level at the application time, but after any changes to the pro-
tected environment (e.g. new vulnerabilities disclosed) new threats may appear.

Therefore, security must be carefully planned and implemented according to
these plans. To protect a large and complex infrastructure, one of the well known
methodologies and models should be applied. According to the best practices of
security testing [16], the protected system should be decomposed into smaller
(functionally separated) pieces, with interactions between them identified. After
that, a selected threat modeling approach should be applied to obtain structured
description of potential security threats. When the whole system is ready, regular
tests should address particular threats identified within it [5].

Usually, three objectives of information security are enumerated: Confiden-
tiality, Integrity and Availability (CIA) [32]. They enable a good understanding
of the issue, but are not sufficient for the threats specification. Therefore, a more
formal approach should be applied. One of the security models worth considering
is the STRIDE model [15], that has been used to assess the concept of National
Data Storage R&D project [1].

The next step in applying security should be risk analysis. Particular security
vulnerabilities may be hardly exploitable – visible only to a trusted user, or the
cost of their mitigation may be enormously high. In such cases, it may be decided
not to address them, but the decision should be made by a management body.
Another model – DREAD [24] may be used to support such tasks.

Each service is built upon compiled and executed source code, which in-
evitably contains bugs. The research shows that a thousand lines of source code
(called KLOC) may contain up to 20-30 bugs [23]. The reason for that is mainly
the level of code complexity, often combined with pressure to deliver fully func-
tional software on time. Achieving better bug coefficients involves costs. It is
estimated that providing an appropriate quality industry software costs about
$5,000 per KLOC, while for the space shuttle management software (1 bug per
250 KLOCs) each KLOC is worth $850,000 [20]. Evaluating the software for the
Common Criteria EAL4 (out of EAL7) may cost between $150,000 and $300,000
and last for between 9 and 24 months [26]. Those approaches are therefore not
applicable in the PL-Grid project.

The hope lies in the fact that the protected systems do not have to be abso-
lutely secure. The attackers are forced to use some resources (e.g. time or money)
to prepare and perform attacks, and these are not unlimited. Thus, in order to
avoid attacks, it is usually enough to make a successful attack consume too
many of the attacker’s resources. When the gain from breaking into the system
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is smaller than the cost of the attack, the system may be considered secure [25].
It may be difficult to precisely calculate those values, but, in general, providing
consistent security measures decreases the probability of an attack.

2.2 Security Tasks in Selected Polish R&D Projects

In this section, handling security issues in several Polish R&D projects will
be shortly described, based on the authors’ experience. Some of the security
solutions implemented in PL-Grid are based on research performed during these
projects.

Clusterix. The primary goal of the Clusterix project was to build a grid-type
environment consistent with local PC clusters placed at geographically indepen-
dent research centers [2]. The project architecture was security-oriented, even
if this approach increased its complexity level and introduced potential bottle-
necks. A significant security challenge was the possibility of dynamically attach-
ing and detaching additional clusters to the basic infrastructure. An adequate
protection was applied automatically just after attaching the cluster, thanks to
suitable procedures that had been defined for that purpose. A separate work
package within the project was devoted to security issues. Security was multi-
layered, but there were no software security assessments nor penetration testing
of the whole infrastructure; and security trainings were not provided.

National Data Storage. The purpose of the National Data Storage (NDS)
project was to provide large secondary storage facilities for education and gov-
ernment in Poland [1]. As in many other R&D projects, limited project scope
caused that security measures could only be applied to some extent. They cov-
ered security assessment of the project assumptions and reviews of custom and
third-party software. Although a separate task was devoted to security issues,
the largest drawback in handling security within the project was the lack of
dedicated security trainings (however, they were partially provided on-demand
during the project meetings).

Security matters have been addressed more thoroughly in the NDS2 project
launched in May 2011. The project has introduced new functionality as well as en-
hanced security and performance stability, comparing to the basic NDS model [8].

3 Solution – Security Center

In order to protect the PL-Grid resources, a complex, top-down approach has
been agreed and accepted, beginning with high-level, organizational and proce-
dural issues. To provide appropriate control over IT security within the project,
a separate work package has been created (WP6 – Infrastructure Security). The
Security Center (SC) for the project, led by Security Coordinator, was estab-
lished. The Security Coordinator is responsible for all security-oriented activities
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(either within WP6 or the cross-activity ones), as well as for communication be-
tween the Center’s members. PL-Grid SC represents Polish grid as NGI PL in
the European Grid Initiative (EGI) project’s security activities.

The Security Center is engaged at every stage of development of the target in-
frastructure. According to the project guidelines, actions performed by SC must
not only be reactive, but also proactive – they should prevent incidents, rather
than just handle them. Therefore, the first goal of the Center was to review
the current security standards, prepare and deploy suitable security policies and
procedures that would be used in further work. A number of documents were
released, containing security requirements and recommendations for administra-
tors and programmers, as well as operational policies, e.g. concerning security
monitoring and assessment. Further tasks of the Security Center involved devel-
opment of a methodology for grid-specific penetration tests, based on well known
security testing approaches. Since keeping a Certificate Authority is the main
part of grid authority management, a separate team was appointed for this pur-
pose, and two Certificate Authorities were assigned – each of them different in
terms of policy strictness and scope.

The tasks of the PL-Grid Security Center are described in respective subsec-
tions below.

3.1 Operational Actions

As mentioned before, IT systems are subject to continuous development and
changes, which leads to treating security as a process rather than a state. There-
fore, there is no such thing as a secure system which does not need any supervi-
sion. For this reason, operational actions are the most common tasks performed
by security teams. Unlike other actions, these tasks have to be performed on
a day-to-day basis. They cover three main aspects: infrastructure monitoring,
patching (or mitigating threats) and dealing with incidents. The first two are
preventive actions, while the latter is a reaction to a certain situation.

Extensive and effective monitoring is the best way to find newly appearing
vulnerabilities in a system before someone is able to exploit them. Yet, if such
a situation occurs, the affected parts of the system can be isolated until they
are properly secured. In most cases, a security patch for vulnerable source code
or configuration already exists, and applying it should be enough. If there is no
patch, the only way of dealing with the threat is its mitigation – i.e. lowering
the chance of exploiting the vulnerability.

PL-Grid is a large project and needs effective tools and processes for moni-
toring its infrastructure. SC uses Pakiti as the main tool for this purpose. Pakiti
allows to search for all known vulnerabilities in every system package of each host
available within the infrastructure. When a vulnerable host is found, a security
officer notifies the administrator responsible for this host, in order to secure the
system as quickly as possible.

As the PL-Grid infrastructure is not isolated from other infrastructures, SC
cooperates with the EGI Computer Security Incident Response Team (EGI
CSIRT) and Polish NREN – the Pionier Computer Emergency Response Team.
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In order to support the security team and grid administrators in identifying
attacks as fast as possible or preventing them, ACARM-ng (the Alert Correla-
tion Assessment and Reaction Module [7]) – was deployed for the infrastructure.
Additionally, the SARA system (System for Automated Reporting and Admin-
istration [14]) is being developed for supporting certain facets of static security
monitoring within PL-Grid.

3.2 Simple CA – Security and Usability

X.509 digital certificates are at the base of grid security. By using them, the users
can confirm their identity, claim and achieve integrity and confidentiality of their
data. Thanks to these certificates, administrators can implement required autho-
rization, accountability and non-repudiation policies. With all their advantages,
digital certificates have at least one major disadvantage – most of the users find
the process of obtaining and using such a certificate a time consuming, inconve-
nient and confusing task. The PL-Grid Simple Certification Authority (Simple
CA) was designed to minimize those disadvantages with as small as possible
security-usability trade-off.

User Verification Procedures. The international organization that coordi-
nates the trust fabric for e-Science grid authentication in Europe, the Middle
East and Africa is EUGridPMA (European Grid Policy Management Authority)
[11]. This organization is a member of the International Grid Trust Federation
(IGTF). Grid Policy Management Authorities (PMAs) are bodies that establish
requirements and best practices for grid identity providers, to enable common
trust domain applicable to authentication of end-entities that access distributed
resources. They coordinate Public Key Infrastructures (PKIs) for use with Grid
authentication middleware.

The IGTF is a body that establishes common policies and guidelines between
its PMA members and that ensures compliance with its Federation Document
[18] among the participating PMAs. All these coordination activities simplify
the usage of PKI in grids, mainly from the relying parties’ point of view (e.g.
infrastructure administrators). The advantage that affects the users is a central-
ized and well-structured information source about relevant certificate authorities.
However, it still requires a lot of effort from a user to learn the policies, require-
ments and process details needed to obtain and maintain a certificate. Typically,
users who want to obtain a certificate, have to request a certificate from their
national or regional issuing authority (Certification Authority) and prove their
identity to the local representative of Registration Authority (RA).

In its guidelines for traditional X.509 PKI CAs [12], EUGridPMA requires
from the users a face-to-face meeting with local representative of an RA and
presenting passport or other ID with a photo. At the same time, one-statement
certificate policies (1SCP) [17] managed by EUGridPMA define two Certificate
Policies with different identity vetting rules: Face to Face and Trusted Third
Party mediated. The latter policy relies on the identity vetting mediated by
a trusted third party (TTP). An adoption of this option results in less restrictive
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policies and procedures for a particular CA and possibility to avoid face-to-face
meetings with every end-user. Still, there is a recommendation that TTP should
be personally known to the RA; and a requirement, that the end user must be
personally known to the TTP. This points another way to build a trust relation
between the end user and the CA – upon a chain of personal contacts.

Currently, the only Polish national certificate authority accredited by EU-
GridPMA is the Polish Grid Certification Authority [29]. In principle, it follows
the 1SCP Identity Vetting: Face to Face and has local representative RAs in 13
cities. This situation discourages some users, especially the ones that come from
cities that do not have an RA.

Simple CA User Verification Procedure. The PL-Grid Simple CA is an
alternative to the Polish Grid Certification Authority. The PL-Grid users are
not able to use certificates signed by PL-Grid Simple CA outside the PL-Grid
infrastructure, but, in return, these certificates can be obtained in a faster and
more convenient way. The identity verification here is based on a PL-Grid user
registration process in the PL-Grid Portal [30].

The Portal is a Web application, which allows users to manage their account
information and certificates, apply for services and to access the grid. The reg-
istration procedure implements identity verification sufficient for granting user
access to the grid services, and membership in the PL-Grid Virtual Organiza-
tion. In general, the procedure relies on checking entries in an external database
of Polish scientists (the OPI database), e-mail messages and telephone calls.

The scenario of a successful registration in the Portal may be summarized as
follows [21]:

1. A user fills in a registration form – name, organization, OPI number and
e-mail address (initial e-mail address) are required. The OPI number is an
identification number in the database of Polish scientists. If the user does
not have his/her own OPI number, he/she can specify the number of his/her
supervisor.

2. The Portal sends an e-mail (to the initial e-mail address) with a confirmation
request.

3. The User confirms his/her request using a unique URL from the message.
4. The Portal Operator verifies the data specified by the user. He/she compares

the data from the registration form and the OPI database.
5. The Portal Operator finds the telephone number to the user’s/supervisor’s

institute and the user’s/supervisor’s email address (registration e-mail ad-
dress). This e-mail address does not have to be the same as the initial e-mail
address.

6. The Portal Operator calls the user’s organization and calls or e-mails his/her
supervisor to confirm the user’s identity and registration e-mail address.

7. The Portal Operator sends an e-mail message to the registration e-mail ad-
dress. This message contains a URL and a four-digit PIN code.

8. The User follows the URL and enters his/her PIN code.
9. The Portal creates a new account.
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3.3 Penetration Testing

Penetration testing is a method of infrastructure testing, conducted from the
point of view of a potential attacker. Thus, the major advantage of penetration
testing is high degree of realism – the tester does what a real attacker would
do. A set of different scenarios may be defined for penetration testing, e.g.:
a user who has no access to the service tries to gain any access (e.g. a standard
user account), or a user with a standard user account attempts to become an
administrator. The biggest disadvantage of this form of testing is a relatively
small number of attack vectors being attempted – as not all the security flaws
are visible from external networks or may be much more difficult to detect from
there. Obviously, such vulnerabilities are much harder to be exploited (or it
may be even impossible) in the “external attacker” scenario, but they are still
vulnerabilities and should be highlighted as such. They may be exploited in
other scenarios or may become exploitable when the environment of the service
changes. It is therefore recommended to complement penetration testing with
other forms of security assessment.

Penetration tests can be divided into two main classes: blackbox and white-
box. The distinction between them is the point of view, from which tests are
performed. Intermediate classes can also be defined, but they are seldom used.

In the blackbox approach, one does not have any information about the tested
system. The tester needs to gather all information about the system by him-
self/herself and then find a way to break in or bypass the security protection.
Such an approach simulates a real case scenario, when an attacker wants to break
into an unknown system. A potential disadvantage of this method is the fact,
that if the tester does not find sufficient information about a potential vulnera-
bility, he/she would not be able to test it – however, it does not mean that the
system is secure. In this case, breaking into the system is not a matter of security
but only finding adequate information. Another disadvantage of this approach is
that, if the tester stops on one protection mechanism, it does not automatically
mean that there are no further vulnerabilities. It only means that he/she could
not reach them at the moment of testing. If someone else bypasses this secure
mechanism, he/she will reach untested parts of the system.

The second approach, called whitebox or security system auditing, does not
have any of the aforementioned blackbox approach disadvantages. In this ap-
proach, all tests are performed with full knowledge of the system. They can be
performed in a variety of ways, e.g. as a full configuration audit or as testing
of all security protection mechanisms listed by a client. During whitebox test-
ing, administrators may disable some security protection mechanisms, allowing
testers to penetrate all parts of the system. Such tests affect all parts of the
system, providing more detailed checking, but require much more resources.

Blackbox. Blackbox security testing of the PL-Grid infrastructure is performed
by the Security Center in two identical turns, according to the following proce-
dure: target identification, information gathering, vulnerability assessment, vul-
nerability verification and reporting.
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In the target identification phase, the tester obtains the address of an orga-
nization’s home page and gathers as much information about its infrastructure
as he/she can. He/she prepares a list of machines from IP neighborhood, with
domain name keywords match or with typical grid services, verifies them with
Whois and sends to the organization for confirmation. After that, a list of target
machines is prepared.

In the information gathering phase, the tester uses passive and active tech-
niques to gather information about each host from the target list. This includes
at least Google hacking and full nmap scan.

In the vulnerability assessment phase, using the information from the previ-
ous phase, the tester searches for known vulnerabilities. This includes at least:
searching through public vulnerability databases, such as CVE (Common Vul-
nerabilities and Exposures) Mitre or BugTraq, scanning machines with OpenVAS
only for the previously determined services and testing the services manually.

In the vulnerability verification phase, the tester checks if the vulnerabilities
that were found are valid. This can be done either by testing the actual machine
or by setting up a sandbox environment and testing the service in it. The latter
approach should be chosen if the vulnerability exploitation may pose any risk
for the target.

In the report phase, the tester prepares a report with a list of vulnerabilities
discovered in the system. The list should contain the following information for
each vulnerability: description, priority of fixing, how it was discovered, whether
it is publicly accessible, how easy it is to discover it, how easy it is to exploit it
and how to fix it. The report is then sent to responsible administrators.

Whitebox. Due to the size of the PL-Grid project, the potential threats caused
by unprivileged access can be very harmful – not only for our infrastructure, but
also for its victims. For this reason, SC has decided to perform whitebox penetra-
tion testing, as a full configuration audit, for the whole infrastructure. Addition-
ally, during such an audit, SC checks whether administrators have implemented
the measures required for securing the infrastructure, which were published in
early 2010 [6].

A full configuration audit for such a large number of machines within the in-
frastructure required a dedicated approach and very good planning. As a starting
point, SC gathered the following requirements for successful whitebox testing:

1. A range of the configuration to be tested needs to be defined.

2. The whole infrastructure is based on GNU/Linux systems, therefore, the
tests should target these platforms.

3. The whole process must be automated as much as possible.

4. Tests will be run periodically to check newly appearing system
configurations.

The first step from the list above was the most important, as the overall quality
of the tests performed depended on it. An insufficiently prepared configuration
check would only be a waste of time and would not improve the system security.
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During the process of preparing the configuration tests, we took into consid-
eration: grid-specific tools and their security, the Center for Internet Security
benchmarks [9], the Information Systems Security Assessment Framework [27],
the Open Source Security Testing Methodology Manual [19] and requirements
for securing PL-Grid systems [6].

Finally, SC decided that the whitebox penetration tests would be performed
in the following stages:

1. The administrators gather configurations from all the hosts within their site
and send them to SC.

2. SC performs analysis of the received materials and prepares detailed reports.
3. Reports are sent to the administrators.
4. The administrators have 30 days to update vulnerable configurations.
5. SC validates whether all configuration updates have been performed

properly.

Steps 1 and 2 are the main parts of whitebox penetration testing, since they
produce lists of vulnerabilities in the configurations. Performing these two steps
consumes over 90% of the time dedicated to the whole task. Step 5 requires
repeating the whole process, but in simpler way. For this reason, SC decided to
implement steps 1 and 2 as a set of scripts.

The scripts for step 1 are prepared so that they require as little time from ad-
ministrators as possible, while gathering as much information as possible about
the tested system. This tool has been prepared in cooperation between SC and
administrators. Scripts created for step 2 check the gathered information, search-
ing for vulnerable configurations.

3.4 Software Deployment Procedures

Software deployment procedures have been created to ensure the quality of the
software available within the PL-Grid infrastructure. Before deployment, the
software packages have to be evaluated as useful for the project and then pass
operational and security validations.

Detailed Description. During the security validation, SC evaluates software
security using blackbox and whitebox approaches (auditing), and prepares a de-
tailed report, which is then sent to Helpdesk. If any of the operational or security
validations is negative, the software will not be deployed. It can be improved and
pass the validation process again, though. Finally, if the validation result is pos-
itive, the software is deployed in the production system. In case of software
updates, the Provider should inform the Operation Center (OC) and provide
updated version of the software package, description of the changes that were
made, and updated version of the documentation. Then, OC and SC validate
the updated version of the software and may approve it for deployment in the
production system or reject it.
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Use of Ticketing System. The whole software deployment procedure is car-
ried out using Helpdesk – a ticketing system based on RT. This approach ensures
effective and secure information flow between the parties, guarantees defined
response time, provides e-mail notifications and reminders and facilitates task
transfer between SC team members. It can also be searched, making the data
for later requests easily available.

3.5 Auditing

A source code review is another way to evaluate the level of security. One can
distinguish here between static and dynamic approach (formal and randomized,
called fuzzing). As stated before, not every security vulnerability may be easily
and rapidly discovered during the penetration tests, therefore, the main advan-
tage of source code testing is a more complete review of the software. The source
code may also contain errors or weaknesses, which are results of insecure pro-
gramming practices and that are not a vulnerability at the moment of testing,
but may cause it in the future – e.g. when new functionality is added. The dis-
advantage of such a control is additional (and significant) effort that must be
exerted for the source code review.

Regarding the software development life cycle, a source code review should
be performed after the implementation is finished, but before the software is
released. This enables developers to implement corrections, if needed. Therefore,
embedding the security review phase in the ticketing system that supports the
software development process, seems an optimal solution.

In PL-Grid, the tests were performed both with source code analyzers, like Find-
bugs for Java-based software packages (e.g. Migrating Desktop), and manually. The
former approach is very fast, but may reliably detect only vulnerabilities with clear
structure. Moreover, the tools may report flaws while the code is actually correct
(“false positives”). Thus, the results of these analyzers must still be manually veri-
fied. On the other hand, a full manual review takes much more time but is extremely
reliable. It allows detecting flaws that will not be recognized by automatic scanners.
Good examples may be flaws that depend on the program logic or functionality,
or those that are associated with handling sensitive data in memory. Source code
reviews were partially complemented by penetration tests of the software under in-
vestigation. In those cases, the penetration tests were conducted before the code
review, or different experts performed the tasks.

4 Results

The code reviews of particular software packages, as well as their penetration
testing, allowed to discover a significant number of security vulnerabilities and
functional remarks. For instance, a report concerning one of the applications
contained descriptions of 58 issues. In other cases, also a number of security
vulnerabilities were detected. Nevertheless, no critical issues were identified –
it was not possible to compromise any of the servers nor applications without
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having a user account, still, a number of moderately critical flaws, especially OS
Command Injection, were reported.

All the discovered issues were successively reported to the developers, which
sped up their resolving. However, for some modules, it was necessary to tem-
porarily withhold the deployment, until the suggested recommendations were
implemented.

Some general recommendations issued after a number of source code reviews
and penetration testing, included: improving data sanitization patterns, opti-
mizing monitoring of versions of external software and libraries used, putting
more emphasis on warnings of the compiler, and using static code analyzers that
may be integrated with the development environment, like Findbugs.

Apart from the software developed in PL-Grid, some third party software was
assessed. This included Liferay Enterprise Portal and Torque Resource Manager.
The Community Edition of the Liferay portal is Open Source and one of its
versions has been applied in PL-Grid to build portal for the users. The research
(both penetration testing and source code review) revealed a number of security
vulnerabilities, partially known to the security experts from their earlier research.
The vulnerabilities were first announced to the vendor, and then disclosed, based
on standard rules [3] [4]. One of the reported flaws allowed to hijack a standard
user account without having any credentials, while an other facilitated elevation
of privileges from a standard user level to administrator rights; therefore, by
combining those scenarios, an attacker could have compromised the whole portal
[22]. In spite of the severity level, the vendor did not address the reported flaws.
However, suitable workarounds were applied to the PL-Grid portal in order to
mitigate the threats. The security analysis of the Torque Resource Manager
code and its behavior revealed that it, too, was prone to two dangerous types of
attacks: buffer overflow and authorization bypass. Both of them were addressed
by authors in successive software versions.

The PL-Grid Simple CA has been in use for over a year now. During this
period, more than a half of the PL-Grid users – 174 out of 250 – have decided to
use certificates signed by PL-Grid Simple CA. We have had no compromised cer-
tificates and only few certificates revoked upon the user request. By simplifying
and integrating the identity vetting rules with the Portal’s registration proce-
dures, the PL-Grid Simple CA made it easier for the PL-Grid users to start with
the grid technology.

5 Conclusions and Future Work

The solutions described in this chapter allow to assure an almost optimal han-
dling of security in the PL-Grid infrastructure, also thanks to the experience
gained by the PL-Grid partners in previous R&D projects. Some minor im-
provements may still be identified, e.g. optimizing the procedures of spreading
the knowledge of certain (not all) security vulnerabilities or elaborating ways
to achieve full consistency of security reports issued by all assessment teams.
Additionally, more security trainings are recommended, optimally starting from
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the very beginning of such a project. However, the available set of procedures
and practices has been absolutely sufficient. So far, PL-Grid has not suffered
from any known IT security attack.

The PL-Grid security model has already been a template for other R&D
projects. It was a basis for the model proposed in the National Data Storage 2
project, which builds also on the findings of the GN3 European R&D project.
Security trainings are considered there a vital part of handling security, but the
crucial organizational part was based on PL-Grid.
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Abstract. This paper is focused on monitoring automation of distri-
buted systems. In the presented research, AI-based approaches to dis-
tributed monitoring related to large distributed systems such as grids,
were explored. In both presented concepts knowledge is used to make de-
cisions regarding management actions, using rules and fuzzy logic. The
first concept is an agent-less rule-based solution, implemented in a high-
level monitoring system called Saude-Net. It allows to define actions for
monitored resources, using a kind of expert system. The second solu-
tion, which exploits agents and fuzzy logic, is realized in a system called
SAMM Compliant Agent. Both presented systems are capable of react-
ing to observed failures and of modifying their knowledge to better fit
possible problems with resources. We also present a short comparison of
the two concepts, and an analysis of their usage.

Keywords: system monitoring, automation, rules, artificial intelligence,
fuzzy logic, fuzzy sets, error reporting.

1 Introduction

Since the PL-Grid infrastructure [1] is meant to be a country-wide compute-
and data-intensive platform, facilitating its administrator’s operations, e.g. due
to the size of infrastructure, is one of the key issues. An installation of this size
can be endangered by malfunctioning of its resources, which needs detection of
their failures and fast reactions (responses) to them.

To accomplish this task it is necessary to provide support for monitoring
and reacting to observed errors. To do this the system administrator is usually
assumed to check any raised alerts and respond on them. It has to be done con-
tinuously. This paper presents two approaches aimed to help administrators in
their daily work. These solutions use knowledge described by rules or fuzzy sets.
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Many existing systems like Autopilot exploit this type of mechanism related to
Artificial Intelligence (AI) which is commonly considered as a very broad re-
search area that focuses on “Making computers think like people” and includes
disciplines such as Neural Networks, Genetic Algorithms, Decision Trees, Frame
Systems and Expert Systems. Fuzzy logic can be also regarded as an AI sup-
porting solution and is used in Multi Criteria Decision Analysis (MCDA) [2].
In the context of resource monitoring/management activities, fuzzy logic may
be used to reply to the following question: “which action is better for the val-
ues of the parameters under measurement (if these parameters are influencing
decision-making, e.g. related to resource management)?”. Both concepts, rules
and fuzzy logic, are used in existing systems as their knowledge engine, not only
in computer science but also in areas such as medicine, process control or finan-
cial service. Fuzzy logic may be used when the designer does not have enough
knowledge to model the whole area. In these types of systems it is possible to
use these sets and possess only a limited amount of information to begin with.

In contrast to fuzzy logic, rules are often used when the designer wants to
model relationships with “IF ... THEN ...”. In these situations it is possible
to describe this by rules which are understandable for humans and machines.
Rules allow to define a sequence of conditions which have to be fulfilled. The
rules need to be well defined and should cover the whole considered area. The
usefulness of expert systems made them very popular in medicine, computer
science, robotics. On the market many expert systems are available, such as
Gideon (used for diagnostics of diseases), CaDet (cancer detection), Thorask
(selection of injured people). Expert systems are also becoming a noticeable tool
for computer science itself.

In this paper we present two concepts which were developed as intelligent soft-
ware which would be able to help the administrator of a large computational infras-
tructure to cope with everyday duties at lower cost. These systems are targeted to
provide automation of system administrator’s functions, e.g. data storage usage,
services accessibility. Both of them try to address the discussed issue using knowl-
edge mechanisms. Based on these two approaches we focus on building a monitoring
tool aimed at handling faulty operations of infrastructure resources.

The rest of the paper is organized as follows: Section 2 gives a brief overview
of some of the existing monitoring tools. Section 3 presents our approach to
the issue of monitoring automation and our solutions implemented in two dif-
ferent monitoring systems. Section 4 presents some details regarding tests which
were performed on both our systems. The last section summarizes the discussed
solutions and shows ideas regarding future work.

2 Related Work

At present there are a lot of monitoring systems for large distributed systems,
both commercial such as Intellipool Network Monitoring, and free such as Zabbix
or Nagios. These applications were designed for different purposes. As mentioned
in [3] “the goal of any monitoring system is to provide a centralized view of the
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monitored resources so that systems administrators can analyze conditions and
prevent or fix problems quickly and efficiently. Generally, a separate system is
set up to host the monitoring system and is placed in a centrally-located point”.
All monitoring systems may be divided into two classes. One of them uses agents
in monitoring, another group uses only commands and protocols. The former,
agent-based approach is used in many of existing systems [4,5] because it allows
to monitor various parameters and does not affect the network load too much.
The latter solution, the agent-less one is used when the agents cannot be installed
due to system restrictions. There exist many facilities which allow to monitor
large distributed systems such as grids.

The first system which is going to be presented is Nagios [6]. It is often used
as a basis for other monitoring facilities, e.g. EGEE Grid Infrastructure Moni-
toring. Nagios provides many plugins which allows for customizing for particular
purposes. It is able to monitor many distributed system parameters, it also can
be easily extended. Nagios monitors the status of host systems and network ser-
vices and notifies the user of problems. The monitoring daemon runs intermittent
checks on hosts and services one specifies using external plugins, which return
status information to Nagios. It provides only a basic set of sensors, but custom
sensors can be developed by using any existing programming language. Nagios
functionality may be extended by many plugins. It is also possible to define sys-
tem commands (scripts or executables) which are run when a host or service
state is changed. This ability is called an “event handler” and it gives Nagios an
ability to e.g. restart services, log event information, enter a trouble ticket into
a helpdesk system. This tool is able to react to failures but its reactions have to
be earlier well defined by the system administrator.

The second interesting system is Zabbix. This tool is similar to Nagios. Like
the previous one this system is designed to monitor various network services. This
solution uses agents to monitor statistics of Unix and Windows hosts. In contrast
to Nagios the Zabbix monitoring tool is much easier to configure and manipulate.
All these functions may be done easily during network monitoring using a simple
and easy-to-use web user interface. It doesn’t require any modifications in its
configuration files like does Nagios in its basic form.

Another tool is Ganglia, which – as described in [7] – is designed to monitor
large infrastructures. It is a scalable distributed monitoring system designed for
high performance computing systems such as large localized clusters and even
widely distributed Grids. It relies on a multicast-based listen/announce protocol
to monitor the state within clusters and uses point-to-point connections among
representative cluster nodes to federate clusters into a Grid and aggregate their
states. Ganglia has the advantages of low per-node overhead, high concurrency
and robustness. This tool is a very good scalable monitoring facility, but like the
previous one this system does not allow to automate the monitoring, nor uses it
knowledge to adjust its work to the observed situations.

A different monitoring solution is Autopilot. It is one of the first systems
which uses knowledge to choose appropriate actions. As described in [8] Autopi-
lot is a novel infrastructure for dynamic performance tuning of heterogeneous
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computational grids based on closed loop control. This software, in contrast to
the above, can take actions which can optimize data centers and distributed
applications.

Another system which allows for automation is Intellipool Network Monitor
[10] which enables to define a set of rules which will be used when an error will
be observed in a monitored network. This system is designed for large enterprise
networks and can monitor distributed systems. It uses predefined actions to
solve observed problems. It also provides functions which are used to alert the
system administrator about reported failures. A next system which allows to
define reactions on failures is Hyperic HQ [11]. It allows to automatically perform
simple system administration tasks to prevent and resolve a broad range of issues
without human intervention.

The above overview shows that there are very few systems such as Autopilot
which are able to make decisions on actions in an adaptive way. Most of the exist-
ing systems are designed only to monitor networks and show visual information to
the system administrator – it is up to the administrator how they are going to tackle
emerging problems. The tools are mostly used to inform about system (resource)
failures. They allow to define simple actions such as service restart as a reaction on
the failures reported, but this is done in form of static definitions. There also exist
other monitoring tools, e.g. QStorMan [9]. This tool enables data-bound monitor-
ing related to the infrastructure workload and users’ activities.

3 Concepts of Our Solution

This section presents two concepts of automation of system monitoring [12]
used: rule-based and semantic-oriented agent-based approaches. These concepts
are implemented by the Saude-Net system [14] and SAMM Compliant Agent
(SAMM-CA) [15], respectively, both of them are meant to react to captured
system failures. Both concepts allow to manage monitored resources to optimize
their work and usage by re-arranging a system configuration which is in the scope
of the system administrator’s responsibility. In this section we present further
details regarding the concepts and relevant systems’ architectures.

3.1 Saude-Net System

The first solution to be presented is an automation system which uses rule-
oriented approach. This system allows to define multiple actions for observed
monitored resources that we call services. This system is on top of external low-
level monitoring facilities. In its current version it uses the Zabbix monitoring
system to provide Saude-Net with data, and to perform appropriate actions
based or this data when necessary. The back-end of the Saude-Net tool Zabbix
was chosen because it is much easier to configure or manage than other tools of
similar functionality. Zabbix is also an agent-based solution. There is no need
to write a complex XML description of a new resource when it is added to
the monitored resources list. Zabbix only requires a single line in the agent
configuration.
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Saude-Net was developed to automate monitoring using rules and actions.
This system is allowed to extend or change predefined actions on-line as well as
redefine rules on-line. These changes do not bring the system to a restart or a
suspend – the user is unaware that the monitoring system has to modify, vali-
date and reload its knowledge. The Saude-Net tool monitores the whole network
using Zabbix as a low-level layer. When a failure is observed in one of moni-
tored resources (host or service), Saude-Net tries to perform some actions. To
accomplish this task it uses its knowledge, which is described by rules. At the
beginning it creates a list of all possible actions for an observed failure. This list
is generated with help of rules. For each action there is an associated preference
value called Preference Value (PV). This value has to be set by the system ad-
ministrator when the action is added to Saude-Net. This value should be from
the interval between 0 and 1. The default value of PV is 0,5 as a center of the
mentioned interval. The PV is used to determine which action is best. Saude-Net
sorts the list of possible actions to choose the best one from all available ones. If
there is only one action on the list it is chosen regardless of the value of PV. In
the worst scenario an action with a value of PV close to zero might be used. The
Saude-Net picks the first action on the list – it is an action with the highest PV
value. In the next step Saude-Net performs a selected action, and after that it
changes the PV value for all the actions which were added to the list including
the action which was executed. This modification consists of increasing each PV
by the Performance Tuning Value (PTV) using the following formula:

PV = oldPV + PTV (1)

After all modifications the list is cleared for a next failure to be handled. PTV
means “preference tuning value” which is dependent on the count of actions
which were considered when an error occurred. This value is calculated according
to the following formula:

PTV = Ns

D ∗ const ∗ Iw
D (2)

where:

– D is the number of instances of any action in the created ranking. It is the
count of elements which occur in the ranking returned by the knowledge
engine.

– Ns is the number of services which are currently modified. They are defined
as services which have to be optimized or repaired.

– Iw is one of the following values: 1 implies a situation when the action wins
and -1 when it does not.

– const is a constant value which equals 1/700. This value was determined for
the monitored infrastructure empirically through a series of tests. For this
value the modification of the PV value was enough to manage actions. This
value may be changed in configuration for different networks. It is dependent
on the monitored system and should be set by the system administrator. The
value 1/700 is the default value for which PTV was large enough to fit actions
to the observed failures.
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The above functions are used to choose the best action. They allow our system
to learn which action is best and which one is worst. This is dependent on the
statistics of the usage and on the history of each action. The preference value
can be also changed by the system administrator when Saude-Net is working.
The PTV formula is dependent on the count of all actions because when the
system is able to choose many actions with similar PV values the modification
should be smaller to avoid big errors.

A system which implements the above idea is designed as a modular tool,
divided into three separate components: Saude-Net GUI, Saude-Net Server and
Saude-Net Local-Monitor. These components are shown in Fig. 1 as layers.

Fig. 1. Layers of modules of Saude-Net system

The first component is designed to allow the administrator to operate on
rules and actions. It is responsible for simple validation and data presentation.
The second module is the main component of the developed system, which is
responsible for validation of rules and actions. It chooses the best action as a
reaction to the failures reported. The last component is responsible for collecting
of monitoring data. This data may be obtained from more than a single Zabbix
monitoring server. This system is also able to exploit other monitoring tools.
In order to do this it is necessary to adapt the implementation of the data
collector to a low-level monitoring facility. Saude-Net is customizable by the
system administrator.

Interactions between the modules as well as the basic architecture of the
Saude-Net system are depicted in Fig. 2.

This system is developed as a tool on top of external low-level systems. It
requires the system administrator to define both rules and actions for the whole
distributed system under monitoring. Each type of monitored resource should
have relevant actions associated with it. Nonetheless it is possible to deploy
default actions which will be good enough for more than one type of resource,
e.g. a function which is able to restart the appropriate resource, or a function
which enables another instance of the monitored service.
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Fig. 2. Architecture of the Saude-Net system

3.2 SAMM Compliant Agent

The SAMM Compliant Agent (SAMM-CA) is the second system that is going to
be presented. SAMM-CA is the solution for automation of system monitoring,
based on semantics and agents. It is an extension to the Semantic-based Auto-
nomic Monitoring and Management (SAMM) monitoring tool [16], which pro-
vides description of monitored resources in a flexible form of ontologies. SAMM
is used as a low-level monitoring tool because it uses ontologies to describe mon-
itored resources. It also allows to provide many statistics of system resources
like CPU usage. SAMM exploits methods for reasoning using ontologies and
data mining [13], which will be helpful for intelligent agents. SAMM-CA im-
plements an agent-based approach for the automation of system management.
The agent uses predefined actions and knowledge. Unlike Saude-Net, SAMM-
CA uses knowledge described using fuzzy logic. This approach goes beyond the
static nature of Saude-Net. The actions supported by SAMM-CA are associated
with fuzzy sets. It allows to evaluate the purposefulness of actions described in
terms of membership function with a few function types, like Gauss function or
trapezoidal function. The use of fuzzy logic does not require to know the whole
system model. It also allows to manage dynamically the borders of the member-
ship function. Each set describes a single action. An action may be described
by many sets. The measured parameters are used to define which action can be
used for the observed failure. The agent allows to define the ranges of sets for
which the associated action cannot be used. These sets are depicted in Fig. 3.

The borders of each fuzzy set are determined by the following set of formulas.
For the left border there are:

y = ax + b
a = 1(x1 − x0)
b = (−x0)/(x1 − x0)

(3)

The value x0 describes the point where the set is starting with a value equal to 0
and the x1 point defines the first point where the set possesses the
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Fig. 3. Representation of fuzzy sets for actions in SAMM-CA

maximum value, which equals 1. For the right border the formulas are simi-
lar to the previous ones:

y = cx + d
c = −1(x4 − x3)
d = x3/(x4 − x3)

(4)

The above formulas are used to determine the borders of these sets. The borders
are modified while SAMM-CA works, whenever an action is performed. If this
action ends with a positive result in the monitored system, the ranges of the
set which describes that action may be extended. Otherwise this set may be
reduced. Due to this fact the width of the range of the monitored parameter
may be changed to fit the observed failures better.

The concept of SAMM-CA was to develop a solution which will enable re-
sources management, especially decision-making, as close to the resource as pos-
sible. The developed agents possess their own knowledge. They are also allowed
to exchange their knowledge and obtained information. The behavior of the
agents is defined by associated modes. These modes are meant to enable the
agents to send information about the failures observed, obtain information, and
exchange their knowledge (see Table 1).

Table 1. Functions associated with agent modes

Mode Functionality
Possess History Learn Exchange information

1 No No No

2 Yes No No

3 Yes Yes No

4 Yes Yes Yes

5 Yes No Yes

The global solution to the issue of the way SAMM-CA realizes its monitoring
tasks is to optimize agents’ knowledge by dividing it to separate entities. Each
one of them learns separately but is connected with others, communicates with
them and exchanges parts of knowledge. In some situations when one agent
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is unable to resolve the observed problem it has to cooperate with others to
respond. All agents can have an effect on the observed environment.

Fig. 4 depicting the main modules of SAMM-CA presents connections between
modules and actions which are performed on these connections.

Fig. 4. Architecture of SAMM Compliant Agent

As mentioned before, each agent is able to perform its independent actions.
One of the goals of this system is to provide a sufficient number of agents-
experts to cover the whole scope of resources monitoring/management for a
given infrastructure, each agent being an expert in a narrow area. The agents
are assumed to exchange their knowledge and problems to be solved whenever
necessary.

The agent-based solution presented in this paper is aimed at performing in-
dependent actions which are currently based on statistics and historical data.
Each action is associated with a history of its usage. When a failure is observed
in a monitored resource, SAMM-CA tries to use these actions whose fuzzy sets
include the most recent value of the monitored parameter. The actions which
are used most often may have larger widths of their fuzzy sets. These actions are
more suitable for a wider scope of measured parameters and may be used when
it is possible. When a value from within a wider range is observed, a relevant
action can be performed and should be good according to the current knowledge
of the agent.

The ranges of sets are closely related to the history of actions usage and they
may be modified after each action execution.

Due to this fact these actions will be better suited for the observed problems
– the sets are modified to better indicate, in which situations and for what value
of the monitored parameter, the action may be performed.
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3.3 Comparison of Presented Solutions

Table 2 presents a short comparison of both presented approaches, limited to
the most important features.

Table 2. Comparison of the approaches implemented in Saude-Net and SAMM-CA

No. Saude-Net SAMM-CA

1 agent-less solution agent-based solution

2 using rules engine using fuzzy logic

3 centralized point of knowledge knowledge distributed into separate
agents

4 static expert system which requires ad-
ministrator to describe all possible ac-
tions

dynamic knowledge, an agent is able to
modify its knowledge and to add new
fuzzy sets which will describe possible
actions

5 actions have to be designed for the
whole monitored system

actions may be defined individually for
the separate areas of the monitored sys-
tems

6 developed for medium size systems designed for all sizes of distributed sys-
tems

7 increase in the number of resources
leads to modification in the central
knowledge base

increase in the number of monitored re-
sources implies modification of agents’
knowledge or a need to start another
agent for these resources

Both presented solutions were developed to automate monitoring of distributed
systems such as grids. They were preliminarily tested on the PL-Grid test in-
frastructure. In the future it will be possible to run these solutions on grids for
monitoring data storage. The SAMM-CA will be able to monitor a distributed
data storage oriented infrastructure.

4 Evaluation Results

Both solutions presented above have their pros and cons. The first one, which is
Saude-Net, may prefer only one action. In some cases it may be dangerous since
there is a chance that a single action will be used all the time. Due to this fact,
the monitored system might be unable to cope with some failures. It is caused
by the lack of feedback from the monitored system.

The tests presented in this section were performed on a small infrastructure
which contains only four hosts with LAN interfaces. On each host with Unix
there was installed an Apache Server. This test infrastructure contains also one
router and a switch. All four hosts were deployed in the same subnet. In all the
tests this infrastructure was treated as one distributed system.

The behavior of the Saude-Net system through a sequence of failures is pre-
sented in Fig. 5.
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Fig. 5. Preference value course for three independent actions

The probability value in the chart shown in Fig. 5 defines which action is more
suitable for the monitored resource. This chart represents available actions as a
function of time for the monitored resource, which was the Apache Server, run
on one of the experimental hosts. For this resource three possible actions were
defined:

– Action 1 – server restarts on the same host.
– Action 2 – server starts on the alternative host.
– Action 3 – server is suspended for two minutes and after that this action has

to restart the server on the same host.

All the actions were defined as Unix shell scripts. During the run of the system
the preference values were changed due to the failures of two other servers for
which the system administrator has defined only two of the above actions as
available. During the test the preference values of all three actions were changed.
On the presented chart the PV values of each action for Apache Server are shown.
The system tried to manage its actions. It changed their preference values after
it had tried to resolve each error notification. In the presented solution, action 2
is considered the worst one. Our system should use other actions but when there
are no other choices it has to choose action 1. Saude-Net is able to cope with the
actual situation because it not only uses the actions with the highest preference
value but it can perform actions which are described as the worst ones if they
are the only choice.

The second approach presented in this paper is SAMM-CA. Using this so-
lution it is possible to perform one of the available actions and to fit them to
the problem observed. In its current version it is able to exchange statistical
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information about the observed failures and knowledge. When comparing these
two solutions it might be noted that the first one, Saude-Net, uses rules which
determine possible actions for each resource. This solution is not apparently as
dynamic as SAMM-CA, which uses fuzzy sets. It allows to match a better action
with a failure at a lower cost. Another difference is partially related to the sys-
tem architecture: while Saude-Net uses the external monitoring tools to obtain
data transmitted to a central point, which is a Saude-Net server, SAMM-CA is
able to monitor resources by itself and to decide on actions locally. Saude-Net
responses are slower than those performed by SAMM-CA, mostly due to com-
munication costs. SAMM-CA uses local actions so they may be better suited for
the monitored resources. These actions may be personalized for these resources
like in Saude-Net, but in this case the system administrator is able to provide
different actions for each agent. The second solution, SAMM-CA, was tested in
the monitoring environment as well. These tests were dependent on the mode
of each agent. In mode 1 the agents behave like a static expert system. When
they are run in a different mode they are able to learn and communicate. During
tests SAMM-CA was able to react on Apache Server failures like the Saude-Net
system but its reactions were better suited when the borders of sets were fuzzy
shaped. When the function which describes sets was more similar to a rectangle,
the agent behaved like Saude-Net or any other rules-based expert system. The
results collected from the agents are shown in Fig. 6.

This chart presents the test results where the x axis presents the count of
the tested data to all data and the y axis shows the percentage of the correctly
classified actions. This chart presents two tests. Each one was started with basic

Fig. 6. Percentage of right classification of actions as a function of the size of the
learning set with respect to the whole data set used for tests. The results for two
independent tests are involved.
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knowledge (the same for both of them). The results evidence that the developed
system is able to learn and fit to the observed failures.

5 Conclusions and Future Work

The approaches presented in this paper were aimed at creating a solution for
automation of system monitoring, i.e. decision-making what action should be
taken to cope with a failure of a resource. The first solution is a rule based
approach implemented in the Saude-Net system built on top-level of existing low-
level monitoring systems, e.g. Zabbix. The second solution is a fuzzy logic-based
approach called SAMM-CA. It uses agents to manage resources in a decentralized
manner. It is implemented as an extension to the SAMM monitoring tool. In the
Saude-Net system we introduced a rule-based knowledge engine. This facility is
aimed to be used in the systems where the administrator can define multiple
rules for each monitored resource under consideration. This tool is designed to
learn which solution is the best for the observed situation, based on the concept
of so called preference value. This system has a few drawbacks which may make
it a little bit unstable due to the fact that the point of knowledge is central. The
Saude-Net approach is an agent-less solution. There is a central point where data
from external monitoring tools are first analyzed and afterwards this system can
choose an action best suited to the observed failure.

The second approach is an agent-based solution implemented in SAMM Com-
pliant Agent, SAMM-CA. Like the previous one, it extends another monitoring
tool, specifically, the SAMM monitoring system which uses ontologies to repre-
sent knowledge on monitored resources. Unlike Saude-Net, which only uses rules,
this system exploits the agent-based approach and fuzzy sets which are more
flexible and should be more suitable for monitoring automation. This approach
is not assumed to possess a centralized knowledge engine. Instead, it features
distributed nature of its knowledge which allows to create a set of independent
decision makers.

The SAMM-CA tool is able to better fit the monitored resources. It decides on
actions locally so it is safer because it does not have to send an action description
through the network. The Saude-Net system stores the whole knowledge in one
central point. In large distributed systems this tool responds to captured failures
rather slowly. In contrast to Saude-Net, the second presented solution is able to
react much faster because its knowledge is distributed and is closer to resources.
This allows to manage fragments of a system by one agent only.

To summarize the above, the SAMM Compliant Agent is a more suitable
solution for the automation of monitoring of large grid infrastructures such PL-
Grid: it uses fuzzy sets which underly a more flexible mechanism than rules, thus
allowing for better action matching. On the other hand, the Saude-Net system
is quite sufficient for the automation of infrastructure parts monitoring, where
the communication costs can be outweighed by efficient event handling.

In the future the functionality of SAMM-CA is going to be extended. The
system will be able to learn only one domain of the network resources. Another
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modification – which will be implemented – is related to the agents: they will
be able to exchange descriptions of the observed failures. This solution should
make these agents more flexible. Each agent shall be a kind of expert system.
Also in SAMM-CA an ability to manage its agents will be implemented. The
system administrator will be able to choose which agent will be responsible for
what kind of resources. For example it will be possible to configure one agent to
monitor only storage devices and another agent to monitor only computational
units or servers. The agents will be able to react only to a selected set of failures.
If one agent will be unable to resolve an observed problem, it will delegate the
problem to another agent.
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Abstract. In this paper, we present a toolkit named FiVO/QStorMan
for supporting data-intensive applications in distributed environments
with storage-related Quality of Service provisioning. Main features of the
toolkit are: explicit definition of non-functional requirements regarding
storage resources, usage of semantic descriptions of the available storage
infrastructure and active monitoring data concerning the infrastructure
workload and users operations. In particular, we describe user interfaces
of the toolkit along with descriptions of main parts of the toolkit. In
addition, the paper describes results of the performed experimental eval-
uation of the toolkit which confirm the effectiveness of the proposed
approach for the storage-related QoS provisioning.

Keywords: storage management, SLA, QoS requirements, Virtual Or-
ganization, ontology.

1 Introduction

The concept of Virtual Organization has been already around for several years,
ever since the vision of the Grid computing paradigm was sketched in [1]. How-
ever, over the years this concept was significantly reduced to simple management
of user credentials which often was sufficient for scientific applications; where
communities of users tended to trust each other. As Grid and Cloud comput-
ing infrastructures are becoming applied to commercial scenarios the need for
more mature approach to Virtual Organization concept is necessary. This fact
was also identified in a recent report [2], where issues, such as security, policies,
contracts, monitoring of Service Level Agreement (SLA), VO requirements, and
introduction or adoption of proper standards, are discussed.

One of the solutions addressing this problem is the FiVO framework (Frame-
work for Intelligent Virtual Organizations) [3]. This framework consists of sev-
eral components, which, among other things, allow users to include publication
of metadata about organizations resources and capabilities, discover partners
for creating Virtual Organizations, invite partners to join VO, negotiate VO
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contracts in a distributed manner (including specification of security and SLA
related statements), automatically configure security and monitoring compo-
nents of the Grid infrastructure as well as to enforce contracts during the VO
operation. Apart from some specific frameworks which address particular issues
[4,5], the FiVO framework aims at comprehensive support of various aspects of
grids usage.

In this paper, we present an extended version of the FiVO framework with
ability to manage and monitor SLA rules, with focus on Grid based applications
that heavily exploit storage resources. All this and more was combined to form
a toolkit named QStorMan from Quality-based Storage Management.

The rest of the paper is organized as follows. In Section 2, we describe the most
important features of data-intensive scientific applications. Then, in Section 3,
we discuss a number of existing solutions related to optimization of data access
time, ensurance of QoS, and SLA management. In Section 4, we describe the
main goals of the QStorMan toolkit, supported use cases, user interface and
implementation details. Next, in Section 6 we present an experiment evaluation
of the presented toolkit. The paper is concluded in Section 7 along with planned
future research.

2 Data-Intensive Applications

Generally the term data-intensive applications conforms to applications which
perform many I/O operations; including both commercial/enterprise transaction
systems, which execute many short I/O operations, as well as heavy scientific
applications, which perform small number of long-lasting I/O operations. Since
the FiVO/QStorMan toolkit constitutes a grid middleware extension, its design
is oriented on heavy data-intensive grid applications, rather than on transaction
systems. Data-intensive scientific applications are usually associated with exe-
cution of computations on large data sets (e.g. medical data or data provided
by sensor networks) or large data structures (e.g. trees or arrays).

The algorithm executed by such applications relies on reading portions of data,
processing it, and dumping computations results. Obviously, some applications
perform mostly write or read operations, in that case they respectively require
high data transfer rates during output or input operations. If the amount of
transferred data is so large that its loading/saving time has significant impact
on the whole application execution time, then the application can be considered
a data-intensive one. A special type of data-intensive applications constitute the
out-of-core applications [6], [7] which operate on very large data structures such
as trees or arrays. Data structures processed by that kind of applications are
so large, that it is impossible to load them wholly into the operating memory.
In order to cope with their processing they are only loaded partially into the
memory, while the rest of the data remains on storage devices.

Large data structures can be processed by the out-of-core applications in
two ways. The first relies on explicit loading of subsequent parts of a struc-
ture into the system’s memory from an input file. The second does not require
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explicit part-by-part loading of a structure, instead it assumes that the struc-
ture is wholly loaded into the memory. Partial loading of the data structure in
that case is accomplished implicitly by the operating system virtual memory
mechanisms. Naturally, provisioning of storage resources with QoS requirements
for that kind of out-of-core applications is much more difficult due to inherited
unpredictability of the operating systems’ virtual memory mechanisms.

3 Related Work

The related research studies presented further are focused on two main fields:

1. data access time optimization for distributed data-intensive applications,
2. QoS support for data storage systems.

When it comes to the data access optimization, some studies refer to the per-
formance of data access of MPI applications. In [8] a method for increasing the
efficiency of data access for collective I/O for MPI applications using Lustre is
proposed. The idea relies on using subfiles which are stripped to a few disks only.
The subfiles are joined as a single file using the Lustre file joining mechanism. The
experiments show significant improvements for collective write operations. In [9]
the performance and scalability problems of MPI-IO with Lustre are addressed.
The authors proposed a software library, called Y-lib, which optimizes data ac-
cess by redistributing the data. The data distribution in the studies mentioned
above is done without monitoring of the current state of storage resources.

As for the second field, QoS issues, being critical for many storage systems,
have been widely studied. In [10] a framework based on pNFS is proposed for sup-
porting storage QoS in Grid environments. Three additional modules enhancing
the pNFS have been defined – QoS broker, economic module and storage system
monitor. An implementation for Linux is announced. In [11] the replica place-
ment problem in grid environments for achieving QoS is studied. Two heuristic
algorithms for approximating the optimal solution have been proposed. In [12] a
performance interface is proposed enabling efficient QoS support for storage sys-
tems. The interface, which represents a reference storage system, delivers data
for a given I/O workload with performance not worse than that of the real refer-
enced storage system. The implementation of the interface is based on a machine
learning model. The presented papers propose solutions for selected storage sys-
tems narrowing the usability range to these storage systems. In contrast, the
approach presented in this paper is a general one as it takes into account various
heterogeneous storage devices and systems. Additionally, we use semantic tech-
nologies for defining QoS metrics what makes our approach independent from
storage resources.

4 QStorMan Toolkit

The QStorMan toolkit constitutes a set of tools providing QoS for data-intensive
applications in Grid environments. As input, QStorMan accepts non-functional
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requirements for storage resources. The requirements can be defined for the fol-
lowing classes: Virtual Organizations, users, and applications. As a VO contains
a number of users, each user “inherits” all the requirements defined for his/her
VO automatically. A similar rule applies to a user and his/her applications. Ob-
viously, additional requirements can be defined for a user which will override the
requirements of the VO.

If Grid applications perform on worker nodes then QStorMan responds to the
following requests:

– finding a worker node, for an application dispatching, with access to storage
resources which meet basic requirements of a data-intensive application, e.g.
storage capacity,

– finding a storage resource accessible from a certain worker node where data
produced by an application should be placed during its execution based on
non-functional requirements and current workload on the resources.

The decision of selection either a worker node or a storage resource is made based
on a storage environment description and information received from a monitoring
system dedicated for storage resources. The environment description contains
rarely updated information, e.g. storage resource capacity, while the monitoring
system provides information about dynamic parameters of storage resources,
e.g. current read/write transfer rate. QStorMan provides a “best-effort” type of
service since there is no guarantee that the defined non-functional requirements
will be met by the selected storage resources.

The QStorMan toolkit consists of a number of components, some of them
are directly used by the user or user applications while others reside on the
server side. From the end user’s point of view, the QStorMan toolkit provides
a web interface for storing non-functional requirements and two programming
libraries for supporting data-intensive applications. By interacting with these two
components, the end user can influence distribution of their data by specifying
QoS high-level requirements only.

4.1 QStorMan Supported Use Cases

The QStorman toolkit supports a set of use cases which depend on the possibility
of source code manipulation of a Grid application:

– The most basic use case supported by the QStorMan toolkit includes selec-
tion of a worker node where a Grid job should be dispatched depending on
non-functional requirements of the application regarding storage resources.
The user’s requirements are provided through the QStorMan WebFace and
the toolkit returns information about the most suitable worker node in form
of a part of the Job Description Language (JDL) file. The returned part of
the JDL file can be easily merged with the rest of the job description file
and sent to a Grid batch system. No other changes in the job description
file of the application are required. This use can be also easily integrated
with some grid middlewares which support management of jobs dispatching
[13,14].



A Toolkit for Storage QoS Provisioning for Data-Intensive Applications 161

– The second use case conforms to selection of a storage resource within a
single supercomputing center, based on local information. In this scenario,
the QStorMan toolkit intercepts all requests to the underlying cluster file
system and decides where the produced data should be put. This is achieved
by a technique called library pre-loading. By using this technique, we can
support applications whose source code can not be modified, most notably,
all the legacy applications. The storage resource selection process is based
on requirements stored by users in an ontological knowledge base through
the QStorMan WebFace. The requirements relate to a concrete application,
every application of a concrete user or to every application of every user who
is a member of a concrete Virtual Organization.

– The last use case supports development of new applications. By using a
dedicated programming library, a grid application developer can provide re-
quirements for each new file created by the application explicitly in its source
code. It is also possible to assign different requirements to different files.
Nonetheless, this way of the QStorMan toolkit usage requires applications
source code modification, thus its application area is tightly constrained.

The first use case concerns the scheduling phase of an application. The user
can imply this process by finding the most suitable worker node based on given
requirements. The last two use cases concern application runtime during which
a storage resource is selected based on non-functional requirements. Thus, the
first use case can occur with one of the last two, i.e. the user first decides to
which worker node the application should be dispatched and then QStorMan
decides to which storage resources the data generated by the application should
be put.

4.2 Toolkit User Interfaces

QStorMan provides two types of user interfaces: a web-based graphical user
interface for Grid end-users who execute data-intensive applications on the Grid
and an Application Programming Interface (API) for Grid application developers
who create new data-intensive applications.

The QStorMan WebFace – the first user interface – is a portlet which can
be embedded in a web portal, e.g. the PL-Grid portal, as a separate element
along with other portlets. By using the QStorMan WebFace, a user can find
the most suitable worker node for an application based on given requirements.
The second functionality provided by the QStorMan WebFace is management
of non-functional requirements for users applications, i.e. a user can register an
application and requirements for it. A screenshot of the QStorMan WebFace is
presented in Fig. 1.

At the top of the figure we can see the form which is used for providing QoS
requirements. The requirements are then used for searching for an appropriate
worker node, according to the specified requirements. After the form submission,
the QStorMan WebFace returns a part the JDL file which has to be attached
to the submitted job. Below the initial form, non-functional requirements can
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Fig. 1. The QStorMan WebFace

be defined, either at the user level, i.e. these requirements concern all the user
applications, or for a specific application.

While the QStorMan WebFace provides a graphical user interface, the Stor-
age Element Selection (SES) libraries equip user with an API for new software
development as well as for existing applications adaptation without introducing
any code modifications. In the first case, a developer uses the API for creating
files within the distributed file system based on a specified set of non-functional
requirements regarding storage resources. The requirements are encapsulated in
an instance of the StoragePolicy class.

In the latter case, i.e. supporting a legacy application, QStorMan provides a
system library which intercepts all the IO requests coming from the application
to a distributed file system automatically. During the interception, the library
communicates with the rest of the QStorMan toolkit to select the most suitable
storage resource at the given moment based on non-functional requirements as-
signed to the application.

5 Implementation

An overview of the QStorMan architecture is depicted in Fig. 2. A set of non-
functional requirements must be given as a framework input. The user interacts
with the QStorMan toolkit either via the QStorMan WebFace or SES libraries.
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Fig. 2. The architecture of the QStorMan toolkit

The requirements of users application are sent to the SES service, which – ac-
cording to the requirements, the information from monitoring service (SMED),
and knowledge base (GOM) subsystems – finds the most appropriate storage
resource.

The QStorMan toolkit has been implemented using modern technologies and
open standards. It follows the SOA paradigm principles in order to provide its
functionality with a number of loosely coupled services, each of which is ex-
changeable as long as it possesses a necessary interface. The following subsec-
tion provides information about internal implementation of each element of the
QStorMan toolkit.

5.1 Semantic Descriptions

All information about storage resources and user requirements is stored in an
ontological knowledge base for further use. The knowledge base component is
called GOM (Grid Organizational Memory) [15] and it constitutes a distributed
semantic knowledge base, supporting evolution and queries concerning seman-
tic information stored in the Web Ontology Language (OWL). GOM provides
a standard Web Service interface for querying the underlying knowledge using
the SPARQL language and updating the knowledge through a custom protocol.
The knowledge evolution is fully supported by both fine grained as well as coarse
grained modifications of the ontologies. Additionally, GOM has been integrated
with the X2R tool [16] which supports dynamic import of knowledge from re-
lational databases, LDAP repositories or XML data sources into a predefined
OWL ontology, based on custom mappings.
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The QStorMan toolkit exploits semantic descriptions to integrate different
components with a single, shared data model. By using ontologies stored in the
GOM knowledge base, each of the QStorMan toolkit subsystem uses the same
set of concepts with a defined meaning. In ontologies, the QStorMan toolkit
stores information about available storage resources and defined non-functional
requirements for different subjects, i.e. VOs, users or applications.

Definition of different storage resources, available in a distributed environ-
ment, are described in a single ontology named Storage.owl. It contains types
of storage resources along with their specific features. The ontology is based
on the previously created ontology within the OntoStor project [17] and it is
compatible with the C2SM model [18]. Each type of storage resource has a
number of attributes attached, which are represented by the Attribute class.
Each attribute represents a measurable quality parameter of the resource, e.g.
averageWriteTransferRate or freeCapacity. The ontology divides storage re-
sources into two groups: physical and virtual storage resources. Physical re-
sources represent hardware devices dedicated to store data, e.g. hard drives or
disk arrays. Such devices are often accessible via a standard file system. However,
if there is a need to provide users with a coherent view of storage parameters,
for example global storage capacity, one can aggregate several physically dis-
tributed hardware devices into a single system. To describe such a concept, a
virtual storage resource has been introduced. This class encompasses e.g. dis-
tributed file systems which can consist of several physical devices. An example
of such a resource is a concept of a pool in the Lustre file system [19] which
simply describes a set of disks.

The second ontology defines non-functional requirements at different levels
of abstraction. Non-functional requirements (represented by the NonFunction-
alRequirement class) can be linked with: a Virtual Organization, a user or an
application via an instance of the DataSLA class. At the Virtual Organization
level, the defined requirements can be treated as global settings for all users
who are members of a concrete VO. Currently, only an administrator of Virtual
Organization can define requirements at this level directly in the VO knowledge
base. At the user level, the defined requirements concern all users applications.
The lowest level concerns applications themselves, i.e. each application can have
different requirements defined.

Both the user and the application levels are supported by the QStorMan
portlet. Basic operations such as creation, overwriting and removing are provided
by clickable and intuitive Graphical User Interface in the portal. An instance of
the ontology was developed to describe sample requirements for test users. The
instance ontology is used by the SES subsystem, i.e. libSES and SES service, to:

– get requirements of an application or a Virtual Organization for a given user,
– find a Virtual Organization whose member a given user is.

5.2 Storage Resources Monitoring

The SMED subsystem implementation follows the SOA paradigm principles in
order to utilize its benefits such as adaptability, flexibility and others. Archi-
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tecture of the subsystem assumes division of a deployment environment on two
types of nodes: storage nodes (which possess directly mounted file systems) and
share nodes (which exposes gathered data for external subsystems). The SMED
subsystem consists of two types of services:

– The monitoring service – the service is deployed on storage nodes and is
responsible for collecting parameters of monitored storage resources accord-
ing to the mentioned C2SM model. Current version of the service supports
monitoring of disk arrays, HSM systems, local disks and cluster file systems.
Since the service has a plugin architecture, it can be easily extended on new
types of storage services by implementation of appropriate plugins.

– The sharing service – the service provides an external interface for shar-
ing data delivered by the monitoring services to other subsystems. Single
instance of the service is usually associated with a few instances of the mon-
itoring service.

Communication among the system services utilizes the Enterprise Service Bus
(ESB) architecture which is currently the most promising integration technology
for the SOA-oriented systems. The external interface exposed by the sharing
service is implemented using the RESTful approach, since it constitutes the
most convenient way of representing resources through the web.

Storage resources monitoring is performed by the SMED system in order to
provide up-to-date information about the resources state. Parameters provided
by the SMED subsystem can be of twofold type: static and dynamic. Static
parameters have constant values and are independent from time, thus they can
be retrieved only once during the subsystem startup and then cached in memory.
Examples of such parameters are total resource capacity, disk array RAID level,
etc. In turn, dynamic parameters can change in every moment, hence they have
to be retrieved afresh for each new request. Examples of dynamic parameters
are: the read/write transfer rate (which is affected by ongoing I/O operations),
free resource capacity, etc. The way of retrieving resources parameters depends
on a specific type of a resource and parameter type.

Current version of the subsystem retrieves parameters in three ways: from
the subsystem configuration file, from system commands invocations and from
active measurements. The subsystem configuration file provides some basic pa-
rameters about monitored resources which have fixed value and are set by the
system administrator (for example resources mount points). Most of static and
dynamic parameters such as total/free capacity are provided by the Unix sys-
tem commands invocations like df or their counterparts for virtualized storage
resources (e.g. the lfs df command for the Lustre FS [20]). Parameters specific
for a concrete type of a storage resource are obtained using API or system com-
mands provided by the resource vendor. For instance, parameters of the Lustre
FS pools are obtained using the following two commands: lfs pool list, lfs df
-pool. Parameters resulting from system commands invocations are passed to
the subsystem using the screen-scripting technique applied to the commands
output. This technique of parameters acquisition is not very convenient and ef-
fective, but unfortunately most of storage resources vendors do not provide any
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programming API for the resources parameters acquisition. The last way of pa-
rameters retrieving are active measurements. This way is used in case of transfer
rate parameters, since they can not be retrieved in any other way. In order to
measure storage resource read and write transfer rates, the SMED subsystem
periodically writes and reads certain amount of data to the resource, and mea-
sures duration of these operations. The measurements are executed by means
of the dd Unix system command with the direct flag in order to avoid data
caching. The intervals between succeeding measurements and amount of written
data are configured by the system administrator, since they are dependent on
a specific type of a storage resource. This way of parameters acquisition is the
most invasive of all ones listed, however the transfer parameters are essential for
the whole QStorMan system logic.

5.3 Storage Resources Selection

The process of storage resource selection is handled by the Storage Element
Selection (SES) subsystem which consists of two elements: two programming
libraries and a server side service. The two libraries are called libses-wrapper and
libses respectively. The libses-wrapper supports legacy applications, whilst the
libses is aimed at development applications. The libraries are implemented using
C and C++ languages. The programming libraries provide a pure programming
interface for the QStorMan toolkit, all computations are executed on the server
side by the SES service which is implemented in Python.

The service exposes its functionality using the REST model and it is ac-
cessed using the standard HTTP protocol, thus it can be used from almost every
programming language. The service input constitutes some of the following
information:

– non-functional requirements in an explicit form, i.e. names and values of a
number of requirements,

– information about the user and the host name which is sending the request.
The information is used by the service to retrieve requirements defined for
a Virtual Organization to which the user belongs,

– information about the user, the host and the application for which the non-
functional requirements should be retrieved from an ontological knowledge
base.

In all cases, after collecting non-functional requirements, the SES service com-
municates with GOM to retrieve a current description of a storage environment
and with SMED to retrieve current values of the metrics which represent the
requirements. The communication with GOM is implemented with SOAP-based
web services and the communication with SMED is implemented using the JSON
notation.

Based on the retrieved information, the SES service computes a “distance”
between the given requirements and each of the available storage resources. The
smaller the distance is, the better the storage element.
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6 Performance Evaluation

To evaluate the QStorMan toolkit, we exploited a storage infrastructure within
the Academic Computer Centre (ACC) Cyfronet AGH which comprises an en-
terprise class installation of the Lustre file system. The infrastructure is depicted
in Fig. 3. The Lustre file system installation consists of 12 FATA Hard Drives
managed by 4 Object Storage Servers (OSS) and Meta-Data Server (MDS). The
network fabric used within the installation is FibreChannel between storage de-
vices and Lustre OSS/MDS servers, 10 GbE between Lustre OSS/MDS servers
and network switches and 1 GbE to each worker node.

Fig. 3. Storage infrastructure used in the QStorMan performance evaluation

Using this storage infrastructure, we implemented a test case to evaluate the
QStorMan toolkit. The test case simulates a number of users who run data-
intensive applications using a standard Grid batch system at ACC Cyfronet
AGH. The batch system schedules Grid jobs to worker nodes which have ac-
cess to the Lustre installation presented above. The infrastructure, which was
used during the evaluation, is a part of the PL-Grid production infrastructure
provided by ACC Cyfronet AGH. Tests were scheduled during a period of time
when the infrastructure was less loaded based on information from the Cyfronet’s
monitoring system. Also, in order to provide enough data for averaging the write
time, a few series of tests were performed.

A test script simulated data writing to the Lustre file alternately in a loop
with performing computation similarly to known data-intensive applications de-
scribed in Section 2. The number of iterations in the loop was configurable as
well as the size of data stored in each iteration. In the presented results, the
iteration count was set to 70 and the data size to 1 GB.

During our experimental evaluation we simulated 4 users. Two of these users
used the QStorMan toolkit (via a system-level SES library) while other two se-
lected storage resources with the Monte-Carlo algorithm. The only non-functional
requirement was to find the fastest device to store the data. The obtained re-
sults are depicted in Fig. 4. The users who were using QStorMan managed to
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Fig. 4. Results of QStorMan performance evaluation

finish the test script before the users who were not using our system. Due to
information about current workload, QStorMan was able to write data of its
users to less loaded resources while normal users did not have such information.
As a result QStorMan users wrote data even 37% faster than normal users. It
should be noted that the presented scenario did not imply any modifications to
the application source code.

7 Conclusions and Future Work

In this paper we have described a toolkit for data management in Grid environ-
ments based on non-functional requirements. The results show that making it
possible for the VO members to define their requirements related to storage at
different levels of abstraction using semantic descriptions, allows the system to
decrease the data access times significantly.

The FiVO/QStorMan toolkit provides a few ways to define the non-functional
requirements regarding data storage as well as a few user interfaces: from a
graphical user interface called QStorMan WebFace to a programming library,
which allows the user to decide how each of the files created by the application
should be managed.

The performed tests show a possible speed up of data write time up to 37%
for jobs scheduled with the QStorMan toolkit, compared to the same jobs sched-
uled without taking into account the information regarding the non-functional
requirements of the job and the current workload of the infrastructure.

Future work will include further experiments with the proposed system with
real users of data-intensive applications, in the framework of the PL-Grid project.
Also, enhancements of the area of requirements definition are planned. By further
exploiting the semantic technologies, we plan to enable users to define their
requirements at a higher, more application-specific level of abstraction.
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5. Balcerek, B., Szurgot, B., Uchroński, M., Waga, W.: ACARM-ng: Next Generation
Correlation Framework. In: Bubak, M., Szepieniec, T., Wiatr, K. (eds.) PL-Grid
2011. LNCS, vol. 7136, pp. 114–127. Springer, Heidelberg (2012)
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Abstract. One of the key concept of Grids – as stated in their definition
– is providing nontrivial quality of service. However, there are many users
whose specific needs for guaranteed resources (depending on the type of
their applications and research schedule) are not satisfied. This fact is the
main motivation for introducing Service Level Management in the Polish
National Grid Infrastructure (PL-Grid). The paper presents a model of
SLAs with quality properties required in HPC Grid. In order to properly
manage these SLAs a negotiation process has been proposed. Finally,
an implementation of the procedures and tools needed to support this
processes is summarized.

Keywords: Service Level Management, Service Level Agreement, Grid.

1 Introduction

One of the key concepts of Grids – as stated in their definition [1] – is providing
nontrivial quality of service. Several infrastructures have recently reached “pro-
duction” quality, according to their claims. In parallel, there are several ongoing
research projects to work out appropriate business model [7] and define related
Service Level Management processes [4,5]. However, providing resources for sci-
entific teams must take into account specific guarantees which are currently not
available to users [8]. Such special needs might be related to the scientific teams’
particular type of applications or, more commonly, their schedule of research ac-
tions. The main goal of introducing SLM in PL-Grid was to maximize scientific
results achieved with the infrastructure. This is done by providing resource qual-
ity and availability guarantees for scientific groups, facilitating their research.

The primary challenge on the way to implementing this idea comes from the
fact that PL-Grid provides services related to computations and data manage-
ment on a large scale. In order to expose such services to users, vast amounts of
elements related to computational and storage resources are needed. The crucial
fact is that those elements are distributed and spread across different admin-
istrative domains. Each resource owner can be a provider in terms of SLM,
and may introduce specific limitations and requirements related to SLA man-
agement. The resources themselves are of various types and thus their support
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levels may differ. Grid users, who are customers in terms of SLM, may have ac-
cess to any grid resource on a technical level. The actual allocation of resources
to customers is subject to Service Level Agreements (SLA). SLAs provide the
users with certain guarantees related to the capacity and conditions of use of
specified service elements. Detailed information is necessary to select suitable re-
sources and then sign (conclude) an SLA. The complexity of the problem comes
from the fact that, in typical scenarios, there are many providers for a user to
contact and negotiate an SLA with, while at the same time each provider may
provide resources to many (groups of) users. Therefore, SLM in a Grid forms
a many-to-many network joining providers and clients. Two parties signing an
agreement must be able to use the same language in terms of procedures, obli-
gations and expectations. The above issues translate into requirements faced by
the SLM model and any suitable support systems.

In this article we present an attempt at instituting service level management
in the PL-Grid infrastructure. At the same time, we contribute to the discus-
sion on how SLM should be structured for any national grid infrastructure or
any federated e-infrastructure. Section 2 provides a short introduction to SLM
which is subsequently mapped to PL-Grid actors. In Section 4 we list specific
features of the SLA in terms of its lifecycle and quality metrics used in PL-Grid.
Subsequently, we provide details on how the SLM-related processes, particularly
the negotiation process, are implemented in PL-Grid operations. A summary of
the tool environment is given in Section 7. The article ends with a description
of related work and a summary.

2 Benefits of SLM

Service Level Management (SLM) is one of the processes defined within IT ser-
vice management (ITSM), which is a discipline aiming at efficient delivery of
quality IT services in a constantly changing environment. The standard process
framework of ITSM is specified in ISO/IEC 20000 [15]. Best practices relevant to
this field are listed in a set of handbooks collectively known as the IT Infrastruc-
ture Library (ITIL) [14]. The processes described there have been implemented
by hundreds of IT providers worldwide. SLM includes the following actions:

– defining a catalog of IT service offerings,
– specifying services along with their service level options,
– negotiating and signing Service Level Agreements (SLAs) with customers,
– ensuring that each SLA is mirrored by Operation Level Agreements (OLAs)

with suitable suppliers,
– monitoring and reporting on the fulfillment or violation of SLAs [13].

SLM is a vital part of customer-oriented provisioning of quality-aware IT ser-
vices. The goal of SLM is to introduce a relationship between IT service providers
and their customers. Typically, those two communities are separate and speak
different languages. Thus, SLM promotes common understanding of customers’
expectations, mutual responsibilities, communication channels as well as any
constraints.
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3 Actors and Relations in SLM Process

In classical SLM, relations are specified between a customer and a provider.
The provider often relies on other (second-level) providers to deliver the agreed-
upon services. In this section we specify how these roles are assigned in SLM for
PL-Grid, in which case three types of actors are defined:

– Customer: User Groups or Virtual Organizations – sets of individual users
who cooperate in order to achieve some scientific results; in PL-Grid user
groups are registered in the PL-Grid Portal [16] and can apply for resources
and access to specific domain services to support their research projects.

– PL-Grid Operations Center (OC) – integrates a robust set of technical ser-
vices and provides a single point of contact for user groups and virtual orga-
nizations to apply for those services; it cooperates with 2nd level providers
to collect resource requests from customers, provide all the necessary tools
and processes to monitor the use of resources and mediate in case of service
delivery problems.

– Individual Sites – infrastructure providers who offer access to computing
and storage resources through well defined protocols. Sites retain the right
to manage their own resources, including allocating them to specific cus-
tomers in accordance with site-specific procedures. Moreover, most sites
do not provide the entire set of technical services required to support grid
computing.

In order to introduce SLM, it is first necessary to define the relation between
the provider and the customer, and reach an agreement upon services that are
needed by customers. The crucial decision regarding our framework was to ap-
propriately structure this agreement. The difficulty comes from the fact that
services are delivered by sites, while the grid model assumes some level of unifi-
cation under the umbrella of PL-Grid. It is also important that customers need

Fig. 1. SLAs and OLAs defining relations between actors in Grids
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a single contact point for requesting resources, which, in our case, is the PL-
Grid OC. The solution chosen for PL-Grid customizes the standard hierarchical
structure of providers by adding some level of transparency in the SLA/OLA
framework which enables convenient communication of customers with actual
service providers. This resulted in three kinds of agreements, shown in Fig. 1,
while the PL-Grid SLM framework is built on agreements defined below:

– NGI Service Level Agreement – the main SLA that is concluded between a
customer and PL-Grid, i.e. the National Grid Initiative (NGI). It specifies
the set of services that need to be delivered for a given customer, including
service level descriptions and support information. The agreement must also
include references to Site SLAs that provide the actual services.

– Site Service Level Agreement – concluded between a site (as a provider)
and PL-Grid (representing the customer); it specifies the details of services,
including instances of service elements. This agreement is linked to a specific
NGI SLA.

– Site Operations Level Agreement – concluded between a site and PL-Grid
to specify integration details and services that both parties need to deliver.
This agreement is signed when a site joins PL-Grid; it also provides a base
for integrated operations and efficient Site SLA settlement process.

It is important how the PL-Grid layer affects the guarantees offered to cus-
tomers. In principle, any resource allocation and guarantee can be given by sites
only based on their ability to manage their own resources. PL-Grid OC does
not operate any resources directly. However, PL-Grid may upgrade customer
guarantees by brokering Site SLAs to deliver the agreed-upon service level even
in cases when a individual site violates its own Site SLA. The main benefit of
maintaining an NGI SLA in addition to single-site SLAs lies in this increased
level of guarantees. Other benefits are organizational in nature and related to
the fact that customers can share a single point of contact for many sites.

This is a simplified model built upon the concepts presented in [13]. In the
future, the model may be extended to support international VOs by adding an
extra layer of hierarchy which can materialize as an international body, e.g. EGI.

4 SLA Life Cycle

Having identified the main types of SLAs, in this section we will focus on how
the SLA state is described and how state transitions are performed during the
SLA lifetime. To keep the description short we will focus on Site SLAs and then
summarize how the NGI SLA differs from Site SLAs. Site OLAs are standard
operation agreements – thus, we don’t need to specify them in detail.

The state of a Site SLA is characterized by the pair α = (α1, α2). Individual
elements are later referred to as sub-states. Some of the states make sense only
if a previous state in the tuple has a specific value.

The first sub-state, α1, is also called the main sub-state. Possible values of
α1 are as follows: PROPOSAL, PREAGREED, AGREED or CANCELLED. This sub-state



Implementation of Service Level Management in PL-Grid 175

Fig. 2. Sub-states of SLA: main sub-states (α1)

Fig. 3. Sub-states of SLA: activity sub-states (α2)

determines whether the SLA is binding. If so, the sub-state is AGREED. To reach
this sub-state both parties need to accede to each other’s conditions and also
the related NGI SLA needs to be in the AGREED state. Once the first condition is
fulfilled, α1 is switched to PREAGREED. The PROPOSAL value means that the SLA is
in the process of negotiation. Finally, when an SLA is cancelled, its state switches
to CANCELLED. The allowed transitions are presented in Fig. 2. Renegotiation is
possible in the model by negotiating a new SLA (whose proposal can be based
on the currently agreed version) and cancelling the current one.

The α2 sub-state, also called the activity sub-state, is used to define the current
status of SLA in relation to the time when the user utilizes the resources covered
by the SLA. This sub-state is valid only if α1 equals AGREED. When α2 is ACTIVE,
user is able to use the resources on demand (according to the SLA). Otherwise,
this sub-state can be PENDING – which occurs before the first ACTIVE period,
INACTIVE – between two ACTIVE periods or COMPLETED – following the last active
period. These states are configured on the basis of the timeframe defined in the
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SLA and additional administrative factors that may result in inactivating an
otherwise ACTIVE SLA.

The NGI SLA lifecycle follows quite similar rules, however transitions between
states depend on the dependent Site SLAs. Moreover, in the NGI SLA α1 cannot
be set to PREAGREED. Setting α1 to AGREED is possible only when all associated
Site SLAs are AGREED or CANCELLED. α2 is set according to the following rules,
applied in the presented order:

1. ACTIVE if at least one associated site SLAs is also ACTIVE;
2. INACTIVE if at least one associated site SLAs is INACTIVE;
3. set to the state which is shared by all dependent site SLAs.

It can be easily shown that it is not possible for the first rules to not apply and
for Site SLAs to differ in their sub-states.

5 SLA Negotiation Process

The conceptual model of the SLA negotiation process is shown in Fig. 4. In the
case of hierachical SLA models which have been introduced in PL-Grid, we can
distinguish two types of related negotiation processes:

– NGI SLA Negotiation – initiated upon customer request. The SLA is nego-
tiated with PL-Grid represented by the Operator. Each actor may change
the SLA proposal but any modification must be confirmed by the other side.

Fig. 4. SLAs negotiation process in PL-Grid
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– Site SLA Negotiations – initialized as the site’s answer to a customer request.
The Site SLA is negotiated between a site and NGI. Agreement is reflected by
setting the Site SLA status to PREAGREED. Several Site SLAs may be involved
in negotiations at the same time, each covering a part of the customer’s
request and each realized by different providers.

The key task in this process falls to the PL-Grid Operator who brokers the site
offers and aggregates them into a single SLA. The SLA is understood as a set
of dependent Site SLAs; moreover, the SLA itself can contain an additional set
of quality-related properties. The process is shaped in such a way that the act
of accepting the NGI SLA is associated with final acceptance of the underlying
Site SLAs. Without an accepted SLA those Site SLAs are not binding. Moreover,
customers can review details of Site SLAs and propose changes to them in the
process of SLA negotiations.

6 SLA Quality Properties

The usability of the proposed SLM model strongly depends on how SLA de-
tails are formulated and, in particular, on what resource quality properties are
expressed in such agreements. The main requirement in defining them is that
they should be both measurable and easy to verify in post-mortem analysis.
Additionally, they should be configurable, which means that there should exist
a method of translating these properties into service configuration. The set of
properties included in SLA should not be too large, but should remain mean-
ingful for the parties. Thus, they should have practical meaning for users as well
as for providers. As different users’ needs may vary, the properties included in
a particular SLA can be selected from a larger set of available properties. If
no properties are specified, a minimum service level should be guaranteed by
some general documents. It is important to define the responsibilities for quality
properties, each of which may refer to:

– provider – to define details of the offer and guarantees which the provider
agrees to deliver,

– customer – to define limits within which the offer is valid or to restrict
malpractice.

The responsibility of both actors related to a single measurable value may create
conditions under which utilization of resources is expected and
guaranteed.

While dealing with multi-level SLAs we need to distinguish between the fol-
lowing types of quality properties:

– qualitative – defining services, service elements or available service features;
– quantitative summable, called capacity metrics – measurable properties that

specify the parameters of a service or service level; for metrics of this kind
the NGI SLA value should not exceed the sum of values in the Site SLAs;
usually these properties relate to the capacity of some resource;
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– quantitative threshold, called quality metrics – measurable properties that
specify parameters of services or service levels; for such properties the NGI
SLA value should not exceed the minimum value listed in the Site SLAs un-
less service elements are configured to increase the overall threshold; usually
these properties are related to service level limits, deadlines, etc.

Table 1 defines both capacity and quality metrics describing the main types
of resources applied in PL-Grid. In the case of computational resources, the
capacity is expressed by “total normalized wall clock time”, which limits the
aggregated use of computational power defined in the SLA. Normalization is
performed on the basis of benchmarks run on each type of available machines.
Wall clock time values are used because concurrency is limited by the number of
so-called machine slots, thus minimal computing efficiency for each job should be
guaranteed and reflected in the benchmark. Other properties listed in the table
define conditions for using computational power, including minimum machine
configurations and time-dependent distribution of computations.

Similarly, a list of metrics for storage resources is provided. Not surprisingly,
the capacity metric here is defined as “soft quota”. Quality metrics specify the
types of resources, assessment parameters, additional restrictions and extra fea-
tures (e.g. backup processes). Apart from specific properties, there are several
metrics that are common to all types of resources. Those metrics, presented in

Table 1. SLA quality properties for key types of resources

Name [unit] Description/Notes Resp.

Computational resources

Total normalized wall time
[normalized hours]

Sum of allocated time for user jobs in the
queue system. The sum is normalized ac-
cording to slot efficiency

provider

Max wall clock time for a single
job [hours]

Limits the wall clock time for a single job.
When this value is exceeded the RP is al-
lowed to abort the job.

customer

Max single job parallelism [no.
of slots]

Peak number of slots used by a single par-
allel job.

customer

Max slots used concurrently
[no. of slots]

Number of slots that are used at the same
time

customer

No. of slots reserved Number of slots available for computation
with no delay

provider

Storage Resources

Soft Quota [GB] Maximum volume of stored data that
should not be exceeded

provider

Type of storage Disks or tapes provider
Hard Quota [GB] Maximum volume of stored data that may

not be exceeded
customer

Grace Period [days] Maximum time allowed for soft quota
breaches

customer
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Fig. 5. Grid Resource Bazaar graphical user interface

the last section of the table, are mainly inherited from EGEE SLA and address
service availability and related staff support.

7 Tool Support

The main requirement regarding SLM was to simplify the communication related
to the process of SLA negotiation. Additionally, managing many SLAs requires
support related to managing site capacity over time. This motivation inspired
the development of the Grid Resource Bazaar [10] – a web platform which, once
integrated with other PL-Grid operational tools, provides a convenient SLA and
OLA negotiation framework. This collaborative tool simplifies communication by
implementing communication patterns crafted according to the SLM model. The
Bazaar GUI was designed for easy SLA handling, using complexity management
techniques. As can be seen in Fig. 5, the portal is organized in the form of
a dashboard with resource allocation views for customers and providers. The
resources are visualized on a chart and SLAs are listed beneath. The user can
manage SLA proposals and examine the influence of new SLAs on the resources.

Bazaar is integrated with the PL-Grid Portal authorization service, therefore
in Bazaar users can negotiate resources only on behalf of user teams, which
can be defined in the PL-Grid Portal. Information regarding SLA status is also
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made available via APIs which enable integration with other services, includ-
ing automatic site configuration tools. Additionally, SLA metric monitoring is
being integrated with the PL-Grid monitoring infrastructure and an accounting
module is under development, but these features are out of scope of this article.

8 Related Work

There is currently no coordinated effort to introduce Service Level Manage-
ments in the main European Grid Initiatives, besides providing an initial business
model [7]. There have been several attempts to implement some of its aspects
in the infrastructures, mainly at the national level. Moreover, the EU-funded
gSLM Project intends to stimulate the development of SLMs for Grids. The ar-
guments supporting the need of such actions are collected in [13]. Leff et al. in [6]
draw the conclusion that Grids without an SLM framework can only have very
limited use.

Examples of such projects are SLA@SOI1 and SLA4D-Grid2. The former
project is concerned mainly with Service Oriented Infrastructures and aimed
at industrial use cases. Its main concern is ensuring predictability and depend-
ability for business partners. These goals are achieved by introducing an SLA
framework for automatic SLA negotiation and management, which may not be
possible in such large infrastructures as Grids. The aim of the second project
is to design and implement a Service Level Agreement layer in the middleware
stack of the German national Grid initiative D-Grid. The target of introducing
SLAs into the project was to guarantee the quality of service and fulfillment
of prenegotiated business conditions. The SLA4D-Grid project focuses on tools
for automatic SLA creation and for negotiations, also offering support for mon-
itoring and accounting. It does not, however, provide a model of an integrated
SLA framework which would enable interaction with grid infrastructures other
than D-Grid. An important aspects of its activities involves standardizing SLA
negotiation protocols on the basis of WS-Agreement [17].

In general, SLA awareness in grids and other computing infrastructures re-
mains a challenge [12].

9 Summary

This article presented several important parts of the PL-Grid SLM concept,
including a model SLA/OLA framework, as well as details regarding internal
SLA states and resource usage metrics. We described the negotiation process and
how it is supported by specialized tools. We believe that the presented solution
remains valid for other federated infrastructures such as grids and clouds.

1 http://www.sla-at-soi.eu/
2 http://www.sla4d-grid.de/

http://www.sla-at-soi.eu/
http://www.sla4d-grid.de/
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{bosak,krzysztof.kurowski,mamonski,piontek}@man.poznan.pl,

jan.konczak@student.put.poznan.pl

Abstract. QosCosGrid infrastructure has been prepared, introduced
successfully on multiple clusters and comprehensively tested. In order to
enhance user experience and increase usability, a set of additional tools
must be prepared. Profiting from distributed software becomes more pop-
ular nowadays, but the number of tools supporting developers of parallel
programs is still smaller than developers’ needs. Eclipse PTP is the lead-
ing open source tool among Integrated Development Environments for
distributed software. In this chapter we shortly present Eclipse PTP and
related Eclipse plug-ins aiding programmers in developing parallel soft-
ware. Later we describe how QosCosGrid middleware has been integrated
with Eclipse PTP. We present the plug-in basic concepts, such as the Re-
source Manager or Remote Services, general architecture, functionality
of the PTP QCG plug-in and advantages over other solutions of this
kind.

Keywords: parallel computing, debugging, MPI, Integrated Develop-
ment Environments.

1 Introduction

Currently, a large portfolio of simulation software packages, both commercial and
open source, is available to the scientific community. Despite the maturity and
comprehensiveness of many of such packages, various scientists have to develop
their own code because of the uniqueness of their research problem. Our work has
been oriented to ensure a convenient environment for the scientists and provide
them with tools serving as aid in developing parallel software. In order to take
advantage of rich integrated development environments and users’ acquaintance
with them we decided to extend the Eclipse Parallel Tools Platform [5] – the
Eclipse IDE parallel computing plug-in – to enable the cooperation with QCG,
thereby enhancing users’ experience with programming and running jobs on
distributed resources governed by the QosCosGrid [9] middleware.
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2 Related Work

Currently the majority of HPC toolkits are mixtures of command-line tools.
If GUI tools exist, they are usually focused on single functionalities such as
profiling (e.g. Vampir) or debugging (e.g. TotalView). On the other side, more
comprehensive toolkits such as HPC Intel Cluster Studio or Oracle Solaris Studio
are missing one important feature: the ability to assist users in running parallel
applications on remote clusters.

A notable exception is MATLAB Distributed Computing Server1 (an exten-
sion to the MATLAB Parallel Computing Toolbox2) which supports running
MATLAB scripts on a remote cluster. However this tool is obviously limited to
MATLAB appliances.

3 Motivation

The command-line based tools that are common in the HPC world may seem
archaic. In many cases, using terminal based editors and managing the whole
development process manually may seriously slow it down. Moreover, introducing
a new person to the command-line tools, especially someone with high demand
for advanced uses, is time-consuming. Many scientists are still reluctant to the
possibilities offered by the HPC world due to difficulties they encounter while
using non-intuitive text-based tools.

Graphical Integrated Development Environments have become standard out-
side of HPC due to the productivity aid they provide such as context aware
help not only for basic language features, but also for a wide array of libraries
and toolkits. The IDEs include tools for source code control and bug tracking,
graphical debuggers, and a lot of other useful tools in a single workbench with
a consistent user interface.

4 The Eclipse IDE Plug-ins for Parallel Computing

Eclipse Parallel Tools Platform tries to address all aspects of parallel applica-
tion development cycle, namely: coding and analysis, running and monitoring of
parallel application, debugging and performance tuning.

Additionally, there are two other Eclipse sub-projects: CDT (C/C++ Devel-
opment Tooling) and Photran which provide support for two most popular lan-
guages in the HPC world: C and Fortran. This includes dedicated project types,
context help, templates and samples for the language and launch configurations,
as well as plug-ins providing integration with popular compilers, debuggers and
other tools dedicated to C/C++ or Fortran.

Moreover, the first of the two aforementioned environments supports so-called
‘C/C++ remote projects’ in which the source code is located and the build pro-
cess takes place on the remote machine. This allows users to develop applications

1 http://www.mathworks.com/products/distriben/
2 http://www.mathworks.com/products/parallel-computing/

http://www.mathworks.com/products/distriben/
http://www.mathworks.com/products/parallel-computing/
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on a remote machine using a local Eclipse IDE, solving most problems with archi-
tecture differences and libraries availability. Moreover, it allows users to easily
employ commercial compilers and software packages usually available only on
the target machine. However, the CDT remote project alone does not provide
support for parallel programming.

The PTP extends those environments with the support for Message Passing
Interface (MPI) specific content and templates simplifying MPI programming.
If an MPI implementation is available on a local machine, or accessible via shell
connection, the PTP is able to execute, debug and profile MPI applications owing
to its integration with the most common MPI implementations (OpenMPI and
MPICH2).

In order to execute jobs on remote resources using a certain service, a set of plug-
ins providing a so-called Resource Manager, must be available. Each Resource
Manager is responsible for interconnecting Eclipse with a certain batch system or
other tool enabling running parallel applications, either interactively or in a batch
mode. The developer can view the output of the application directly in Eclipse,
as well as manage the submission by checking its state or canceling it.

Another valuable tool built in Eclipse PTP is SDM (Scalable Debug Man-
ager) – a parallel debugger. While traditional debuggers apply operations only
to single processes, parallel debugging offers applying it to arbitrary collections
of processes. SDM allows grouping processes into user-defined sets, which sim-
plifies this process. SDM may automatically be started alongside with an MPI
program, which greatly simplifies debugging of parallel applications.

Other, more advanced tools integrated with Eclipse PTP are TAU-based [3]
performance tools framework and Graphical Explorer of MPI Programs (GEM).
The latter can be used for the formal dynamic verification of MPI programs,
which helps detecting hard-to-find concurrency bugs (e.g. deadlock). Other tools
can be integrated relatively easily with the use of External Tools Framework.

Other important parts of the Eclipse project for developing software on remote
machines are plug-ins providing access to the filesystem and terminal on the
remote resource. So called Remote Services are certain plug-ins that can be used
to create a connection to a remote system in order to exchange files or create
new processes on a remote machine. One of the Remote Service implementations,
the Remote Development Tools (RDT) is a part of PTP project. Another one,
Remote System Explorer (RSE), is a separate Eclipse subproject dedicated to
integrate any sort of heterogeneous remote resources with the IDE.

At present, the Parallel Tools Platform is being constantly improved owing to
the funding received from the Software Infrastructure for Sustained Innovation
(SI2) projects funded by the National Science Foundation.

5 The QCG-Computing Plug-in for Eclipse PTP

Our work with the Parallel Tools Platform was focused on the implementation of
a Resource Manager plug-in for the QCG-Computing service, an administrative
level component of the QosCosGrid stack – a new grid middleware developed
and deployed within the PL-Grid project [8,1].
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5.1 QCG-Computing

The QCG-Computing is an open architecture implementation of SOAP Web
Service for multi-user access and policy-based job control routines offered by
various Distributed Resource Management systems.

It uses Distributed Resource Management Application API (DRMAA) [4] to
communicate with the underlying DRM systems. The service interface is compliant
with the OGF HPC Basic Profile [6] specification, which serves as a profile over
the JSDL and OGSA R© Basic Execution Service Open Grid Forum standards. The
overview of the QCG-Computing architecture is presented in Fig. 1.
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Fig. 1. Overview of the QCG-Computing architecture

The service interface is composed of four Web Service ports: BES-Factory – in-
terface for job creation, monitoring and management; BES-Management – inter-
face for managing the service; ARES-Factory – interface for advanced reservation
creation and management; QCG-Staging – interface for direct (client-service) file
transfer via SOAP attachments.

The system architecture is based on dynamically loadable modules and it is in
accordance with the privilege separation model. Thus only a relatively small part
of the overall system (the Session Process Manager in Fig. 1) runs with superuser
privileges. This component is responsible for creation of new processes (called
User Session Processes) that run with mapped users effective privileges.

The service was successfully tested with the following Distributed Resources
Management systems: Grid Engine, Platform LSF, Torque/PBSPro, PBS Pro,
Condor, Apple XGrid, SLURM and IBM Tivoli LoadLeveler.

5.2 Resource Manager

Within the Parallel Tools Platform the term resource manager means any sys-
tem that controls the resources required for launching a parallel job (e.g. batch
system). The QCG-Computing plug-in provides the following resource manager
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capabilities: basic cluster monitoring; job submission, monitoring and control;
providing Eclipse with application’s standard output and error streams in real-
time. It also implements all the methods required by the Scalable Debug Man-
ager in order to debug parallel MPI applications remotely. It is worth mentioning
that the debugging functionality is not available in all remote resource manager
plug-ins (e.g. the PBS plug-in is currently missing this feature).

What is also important, especially in grid environments such as PL-Grid,
is that the QCG-Computing Resource Manager plug-in supports authentica-
tion mechanisms based on proxy certificates, which is a unique feature among
all the PTP resource manager plug-ins and a requirement of the PL-Grid e-
infrastructure.

5.3 Internal Plug-in Architecture

In order to add support for the QosCosGrid infrastructure to Eclipse PTP, three
plug-ins combined into one meta-package (called feature in the Eclipse terminol-
ogy) were created. First the QCG-Computing Java SDK has been turned into an
Eclipse plug-in, while the two other plug-ins, the core plug-in and the UI plug-
in, were written from scratch. The core plug-in groups core classes and utilities,
while the UI plug-in covers user interaction details. This common approach al-
lows for separation of the plug-in logic and the user interface.

Fig. 2 presents the internals of each plug-in. Core plug-in contains an im-
plementation of Remote Services interface, required to remember and manage
connections to the remote system. QCG plug-in does not rely on shell connec-
tion or proxy, thus a dedicated implementation has been prepared. The QCG
Remote Services also contain the implementation of file transfer routines. The
core plug-in is responsible for executing actions requested by the user, such as
starting or stopping the Resource Manager, submitting, monitoring and cancel-
ing jobs. These actions are forwarded from the UI plug-in, processed accordingly
to the state of Resource Manager and executed on the remote resource using the
SDK plug-in.

The QCG UI plug-in persistently stores the configured Resource Managers
and user settings. It also provides all wizards and dialogs for interaction with
the user – user interface elements responsible for creating and configuring the
Resource Manager, launching tasks, monitoring submitted jobs and transferring
files. However, in order to simplify the architecture, some minor dialogs reporting
warnings are not included in the UI plug-in, but in the core class.

5.4 Access to Remote Filesystem

On the contrary to other resource managers, the QCG Resource Manager does
not need a shell account or any external connection to the remote system – it
can work properly without using the Remote Services infrastructure.

Access to the remote filesystem is provided by the QCG Resource Manager
itself, as the QosCosGrid is able to transport files to and from the remote
resource. It is therefore possible for the user to access a resource using only
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Fig. 2. Architecture of QCG plug-ins for Eclipse PTP

a X.509 certificate, without the need to possess shell account on the requested
resource.

By using the QCG plug-in the user may transfer single files on demand, stage
files with a task or use the rsync protocol [10] to synchronize local and remote
directory. The remote terminal is not provided – user cannot pass commands
directly to the resource and every new process must be submitted as a standard
job.

However, if the user has an account on the remote machine, the PTP QCG
plug-in can take advantage of this fact. As long as the same filesystem is used by
shell connection and QCG, external remote services may be used for transferring
data. It enables the use of more optimized routines for filesystem access.

An important advantage of providing an SSH connection to the plug-in is
the ability of tunneling ports. During debugging the master debugger process
needs to be accessible for the Eclipse IDE. Usually only the front-end machine
is accessible from the outside. If the machine with a master debugger process is
inaccessible from the outside but accessible from the front-end, a port forwarding
is the only solution to connect to the remote debugger.

In such a setup tunneling data from a remote debugger to Eclipse is currently
the only way to use debugging features.
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5.5 Compiling the Source Code

Eclipse PTP enforces a certain algorithm while executing a program. Firstly, the
source code must be compiled locally, later on, the program is sent to the remote
machine and then, on demand, compiled again. Once these steps are fullfiled,
the requested action (either debugging or execution) is performed.

For most PL-Grid users this is not a good solution as the libraries and com-
pilers are available on remote machines only. Also both system and architecture
of the target machine and the user’s workstation do not have to match, which
causes more problems with proper compilation of the source code.

In such a case, a custom empty build schema must be created, so that the
automatic build would always succeed. As far as the remote build is concerned,
a user may choose what steps should be executed in order to build the program:
either standard make with accompanying Makefile, or a custom build command.
The custom command may also be a path to user script that executes a certain,
possibly complex, toolchain.

5.6 Submitting MPI Jobs

The job created in Eclipse can be given various attributes, some of which are
purely descriptive (like the name or the job description), other decide how the
task will be executed. The user may choose a number of cores, a queue for the
job, a set of preferred nodes, a working directory and whether a special wrapper
script should be used to start the job.

The QosCosGrid infrastructure may provide access to a set of so-called wrap-
per scripts. These allow for easy integration of QCG with external tools. A
wrapper script is a shell script responsible for proper launching of the given ap-
plication. One of the examples is a script for running MPI applications, which
sets up required paths to the MPI flavor selected from the available ones, starts
the build process (if a user chooses to do so) and uses mpiexec or equivalent to
spawn the processes across the allocated machines.

This approach also increases user’s comfort – one does not need to take into
consideration the local paths or environment variables which need to be setup
on given system. Moreover, user can always omit the wrapper script and submit
their own script directly to the resource.

5.7 Debugging

SDM, the Scalable Debugging Manager, is a debugger middleware integrated
with PTP. The SDM debugger uses GDB [2] (GNU debugger) as the backend.
Once user selects to start a debugging session, QCG plug-in submits a job with
proper environment variables set, indicating that this should be a debugging
session and pointing at a file where information about the SDM ports and process
location will be written.

In case of debugging it is mandatory to use a debugging-enabled wrapper
script, or to write own startup script delivering required information. The QCG
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Fig. 3. QCG plug-in in action

plug-in must receive information concerning location of every single process in
order to be able to contact the SDM instances connected to it. In most cases, in
order to access the execution hosts, port tunneling must be available. Currently,
this is achievable only via external Remote Services implementations, such as
RSE or Remote Tools.

5.8 Tasks Monitoring

Eclipse PTP provides generic monitoring routines. The QCG plug-in implements
all the required functions, thus allowing the user to see the job state, cancel the
activity and view the standard output and error streams. Currently, the QCG
plug-in uses polling mechanism to get job statuses. In the next version of the
plugin it is planned to exploit XMPP notification capabilities of the QCG stack.

Due to Eclipse PTP limitations, only the jobs started by Eclipse PTP since
the last Eclipse IDE start-up are monitored.

6 Conclusions

The QosCosGrid infrastructure has been successfully integrated with Eclipse
Parallel Tools Platform. Therefore, all research groups which develop their own
code can fully benefit from Eclipse PTP plug-in in order to accelerate and sim-
plify the development process of their applications. Finally, we also plan to offer
tutorials on using PTP as a part of the PL-Grid training activities.
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Abstract. The grid technology, even though it gives great computa-
tional power and greatly improves the manner of exploitation of
resources, also has its disadvantages. Grid systems, due to their dis-
tribution and heterogeneity, are very complex and hard to access and
oversee. Thus, one of the research fields designs tools and technologies
that give easy, secure and consistent access to grid applications and re-
sources as well as seamless interoperation between various computing
environments. The lack of user-friendly tools is especially annoying in
cases when users need to access computing resources of different grid
infrastructures. Similar problems are experienced by grid application de-
velopers who should focus on applications themselves and not on their
interoperation with different grid middleware. In this article we describe
the concept of an abstract grid model and its implementation in two
user-friendly frameworks – Migrating Desktop and g-Eclipse. They both
are intuitive graphical environments that provide: easy access to hetero-
geneous resources and seamless interoperation of underlying middleware
solutions. Although the two products provide similar functionalities they
are complementary to each other and target different user groups. The
method of integration of scientific applications with both frameworks was
also presented.

Keywords: grid, graphical user interface, interoperation, gLite,
UNICORE.

1 Introduction

To use modern computing applications scientists often need access to computing
resources, that are easily available and easily accessible. Owing to several grid
initiatives, which provided efficient distributed computing infrastructures over
the last decade, a significant improvement of computing power availability could
be noticed. In recent years, grids have emerged as wide-scale distributed infras-
tructures that support the sharing of geographically distributed, heterogeneous
computing and storage resources [1].

Many grid projects (such as EGEE, BalticGrid, DEISA, etc.) demonstrated
the benefit of a general infrastructure for scientific and commercial applications.
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However, the complexity of grid infrastructures is often discouraging to applica-
tion developers and impedes the use of grid technologies in scientific application
domains. Unfortunately, in many cases accessibility of the resources, understood
as the ease of use experienced by users, is still not at a satisfactory level. Under-
standing the behaviour of grid resources is difficult and the learning curve for
newcomers is too steep. It often discourages users who are non-experts in the
technology and systems being used. Additionally the diversity of environments,
based on various concepts and architectures along with their complexity, implies
that even deeper knowledge is required to access the resources. Unfortunately,
even though there is a trend towards interoperable, service-oriented implementa-
tions of grid-services, currently different grid middleware systems are in use. The
most popular and widely distributed middleware systems are gLite [2], Globus
Toolkit [7] and UNICORE [3,15]. While all these middleware systems offer basic
services to interact with the underlying grid infrastructure, each follows a slightly
different approach. Incompatibility of middleware implementations is especially
annoying in cases when the nature of the problem being solved forces the user
to use computing resources of various kinds.

The issues described above clearly show the need for high-level, user-friendly
environments that provide: intuitive access to heterogeneous resources and seam-
less interoperation of underlying middleware solutions. More user-friendly and
intuitive tools and user interfaces are needed, in order to make the look-and-
feel of grid infrastructures similar to that of existing computer desktop systems
which people are already familiar with. In this article we describe two user-
friendly client platforms for users, which were developed and deployed within
the PL-Grid project – Migrating Desktop [4] and g-Eclipse [5]. They both al-
low for interoperation with various grid or cloud infrastructures and provide user
friendly, transparent access to different middlewares, although their development
was driven by different requirements. The two products provide similar function-
alities and are complementary with each other because they target different user
groups.

2 Related Work

Among the commercial or educational products, which can be used for access-
ing the grid and interactions between underlying environments, one can distin-
guish three most popular groups: command line interfaces, portals, and advanced
graphical tools. Command line interfaces (CLI) provide only the simplest text
interface. They are available in all grid systems (e.g. ARC, UNICORE, gLite)
but are used mainly by very experienced users (e.g. system administrators, ap-
plication developers, etc). This kind of interaction with computing environment
requires very deep knowledge of the system being used, so their usage could be
very difficult for beginners. Portals and advanced graphical tools are much more
popular among the users as a way of accessing grid remote resources. They offer
intuitive and easy manner of interaction with user by providing services such
as user profile management, information services, remote job submission, job
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tracking, file transfer, authentication and authorisation, composition of work-
flow between tasks etc. Advanced graphical tools have usually more complex,
flexible and extensible characteristics compared to portals that are usually lim-
ited to support only one type of middleware. Rich clients targeted to Windows,
Linux/Unix and MacOS/X are in most cases Java-based, to ensure platform
independency.

NGS Job Submission Portal and UCLA Grid Portal [11] are good examples
of grid dedicated portals. The NGS Job Submission Portal [10] can be used to
access and interact with the HPC and data resources available on the NGS.
Functionality available to users include: support for submission and monitoring
of job computing as well as data access and transfer around the Compute and
Data Grid. The UCLA Grid Portal provides a single web interface to compu-
tational clusters of UCLA Grid, and other-including clusters on the TeraGrid.
The features offered cover: resource discovery, job handling, file management and
results visualisation.

Vine Toolkit [14] has been successfully used as a core web platform for var-
ious Science Gateways. Vine Toolkit is a modular, extensible and easy-to-use
tool as well as high-level Application Programming Interface for various applica-
tions, visualisation components and building blocks. It allows for interoperability
between many different HPC and grid technologies on the service layer. Using
Vine Toolkit it is possible to build a portal upon the different HPC technologies
working together to deliver a complete solution to the users.

P-GRADE [12] offers workflow construction and execution mechanisms for
grid including execution and performance visualisation, advanced security fea-
tures, access to information systems and resource brokers, and multi-grid sup-
port. It is de facto “a hybrid” of two different user interfaces: the Workflow
Manager runs as a portlet on the P-GRADE Portal server and the Workflow Ed-
itor runs as a separate application on the desktop downloaded from the portal.
The P-GRADE Portal hides the low level details of grid systems with high-level,
user-friendly interfaces that can be easily integrated with various middleware.
It offers following services: definition of grid environments, creation and mod-
ification of workflow applications, management of grid certificates, controlling
and execution of workflow applications on grid resources and monitoring and
visualisation of workflows and their component jobs.

Another popular example of advanced graphical tools is UNICORE Rich
Client (URC) that provides users with a graphical representation and manage-
ment of UNICORE controlled resources, services or files. This, Eclipse based,
graphical client for UNICORE 6 enables user to build, submit and monitor jobs
(which can be scheduled also as workflows that combine several applications),
as well as allows them for integrated data and storage management. For bet-
ter integration of grid applications URC uses the concept of GridBeans – small
software packages that provide tailored graphical user interfaces for scientific
applications available on the grid.
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Fig. 1. The four pillars of modern grid middleware

3 Description of the Solution

The computing and storage resources in grid are connected by means of mid-
dleware in order to form a virtual distributed computing centre. Apart from the
ongoing standardisation efforts, this middleware still follows different concepts
and therefore builds grid infrastructures with diverging architectures. Neverthe-
less one can find a common subset of components which each middleware has to
provide (see Fig. 1). The following list gives an overview of these components:

Authentication/Authorization Framework. As grid infrastructures consist
of resources that are not parts of local administrative domains, grid middle-
ware has to provide security frameworks to protect against intruders and
faked resources. Therefore communication channels may be encrypted, users
have to be authenticated and access rights have to be managed.

Data Management. One of the main use cases of a grid infrastructure is dis-
tributed data management. Users have to be able to store their data on the
infrastructure without worrying about the exact location, backups/replicas
and accessibility or reliability of the system. Therefore middleware provides
at least some kind of secure transport protocol but also higher level services,
for instance file catalogues, which are becoming more and more popular.

Job Management. The most important use case covered by grid middleware is
management of the user’s jobs computing. In heterogeneous and distributed
computing environments this is of course not as easy as running an exe-
cutable on a local machine. Incoming jobs have to be distributed on the
available resources, most often according to specific requirements such as
necessary libraries, OS versions or available memory. Furthermore, different
jobs may have different priorities. Therefore the job management parts of
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any middleware in connection with data management are normally the most
challenging ones.

Information Service. Usually an ordinary user needs not be aware of the inner
structure of a grid. Nevertheless, at least for operators or administrators, it
is essential to have access to the current state of the infrastructure, i.e.
which services are currently available and what their status is, or which jobs
are scheduled or running. Such information can most often be retrieved by
querying an information service or cache. Usually the information services
are bound to a Virtual Organisation.

We propose that user-friendly environments act as a bridge between the middle-
ware stacks to ensure seamless access to various underlying middleware in terms
of job handling and file management. They are structured according to the above
list of components. All of the component modules have the same two-layer struc-
ture: the abstraction layer provides a generalised model of grid services and grid
resources, the implementation layer implements the functionality of the specific
grid middleware by a number of middleware plug-ins. Wherever possible, the
implementation layer makes use of common standards, such as of those defined
by the OGF [6].

4 Implementation

There are two graphical frameworks available for accessing PL-Grid resources.
Both implement the structure described in previous chapter and implement two
layer architecture. Although they provide similar features, they are dedicated to
different groups of users and can be used in different conditions.

4.1 Migrating Desktop

The Migrating Desktop Platform is based on the client-server paradigm and
consists of a Java Web Start application – rich graphical client and server inter-
mediating with grid infrastructures. MD simultaneously hides the complexity of
the computing environment behind the advanced graphical user interface, and
provides the users with a unified view of the infrastructures used at the inter-
operation level. It is a powerful and flexible user interface providing transparent
user work environment and easy access to the resources. It allows the user to
run applications and tools, manage data files, and store personal settings inde-
pendently of the location or the terminal type.

Open architecture of Migrating Desktop and mechanism of well defined plug-
ins and interfaces makes interoperations of various computing architectures avail-
able in terms of data handling, job submission and monitoring. The platform of-
fers a framework that can be easily extended on the basis of a set of well-defined
plug-ins used to access data, define job parameters, pre-process job parameters,
and visualise the job results. Thus the key feature of the Migrating Desktop is



196 B. Palak et al.

Fig. 2. Screenshot of Migrating Desktop – job defining and visualisation

a possibility of adding various tools and applications, and supporting different
visualisation formats easily. Other Migrating Desktop features include:

Single sign-on mechanism. Authentication and authorisation based of X509
certificates schema allows once authenticated users to access resources indepen-
dently of the underlying infrastructure.

Capability of files exchange among different kinds of storage. Migrating
Desktop currently supports several file systems: local, FTP, GridFTP, SRMv2.2,
LFN. The framework offers an abstract layer with well-defined interfaces that
intermediate while data is exchanged between systems, so the user could have
no knowledge of the characteristics of storage parts. Storage, seen as an abstract
file systems, is managed by Grid Commander – a graphical tool based on the
concept of well-known applications (like e.g. Total Commander) dedicated to file
management.

Job submission to various infrastructures using one tool. Migrating
Desktop Platform handles the whole job’s life-cycle from job defining and sub-
mission, up to obtaining results and visualisation of the job outcome. Provided
mechanism (based on the idea of plug-ins) allows easy integration of applica-
tions within Migrating Desktop and submission of jobs to computing resources
of various grid infrastructures.
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Fig. 3. Migrating Desktop – file transfer between storages of various kind

Simultaneous monitoring of jobs running on different infrastructures.
Migrating Desktop features a possibility of obtaining data from heterogeneous
mechanisms of job tracking of different middleware, so the status of jobs sub-
mitted by the user can be monitored using one dialog.

Migrating Desktop strictly cooperates with the Roaming Access Server (RAS),
which intermediates between various grid middleware and applications. The RAS
offers a well-defined set of web-services that can be used as an interface for ac-
cessing HPC systems and services (based on various technologies) in a common,
standardized way. The Roaming Access Server consists of several independent
modules responsible for job submission, job monitoring, user profile manage-
ment, data management, authorisation, and application information manage-
ment. Using features listed above MD provides users with a tool that makes grid
usage much easier and more intuitive, which is essential for encouraging poten-
tial beneficiaries to reap profits from using grid infrastructure for compute- and
data-intensive applications.

Migrating Desktop was created in the EU CrossGrid Project [8] and devel-
oped in the EU Interactive European Grid Project [9], where Migrating Desk-
top functionality for handling interactive grid applications (i.e. grid applications
characterised by the interaction with a person in a processing loop) was imple-
mented. It also proved its usefulness in everyday work of BalticGrid project users
communities chosen as a common point for accessing and managing the project
applications, tools, resources and services. Currently it is developed within the
PL-Grid project.
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Fig. 4. Migrating Desktop – simultaneous monitoring of jobs running on various grid
infrastructures

4.2 g-Eclipse

g-Eclipse is a standalone application – an integrated workbench framework based
on well-known Eclipse platform. The g-Eclipse platform is developed as a general
framework that can be used by grid users, grid developers and grid operators.
The software developed in the g-Eclipse project consists of “core grid plug-
ins” for the Eclipse platform. These enable and standardise the access of grid
infrastructures from within Eclipse, independent of the grid middleware used.
The intuitive interface hides the complexity of using grid services from the end
user or application developer, which results in a low entry barrier especially for
users and developers new to grid technology. The g-Eclipse platform can be used
as a rich client application with user friendly interface to access grid resources,
but can also be used as a base for writing customised grid applications using the
g-Eclipse model and the g-Eclipse common grid library.

The graphical user interface follows the Eclipse UI guidelines. The intuitive
interface hides the complexity of using grid services from the end user or ap-
plication developer, which results in a low entry barrier especially for users and
developers new to grid technology. The graphical front-end of Eclipse is organ-
ised with the concepts of views, editors, wizards, preference pages, etc. These
components provide the basic functionality to integrate new GUI elements into
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Fig. 5. Example layout of g-Eclipse components

the framework. These basic elements are grouped in so-called perspectives. Per-
spectives determine the visible actions and views within the workbench, but go
well beyond this by providing mechanisms for task oriented interaction with re-
sources in the Eclipse Platform. Users can rearrange their workbench and there-
fore customise it to their needs and habits with the help of these components.
An example screenshot from g-Eclipse is shown in Fig. 5.

The g-Eclipse Framework was designed as an open platform for a wide range of
tools and the initial contribution was an integrated development environment for
Java. The central point of the Eclipse architecture and framework is its plug-in
architecture, a component-based software architecture that leads to a clear and
modular design. This is achieved by the underlying OSGi framework that defines
the dependencies between different plug-ins, and how and when additional plug-
ins are loaded. In addition, the Eclipse framework relies on the mechanisms of
extension points and extensions. An extension point is a definition of how to
enhance an existing functionality. This way of building software components
leads to an extensible architecture with well-defined interfaces.

The g-Eclipse framework is a general grid workbench tools that can be ex-
tended for many different grid middleware (such as gLite, UNICORE, Globus
Toolkit), and comes with exemplary support for the QCG [16] and GRIA [13]
middleware. Furthermore an adapter to Amazon’s Web services (i.e. S3 and EC2)
is available. As a first outcome of this development, Amazon’s Simple Storage
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Service can be easily accessed from within g-Eclipse and instances in Amazon’s
Elastic Compute Cloud can be controlled. With this step, g-Eclipse introduces
itself to clouds and is no longer only middleware independent, but also grid in-
dependent. The important thing for application developers is that they do not
need to care about the specific grid middleware support. The same application
can work with different grids or infrastructures without any changes.

5 Exploitation

Migrating Desktop and g-Eclipse can be used as a general purpose tool for ac-
cessing grid but their power is also in the ability to adapt to a specific application
needs. In the following sections the methods of application integration are ex-
plained and exemplary integrations of Gamess and Gaussian applications are
presented. GAMESS and Gaussian applications were chosen to prove correct-
ness of integration mechanisms and procedures as both applications are very
popular within a quantum chemistry community which is one of the main grid
users group.

The Migrating Desktop Platform and g-Eclipse were successfully deployed on
the PL-Grid infrastructure. The deployment procedure included evaluation of
products features, thorough examination of security vulnerabilities as well as
general tests. Now, both tools are used by PL-Grid users as a common point for
accessing and managing the project applications, tools, resources and services.

5.1 Integrating Application with Migrating Desktop

Applications whose requirements are accomplished by Migrating Desktop func-
tionality can be integrated without much effort. In other cases application de-
velopers have to add an extra functionality to fulfill application’s specific needs
using concept of plug-ins as integration points between the Migrating Desktop
and applications. Depending on the functionality that the developer would like
to add to the Migrating Desktop framework, he/she has to choose what kind
of plug-in has to be implemented. The developer can choose from the types
described in this document:

– Job input plug-in – for defining specific job input parameters;
– Job process plug-in – if any additional activities should be performed before

submitting a job (e.g. job parameters have to be optimised before submis-
sion);

– File viewer plug-in – if applications produce a non-standard format files that
are not handled by the Migrating Desktop and that have to be presented in
a user-friendly graphical format;

– Application viewer plug-in – for visualisation of job results that are pro-
duced as a set of files or that have to be pre-processed (e.g. any animations,
visualisation of meteorological data such as weather forecast map, etc.);

– Tool plug-in – for adding any Java tools to the Migrating Desktop framework.
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Fig. 6. GAMESS application – job submission plug-in (left) and job visualization plug-
in (right)

Integration of GAMESS application within Migrating Desktop Framework
includes:

– implementation of specific plug-ins for job defining to make job submission
easier and more intuitive for the user (see Fig. 6),

– adaptation of the open-source JMol application as a Migrating Desktop plug-
in for visualization of application results (see Fig. 6),

– preparation and publishing a user guide, describing in details the procedure
of defining, monitoring and results visualising of GAMESS application.

5.2 Integrating Application with g-Eclipse

g-Eclipse can also be used as a base for users’ applications which should access
grid resources. The easiest way is to provide an application description which de-
fines application parameters. Such description is then automatically converted to
a form of graphical dialog containing fields for entering application parameters.
With the help of the g-Eclipse framework an application developer or integra-
tor can prepare applications, both simple or workflow, and share them with the
application users group.

A more advanced way of integrating applications can be achieved by providing
more advanced plug-ins such as input file editor or result visualisation. g-Eclipse
provides visualisation functionality that can be used by application plug-ins.
For some applications also submission support plug-in is necessary to prepare
a proper job description and input scripts. Plug-ins can also register additional
job description format and supporting editors (textual or graphical ones) which
can submit and handle specific application input file format. By embedding
applications into g-Eclipse developers need not provide client interface or grid
resources management. All elements, menus and actions to submit a job, manage
a job, update status or transfer files are provided by the g-Eclipse framework.
An example integration with pharmaceutical integration is shown in Fig. 7.

The advanced method of integration is to prepare custom applications. By ex-
tensively using the Eclipse extension mechanism in combination with
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Fig. 7. Pharmaceutical application integrated into g-Eclipse

object-oriented design patterns, the framework can be easily extended by
application-specific implementation. The application is not plugged into
g-Eclipse, but rather built on top of it. It follows the approach of the Rich
Client Platform (RCP) of Eclipse. Dedicated applications can be built by using
parts of g-Eclipse as a common library to handle resources and grid access. With
such an approach existing applications can be gridified. As the g-Eclipse core
model is grid middleware independent, the same application can access resources
from various grid middleware. Example integration with JMolEditor is shown
in Fig. 8. The quantum chemistry task prepared in JMolEditor can be easily
submitted to PL-Grid resources for Gaussian computation.

6 Summary

The Migrating Desktop Platform and g-Eclipse Platform interoperation mecha-
nisms described above provide the user with unified and intuitive access to dif-
ferent kinds of computing infrastructures. This feature allows users to forget
about the complexity of underlying environments and focus on their research
without the need of understanding grid technologies. User-friendly and intu-
itive frameworks such as g-Eclipse and Migrating Desktop make the look-and-
feel of grid infrastructures similar to that of existing computer desktop systems
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Fig. 8. JMolEditor enhanced with grid capabilities

which people are already familiar with. The ease of use of the resources indepen-
dently on their type in an obvious way could attract new users to benefit from
the newest computing technologies.

Diversity and complexity of computing environments very often discourages
users who could benefit from usage of computing resources. Intuitive interface,
open architecture and possibility of interoperation between various middlewares
makes the described frameworks valuable tools, that can be used both by in-
experienced users or skilled application developers, supporting their work with
various grid infrastructures. The Migrating Desktop and g-Eclipse were success-
fully deployed in the PL-Grid project. The frameworks are not dedicated to any
specific user community, and can be used for different user needs, different in-
frastructures, Virtual Organisations and applications. Example integration was
shown for fusion, chemical and pharmaceutical applications. g-Eclipse and Mi-
grating Desktop are open source projects with user communities gathered around
it, which allows for sustainable development.
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Abstract. The main objective of Science Gateways is to give users re-
mote access to supercomputers and large-scale computing environments
in an interactive, web-based and graphical manner. We present a tool,
called Vine Toolkit, that has been successfully used as a core web plat-
form for various Science Gateways. Vine Toolkit is a modular, extensible
and easy-to-use tool as well as a high-level Application Programming
Interface (API) for various applications, visualization components and
building blocks. In a nutshell, it allows interoperability between many
different HPC and grid technologies within the service layer. As a re-
sult, Vine Toolkit provides an ability to build a portal upon different
HPC technologies working together to deliver a complete solution to the
users. In this article, we briefly describe our most complex and feature-
rich project – the Nanotechnology Gateway, as well as a set of tools
relevant to advanced scientific portals, development of which was driven
by various requirements defined by scientists and gathered in scope of
the PL-Grid project.

Keywords: Science Gateway, Web2.0, ABINIT, Vine Toolkit, Liferay,
Java, Adobe Flex, Material Science, Nanotechnology.

1 Introduction

Advanced web-based graphic- and multimedia-oriented user interfaces (GUIs)
designed for scientists and engineers could change the way their users collaborate,
share computing experiments and data, and work together to solve day-to-day
problems. Moreover, the future science and engineering gateways influence not
only the way the users access their data, but also how they control and monitor
their demanding computing simulations. In order to allow users to communicate
remotely with supercomputers and large-scale computing environments in a more
interactive and graphical manner, we present a tool, called Vine Toolkit, that
has been already successfully used as a core web platform for various Science
Gateways [1], [2], [3]. Vine Toolkit is a modular, extensible and easy-to-use Java-
based tool as well as high-level Application Programming Interface (API) for
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various applications, visualization components and building blocks. In this way,
it allows interoperability between many different HPC and grid technologies.
Below, we present a list of modules and plugins currently provided by Vine
Toolkit as well as standards supported by this tool:

– job submission and monitoring: QosCosGrid 2.0 [4], [5], UNICORE 6 [6],
gLite3 [7], GRIA 5.3 [8], Globus Toolkit 4.0.x, 4.2.1 [9],

– data access and management: IRODS [10], Storage Resource Broker, Storage
Resource Manager [11], OGSA-DAI 2.2 [12],

– supported standards and services: BES [13], JSDL [14], RUS [15], Active
Directory [16].

Moreover, Vine Toolkit supports also Adobe FLEX and BlazeDS technologies,
allowing developers to create rich and advanced web applications similar to
many stand-alone Graphical User Interfaces. Additionally, the tool has been
integrated with well-known open source web frameworks such as Liferay and
Gridsphere [17]. In this chapter, we briefly describe new technological solutions
relevant to advanced scientific and engineering portals. Their development was
driven by various requirements defined by scientists and gathered in scope of the
PL-Grid project.

The rest of this chapter is organized as follows. In Section 2, related work in
area of Science Gateways and Science Gateway frameworks is presented. Sec-
tion 3 briefly describes our main motivations. Then, in Section 4, there are short
descriptions of Scientific Applications developed with use of the described solu-
tion. Finally, Section 5 contains information about the planned future work.

2 Related Work

Currently, there are several approaches to implementing the Science Gateway
concept. There is a group of frameworks facilitating design and creation of Sci-
ence Gateways as well as already running portals ready to be used by the scien-
tists. Among available tools that help users to create advanced science gateways,
P-GRADE is a good example of a parallel application development system for
Grid and clusters [18]. It uses Globus, Condor-G, ARC, BOINC and MPICH-
G2 as grid-aware middleware to conduct computations. EnginFrame is another
good example of a web-based front-end for simple job submission, tracking and
integrated data management for HPC applications and other services [19]. Eng-
inFrame can be easily plugged to several different schedulers or grid middlewares
like: Platform LSF, Sun Grid Engine, PBS, or gLite. A slightly different approach
to an API that provides basic functionality required to build distributed appli-
cations is presented by SAGA [20]. It focuses on delivering a set of programming
interfaces covering the functionality of an HPC-aware application. Unfortunately
it does not provide a GUI support, needed to create an easy-to-use Science Gate-
way (see the Vine Toolkit and SAGA comparison Table 1).

Fortunately, apart from development environments, there are also several sites
offering direct access to specialist applications for scientists. A good example
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Table 1. SAGA vs Vine Toolkit comparison

Middleware Vine Toolkit SAGA – Java adaptors

gLite 3 – Cream Yes Yes – JSAGA

gLite 3 – WMS Yes Yes – JSAGA

gLite 3 – JDL Yes under development – JSAGA

Globus Toolkit Yes (4.0.x, 4.2.1) Yes – JSAGA/JavaGAT

Globus Toolkit – MyProxy Yes Yes – JSAGA

Globus Toolkit – gsiftp Yes Yes – JSAGA

Globus Toolkit – WS-GRAM Yes Yes – JSAGA

BES Yes Yes – JSAGA

JSDL Yes Yes – JSAGA

GRIA Yes (5.3) No

UNICORE 6 Yes Yes – JSAGA

Active Directory Yes No

Java Keystore Yes Yes – JSAGA

X509 Certificates Yes Yes – JSAGA

Storage Resource Manager Yes Yes – JSAGA

Storage Resource Broker Yes Yes – JSAGA

(S)FTP, SSH, HTTP(S), ZIP Partly (http, SSH applet) Yes – JSAGA/JavaGAT

local data management Yes Yes – JSAGA

WebDav Yes No

VOMS Yes Yes – JSAGA

iRODS Yes Yes – JSAGA

NAREGI (Super Scheduler) NO Yes – JSAGA

OGSA-DAI Yes (2.2) No

RUS Yes No

QosCosGrid Yes No

GRMS,GRMS3 Yes No

of such well-established Science Gateway is nanohub.org [21]. Its main pur-
pose is to deliver tools and materials, as well as to help with education, re-
search and collaboration in nanotechnology. According to statistics provided by
nanohub.org, they have over 10,000 simulation users and over 50,000 interactive
users. This is a result of a wide range of nanotechnology applications and sim-
ulations/visualizations available within the portal. Regarding technical details,
the nanohub.org web interface serves as a proxy between a remotely installed
application and the end user. In order to achieve that, a Java applet with VNC
plugin is used to connect the user to the remote GUI of the desired application.

Another example of a collaborative environment where scientists can safely
publish their workflows and experiment plans, share them with groups and find
those published by other users, is myExperiment.org [22]. In this approach,
workflows, other digital objects and bundles (called Packs) can be swapped,
sorted and searched like photos or videos on the Web. Unlike Facebook or MyS-
pace, myExperiment fully understands the needs of the researchers; making it
really easy for the next generation of scientists to contribute to a pool of scien-
tific methods, build communities and form relationships. In this way, it reduces
the time needed to experiment and to share expertise, as well as helps to avoid

nanohub.org
nanohub.org
nanohub.org
myExperiment.org
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reinvention. At last, we should not forget about similar projects – GridSpace
[32] and InSilicoLab [31], that have been developed in the frame of PL-Grid.

The aforementioned examples differ from each other in implementation and
visual form, still all of them were designed to solve specific scientific problems.

3 Motivation

Since its planning stage, one of the main goals of the Science Gateway for nano-
technology was to combine experimental nano-scale measurements, real data
analysis and verification together with advanced modeling and numerical simu-
lations on the PL-Grid computing resources. According to our analysis, based
on the user feedback from the “Vine-users” mailing list [30] and surveys con-
ducted at the vinetoolkit.org website, many researchers need efficient and
easy-to-use interfaces to their scientific applications. However, they do not have
a need for understanding of the underlying middleware services and IT systems.
Therefore, we decided to develop a user-friendly, domain-focused Science Gate-
way that allows scientists to solve, run and control nanotechnology simulations
in an intuitive way. The proposed solution is a web-based collaborative plat-
form, that takes advantage of Vine Toolkit and Liferay, along with web-based
tools integrated with QosCosGrid middleware [4], [5]. Additionally, scientific ap-
plications like ABINIT and Quantum Espresso are supported. The basic mode of
the gateway use covers many functionalities, such as: preparation of input data,
submission of jobs, monitoring and controlling simulations, post-processing and
analysis of their outcomes, data storage and archiving [23]. In advanced mode,
users can benefit from additional actions, like data migration, conversion, post-
processing and visualization.

4 Scientific Applications

The most advanced part of our Science Gateway for nanotechnology research
consists of two web-based interfaces for scientific applications: ABINIT and
Quantum Espresso [24], [25].

The ABINIT simulation software package allows users to solve problems like
finding the total energy, charge density and electronic structure of systems made
of electrons and nuclei within Density Functional Theory (DFT), using pseu-
dopotentials and planewave basis. ABINIT also includes options to optimize a
geometry according to the DFT forces and stresses, and to perform molecu-
lar dynamics simulations using these forces, as well as to generate dynamical
matrices, Born effective charges, and dielectric tensors. Excited states can be
computed within Time-Dependent Density Functional Theory (for molecules)
or within Many-Body Perturbation Theory. However, ABINIT itself defines sev-
eral requirements towards the user:

– the user needs to know how to translate domain-specific problem to an
ABINIT task;

vinetoolkit.org
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– the command-line tool requires from the user experience with ABINIT in/out
data structures;

– in case of parallel or large scale deployment, the user has to be familiar with
many complex IT and HPC technologies.

In order to hide this complexity, we successfully developed a web-based collabo-
rative interface enabling access to ABINIT, with use of Vine Toolkit and Adobe
Flex [26]. Consequently, we are able to support fully transparent web-based ac-
cess to sequential and parallel ABINIT executions deployed on computing clus-
ters within the PL-Grid infrastructure. The list below contains the main features
of our web interface:

– basic and advanced modes provide support both for experts and beginners;
– instead of using SSH, file transfer protocols, or other tools, the users can

manage even complex simulation and data operations using web browsers;
– several tools facilitating the process of data visualization and analysis.

In addition, to meet specific users requirements, we developed web-based tools
which provide means to analyze input/output parameters in a form-like panel
– for ABINIT and other DFT code, e.g. Quantum Espresso. In this way, some
of the parameters that were not reflected in the parameter input form can be
easily added using a new rich editor of the interface advanced mode. One should
note, that the inputs required for ABINIT job submission are pseudopotentials
files. Using another web-based tool – Vine Toolkit File Manager – the users
can easily access, copy and assign appropriate files stored on remote machines.
What is even more important, the user is able to visualize data in the Science
Gateway immediately after the simulation is completed. The calculated func-
tions of the total density of electronic states (DOS) can be easily displayed
as visualization results. It is also possible to view multiple series from differ-
ent simulations on the same chart. The chart can be dynamically cropped and
zoomed. What is more, special values like the Fermi energy can be marked on
the chart. The example layout of the basic mode for calculation of total energy
using ABINIT is presented in Fig. 1. The example case consists of 16 paral-
lel executions of ABINIT using MPI processes on four cores. Fig. 1 shows also
sample charts generated after ABINIT simulations. Moreover, in case of band
structure calculations all required post-processing procedures are realized in the
background, and only a final picture containing band structure chart is shown
to the users. An additional, useful component is the Nano Structure Builder
graphical tool, which allows to create and edit 3D crystallographic super cells
and to generate ABINIT-compatible descriptions. Therefore, the users are able
to prepare the whole simulation within the Science Gateway, without the need
to use third party software. Nano Structure Builder is a web-based application
that provides functionalities available in both commercial and open source tools,
such as XCrysDen or GoVasp [27], [28]. XCrysDen is an open source applica-
tion that enables visualizations of crystalline and molecular structures. GoVasp
is a commercial software providing, i.a., a structure builder – a graphical tool
that enables creation and manipulation of solid state structures. Currently, Nano
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Fig. 1. Web-based interface for ABINIT simulation with DOS charts

Structure Builder does not cover all functionalities of the aforementioned appli-
cations; however, it enables ab inito creation of crystal structures, their edition
and manipulation.

Nano Structure Builder has been divided into two separate web-based com-
ponents: NanoBuilder and NanoEditor. The first generates geometry of crystal-
lographic coordinates of at least one of the 230 symbols of symmetry group in
the Hermann-Mauguin notation and lattice vectors and angles. The generated
results are passed to NanoEditor. NanoEditor exploits the received coordinates
of all atoms in the cell, in accordance with established symmetry, to generate
graphical representation of the cell. The cell can be manually edited and modi-
fied with the provided tools. Moreover, the results obtained in that process can
be saved as a file, and, thus, further used as an input to ABINIT.
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NanoBuilder was created using the Adobe FLEX technology, wrapping the
Spacegroup software. Spacegroup is a command line tool, which produces a crys-
tal geometry; however, it can be used only under Unix systems. NanoBuilder
gives its users an opportunity to use the tool within a web browser: defining
basic information (space group by its Hermann-Mauguin symbol, lattice vectors
lengths, lattice angles, number of unit cells in each direction and whether a unit
cell should be found), adding atoms (by selecting them from a displayed peri-
odic table) and defining position of each of the atoms. All these information is,
invisibly to the user, passed to the Spacegroup software, which returns results
as an output file.

NanoEditor is a graphical tool, which was also created in FLEX technology.
It enables displaying a crystal cell in three dimensions. To achieve such a func-
tionality, the Papervision3D library – an open source real-time 3D engine for the
Flash platform – was used. The main purposes of using NanoEditor are: creation,
edition and manipulation of super-cells. First, the user loads results obtained in
NanoBuilder by selecting a proper file in a File Browser. When the file is loaded,
its graphical representation is displayed in the middle panel of the component
(Fig. 2). NanoEditor provides a whole set of tools to navigate and manipulate
the model. The user can freely rotate it in any direction, or shift it, if the model
does not fit entirely in the window. There is also a possibility to zoom in and
zoom out the model, which is helpful when viewing the details of the cell. A very
helpful feature of the tool is the ability to use two coordinate systems: Cartesian
and cell coordinate system. Such distinction is needed because of the different
functions available in the application. The first can be used when a new atom is
added (coordinates need to be defined along x, y and z axis). The latter, in turn,

Fig. 2. Model of a unit cell displayed in a 3 dimensions
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Fig. 3. Difference between primitive cell (on the left side) and the unit cell (on the
right side)

helps to recognize directions of the cell when, for instance, some surface needs
to be removed (surface is defined along a, b or c axis). The user can display any
of the coordinate system or hide both of them.

There is also a possibility to show (and hide) the border of a crystal cell, which
is helpful when identifying a crystal system. Moreover, the user is able to switch
between two display modes of the unit cell. By design, a crystal cell is displayed as
a primitive cell (translational asymmetric unit). But there is an additional option
– displaying a nicely-cut unit cell (shortly unit cell). The difference between both
cell views is demonstrated in Fig. 3. The unit cell displays additional atoms in
places where multiplied cells are connected after the cell multiplication process.

A crucial functionality of NanoEditor is the edition of a crystal cell. The
tool enables selection of a single atom or group of atoms, which can be further
altered. It is possible to remove selected atoms and to change their positions by
shifting them by, provided in Angstroms, values along each axis. To check the
current position of an atom, the user can display it after selecting a proper atom.
What is more, the user can display the distance between any pair of atoms. In
addition, the user can add a new atom at every position. NanoEditor enables
also replicating a whole cell a specified number of times along selected lattice
vector. It can be done in both primitive and unit display modes. After achieving a
desired form of a cell, the user can define vacuums. It is done by removing proper
surfaces of the crystal cell. All the actions mentioned above, except for defining
the vacuum, can be undone. It allows the users to make alterations without
worrying about irreparable consequences. Such functionality was provided on
account of the fact that users are prone to make some errors and like to have an
ability to go back.

The last, but not least, important functionality of NanoEditor is its ability
to display model parameters in ABINIT file format. Such parameters include:
number of atoms, lattice vectors, cell angles, atom types and many more. After
copying such output, the user can paste it as an input to another nano product
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– Nano-Science Gateway. Thanks to that, the obtained model can be further
processed and used.

The presented editor has become a really useful application for nano scientists
who tested its prototype. They were able to design a nano structure without a
need to have access to very extensive specialist software packages, like GoVasp.
The source code is distributed as open source, therefore, it could be further
developed in the future. It is also a great example of how we can use Vine
mechanisms to prepare advanced graphical tools for end users.

In order to show how the described components are placed within a portal,
we present the following diagram (Fig. 4). It depicts the elements of the portal,
underlying services and dependencies between them.

Fig. 4. Science Gateway deployment diagram

The Science Gateway for Nanotechnologists consists of two kinds of com-
ponents available to a logged-in user: standard Vine Toolkit components for
managing user profile, file management and SSH client; and specialized compo-
nents designed for Nanotechnology environments. Both component groups are
designed according to specific rules of grid portal design, based on the work
conducted within the BEinGrid project [29]. One of the most important portal
design rule is incorporating Single Sign-On mechanisms. In our Science Gateway
it is fully supported, and based on Vine Toolkit – the user has to authenticate
himself/herself only once, during the login procedure; then, all the credentials
needed for accessing external services are automatically used by the portal on the
user’s account. It means, that even if the user needs to access a remote host with
the Portal SSH Client (the researchers strongly indicated such a need in a survey
conducted by the PL-Grid project), the process of authentication is performed
entirely by the portal – the only thing the user has to do, is to choose appropri-
ate resource. The same applies to the Science Gateway File Manager application
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Fig. 5. Vine Toolkit File Manager with Single Sign-On

(Fig. 5). For ease-of-use, it consists of two panels (each for one storage resource).
The user can make all standard file operations (e.g. copy files between panels
with drag and drop interface, delete, create folders, change names, download or
upload files) without the need to authenticate again.

5 Future Work

The future work on the Vine Toolkit-based Science Gateways are divided into
two parts. The first are various new extensions to the existing Science Gateways,
including support for other applications and packages, like NAMD and MOPAC.
The second, based on the end-users needs collected within the PL-Grid project,
is adding several new applications to the Science Gateways, e.g. NWChem or
BLAST/CLUSTALW2. Therefore, our Science Gateways will be able to support
all major applications used within large-scale parallel simulations in other science
domains. In this way, rendering scientists able to deal with advanced calculations
using web spaces that are easy to use and share.
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Szjenfeld, D., Tarnawczyk, D., Wolniewicz, G., Nabrzyski, J.: The Vine Toolkit:
A Java Framework for Developing Grid Applications. In: Wyrzykowski, R.,
Dongarra, J., Karczewski, K., Wasniewski, J. (eds.) PPAM 2007. LNCS, vol. 4967,
pp. 331–340. Springer, Heidelberg (2008)



Science Gateway for Nanotechnology 215

2. Szejnfeld, D., Dziubecki, P., Kopta, P., Krysinski, M., Kuczynski, T., Kurowski,
K., Ludwiczak, B., Piontek, T., Tarnawczyk, D., Wolniewicz, M., Domagalski, P.,
Nabrzyski, J., Witkowski, K.: Vine Toolkit – Towards Portal Based Production
Solutions for Scientific and Engineering Communities with Grid-Enabled Resources
Support. Scalable Computing: Practice and Experience 11(2), 161–172 (2011)

3. Dziubecki, P., Grabowski, P., Krysinski, M., Kuczynski, T., Kurowski, K.,
Szejnfeld, D.: Nano-Science Gateway development with Vine Toolkit and Adobe
Flex. In: Barbera, R., Andronico, G., La Rocca, G. (eds.) Proceedings of the In-
ternational Workshop on Science Gateways (IWSG 2010). Consorzio COMETA,
Catania (2010)

4. Agullo, E., Coti, C., Herault, T., Langou, J., Peyronnet, S., Rezmerita,
A., Cappello, F., Dongarra, J.: QCG-OMPI: MPI applications on grids. Fu-
ture Generation Computer Systems 27(4), 357–369 (2011) ISSN 0167-739X,
doi:10.1016/j.future.2010.11.015

5. Kurowski, K., de Back, W., Dubitzky, W., Gulyás, L., Kampis, G., Mamonski, M.,
Szemes, G., Swain, M.: Complex System Simulations with QosCosGrid. In: Allen,
G., Nabrzyski, J., Seidel, E., van Albada, G.D., Dongarra, J., Sloot, P.M.A. (eds.)
ICCS 2009, Part I. LNCS, vol. 5544, pp. 387–396. Springer, Heidelberg (2009),
doi:10.1007/978-3-642-01970-8 38

6. Streit, A., Bala, P., Beck-Ratzka, A., Benedyczak, K., Bergmann, S., Breu, R.,
Daivandy, J. M., Demuth, B., Eifer, A., Giesler, A., Hagemeier, B., Holl, S., Huber,
V., Lamla, N., Mallmann, D., Memon, A. S., Memon, M. S., Rambadt, M., Riedel,
M., Romberg, M., Schuller, B., Schlauch, T., Schreiber, A., Soddemann, T., Ziegler,
W.: UNICORE 6 – Recent and Future Advancements. JUEL-4319 (2010) ISSN
0944-2952

7. gLite 3, http://glite.cern.ch/introduction
8. GRIA 5.3, http://www.gria.org/about-gria/overview
9. Foster, I.: Globus Toolkit Version 4: Software for Service-Oriented Systems. In:

Jin, H., Reed, D., Jiang, W. (eds.) NPC 2005. LNCS, vol. 3779, pp. 2–13. Springer,
Heidelberg (2005)

10. Moor, R.: Towards a Theory of Digital Preservation. The International Journal of
Digital Curation 3(1) (2008)

11. Rajasekar, A., Wan, M., Moore, R., Schroeder, W., Kremenek, G., Jagatheesan,
A., Cowart, C., Zhu, B., Chen, S., Olschanowsky, R.: Storage Resource Broker –
Managing Distributed Data in a Grid. Computer Society of India Journal, Special
Issue on SAN 33(4), 42–54 (2003)

12. Antonioletti, M., Atkinson, M.P., Baxter, R., Borley, A., Chue Hong, N.P., Collins,
B., Hardman, N., Hume, A., Knox, A., Jackson, M., Krause, A., Laws, S., Magowan,
J., Paton, N.W., Pearson, D., Sugden, T., Watson, P., Westhead, M.: The Design
and Implementation of Grid Database Services in OGSA-DAI. Concurrency and
Computation: Practice and Experience 17(2-4), 357–376 (2005)

13. Foster, I., Grimshaw, A., Lane, P., Lee, W., Morgan, M., Newhouse, S., Pickles,
S., Pulsipher, D., Smith, C., Theimer, M.: Open Grid Services Architecture Basic
Execution Service Version 1.0 GFD-R.108 (2008),
http://www.ggf.org/documents/GFD.108.pdf

14. Anjomshoaa, A., Brisard, F., Drescher, M., Fellows, D., Ly, A., McGough, S.,
Pulsipher, D., Savva, A.: Job Submission Description Language (JSDL) Specifica-
tion, Version 1.0. GFD-R.056 (2005),
http://www.ggf.org/documents/GFD.56.pdf

15. OGSA Resource Usage Service, http://forge.ggf.org/sf/projects/rus-wg

http://glite.cern.ch/introduction
http://www.gria.org/about-gria/overview
http://www.ggf.org/documents/GFD.108.pdf
http://www.ggf.org/documents/GFD.56.pdf
http://forge.ggf.org/sf/projects/rus-wg


216 P. Dziubecki et al.

16. Microsoft’s Active Directory,
http://www.microsoft.com/windowsserver2008/en/us/active-directory.aspx

17. Oleksiak, A., Tullo, A., Graham, P., Kuczynski, T., Nabrzyski, J., Szejnfeld, D.,
Sloan, T.: HPC-Europa single point of access as a framework for building science
gateways: Research Articles. Concurrency and Computation: Practice & Experi-
ence 19(6), 851–866 (2007)

18. P-GRADE, http://www.p-grade.hu/
19. EnginFrame, http://www.nice-software.com/web/nice/products/enginframe
20. SAGA, http://saga.cct.lsu.edu/
21. Klimeck, G., McLennan, M., Brophy, S.P., Adams III, G.B., Lundstrom, M.S.:

nanoHUB.org: Advancing Education and Research in Nanotechnology. Computing
in Science and Engineering 10(5), 17–23 (2008), doi:10.1109/MCSE.2008.120

22. myExperiment, http://www.myexperiment.org/
23. Guim, F., Rodero, I., Corbalan, J., Labarta, J., Oleksiak, A., Kuczynski, T.,

Szejnfeld, D., Nabrzyski, J.: Uniform job monitoring in the HPC-Europa project:
data model, API and services. International Journal of Web and Grid Services 3(3),
333–353 (2007)

24. Gonze, X., Amadon, B., Anglade, P.-M., Beuken, J.-M., Bottin, F., Boulanger, P.,
Bruneval, F., Caliste, D., Caracas, R., Cote, M., Deutsch, T., Genovese, L., Ghosez,
P., Giantomassi, M., Goedecker, S., Hamann, D.R., Hermet, P., Jollet, F., Jomard,
G., Leroux, S., Mancini, M., Mazevet, S., Oliveira, M.J.T., Onida, G., Pouillon, Y.,
Rangel, T., Rignanese, G.-M., Sangalli, D., Shaltaf, R., Torrent, M., Verstraete,
M.J., Zerah, G., Zwanziger, J.W.: ABINIT: First-principles approach of materials
and nanosystem properties. Computer Phys. Commun. 180, 2582–2615 (2009)

25. Gonze, X., Rignanese, G.-M., Verstraete, M., Beuken, J.-M., Pouillon, Y., Caracas,
R., Jollet, F., Torrent, M., Zerah, G., Mikami, M., Ghosez, P., Veithen, M., Raty,
J.-Y., Olevano, V., Bruneval, F., Reining, L., Godby, R., Onida, G., Hamann,
D.R., Allan, D.C.: A brief introduction to the ABINIT software package. Zeit.
Kristallogr. 220, 558–562 (2005)

26. Adobe, Flex/BlazeDs, http://www.adobe.com/products/flex/
27. Kokalj, A.: Computer graphics and graphical user interfaces as tools in simulations

of matter at the atomic scale. Comp. Mat. Sci. 28, 155–168 (2003)
28. GoVASP, http://www.govasp.com/
29. Karanastasis, E., Varvarigou, T., Grabowski, P.: Portals for Service Oriented Infras-

tructures. In: Dimitrakos, T., Martrat, J., Wesner, S. (eds.) Service Oriented Infras-
tructures and Cloud Service Platforms for the Enterprise, pp. 159–177. Springer,
Heidelberg (2010) ISBN 978-3-642-04085-6

30. Vine-users mailing list,
http://gforge.man.poznan.pl/mailman/listinfo/vine-users

31. Kocot, J., Szepieniec, T., Noga, K., Harȩżlak, D., Sterzel, M.: InSilicoLab – Manag-
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Abstract. Many existing problem solving environments provide scien-
tists with convenient methods for building scientific applications over
distributed computational and storage resources. In many cases a ba-
sic set of features of such environments is sufficient to conduct a com-
plete experiment flow. However, complex cases often require extensions
supporting an external piece of software or a communication standard
not integrated beforehand. Most environments deal with such cases by
providing an extension facility and letting third parties add required fea-
tures. The GridSpace environment also includes several mechanisms for
extending its own functionality and here we describe how this can be
accomplished. We focus on extensions already implemented such as local
job submission and scripting language repositories, as well as on a GUI
extension point which can be used to add custom graphical user inter-
faces to GridSpace experiments independently of their release process.

Keywords: virtual laboratories, computational science, scientific com-
puting, extensions, rich Internet applications.

1 Introduction

GridSpace [1] is a web-based script integration platform which allows researchers
to contribute their code to a self-contained experiment or a set of experiments.
It was developed within the PL-Grid project [7]. For experiment creation, exe-
cution and management a graphical user interface implemented as a web appli-
cation is provided – the GridSpace Experiment Workbench (EW for short).
GridSpace experiments can be shared within collaborative research communities.
The scripting nature of experiments gives authors great flexibility in applying
the run-observe-modify-rerun cycle. In order to better exploit this exploratory
programming model, GridSpace integrates several mechanisms that decrease the
amount of boilerplate code and enable users to focus on relevant research issues.
These mechanism are called GridSpace extensions and are the main subject of the
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following sections. The first extension, called Gem Manager, takes care of man-
aging various libraries available for different scripting languages (e.g. Ruby gems
or Python eggs). Apart from adding required libraries to the user’s execution
environment the Gem Manager attaches dependency information to experiments
so as to prepare similar conditions for future runs (even if requested by different
users). Scientific research often requires high-performance computing resources
provided by clusters, access to which is possible through a PBS [11] implementa-
tion. GridSpace provides an extension that offers access to this API from within
a scripting language of the user’s choice. Addressing the common requirement
of being able to present intermediate experiment results, GridSpace provides a
WebGUI extension which allows authors to easily integrate RIA (Rich Internet
Applications) with their experiments. For convenience, one RIA implementation
is available through GridSpace itself and can be used for simple use cases. In the
following sections we explain how these extensions fit in the general GridSpace
architecture and discuss their internal workings.

2 Related Work

Open-source scripting languages such as Ruby or Python have extensive user
communities, delivering many extensions to existing platforms in various do-
mains. This delivery process has been formalized through Gems [9] and Eggs [10]
respectively, making the process of extending local language interpreters easy for
users. Still, the process bases on console commands which, from the perspective
of a graphical user interface, is somewhat inconvenient. To make the process of
managing language extensions even simpler, a graphical widget embedded in the
Experiment Workbench interface needs to be provided as one of the extensions
to the GridSpace platform.

Access to computational resources can be obtained by using one of many
available batch systems (e.g. Oracle Grid Engine [8], Condor [4], TORQUE [13],
etc.) Being able to access such platforms in the context of a scientific experiment
development environment such as GridSpace is critical. Thus, the PBS exten-
sion was introduced. In the area of job submission attempts have been made
to expose various client libraries and as a result the DRMAA [3] specification
was produced. However, during the implementation phase no reliable release of
a compliant library was available.

Web-based rich graphical user interfaces are becoming a standard. There are
many tools offering out-of-the-box widgets for building fancy-looking application
views, among them GWT [14], Adobe Flex [15], JavaFX [16] and Echo3 [17]. To
make the GridSpace platform independent of such technologies the WebGUI pro-
tocol was introduced, making the ability to operate on REST-like [6] services the
only requirement of integration. This approach enables experiment developers
to use any web framework to implement their presentation layer.

One example of providing an extension-aware framework is Taverna [2]. It
exposes an SPI (Service Provider Interface) with a set of Java interfaces which
can be extended in order to add extra functionality to the Taverna framework.
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In GridSpace the extension process assumes a more loose approach and al-
lows for any modifications from within the given script interpreter. Because
GridSpace supports many scripting languages it is the responsibility of the ex-
tension provider to ensure different ports of the extension for different languages.

Another example of a plugin-ready platform used for providing an abstrac-
tion layer over Grid jobs is GridBeans [5]. By extending existing Java classes
developers may build custom models and user interfaces for Grid computations.
Implementing portal-based GUIs is also possible in the same manner.

3 Description of the Solution

In Fig. 1 a general overview of GridSpace extensions is presented. It depicts a
layered architecture with underlying resources in the bottom layer, a central con-
taining the Execution Host where user experiments are executed (also called the
Experiment Host) and the topmost presentation layer which embeds extension
views, also called widgets. Each extension makes a vertical cut in this diagram
and is described in detail below.

Fig. 1. Architectural dependencies of GridSpace extensions

The Gem Manager uses external library repositories specific for a given script-
ing language. For Ruby and Python, gem and egg public repositories are used
which gives GridSpace users access to hundreds of language extensions. In
GridSpace the extension is implemented in such a way that integrating new
repositories is a matter of implementing the interface presented in Fig. 2. Fol-
lowing the pattern established by the Gem Manager extension, each scripting
language library is called a gem.

The interface contains two methods which allow users to search for installed
gems (searchLocal) and for gems present in remote repositories (search). Us-
ing regular expressions should also be possible. Additional information about
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public interface GemRepo {

List<GemInfo> searchLocal(String searchPattern) throws SearchException;

List<GemInfo> search(String searchPattern) throws SearchException;

String getInfo(String gemName, String gemVersion)

throws SearchException;

String install(String gemName, String gemVersion,

boolean installDocumentation) throws ManagementException;

String uninstall(String gemName, String gemVersion)

throws ManagementException;

}

Fig. 2. Main interface of the Gem Manager extension

particular gems can be retrieved using the getInfo method, by inputting the
name and version of the requested gem (both of which can be obtained from the
GemInfo bean). The install and uninstall methods are used to manage the
lifecycle of gems. New gems are installed in the user space on the Experiment
Host according to the conventions of a particular scripting language repository
implementation. The main advantage of this approach is that the user does not
have to apply for required extensions to site administrators, which usually takes
a considerable amount of time. In the presentation layer Gem Manager exposes
the described functionality as a widget, enabling users to manage their gems
through a user-friendly point-and-click interface.

High Performance Computing clusters can be utilized to execute computatio-
nally-intensive parts of user experiments. The process of obtaining the necessary
credentials to access such clusters is the user’s responsibility. In the PL-Grid
project this is very straightforward and requires users to fill out a simple web
form. Once this step is complete, over 5000 CPUs and 2500 TB of storage are
made available to users and can be interfaced by GridSpace through its PBS
extension. As the main approach of the GridSpace platform is to enable users to
develop software in a programming language of their choice, it becomes necessary
to maintain a common code base for the PBS extension written in C, with several
bindings to high-level languages. Following a careful study of user requirements
it has become evident that the SWIG [12] wrapper will be necessary to support
most use case scenarios. This is why our codebase is implemented in C and
directly binds to PBS Torque [13] libraries. The API exposed by the extension
(and made available to any supported language) is presented in Fig. 3.

The PBS API is relatively rich and allows for full control over job submission
process. The first action required to handle job management is setting up the
execution environment for the user process. For this purpose three methods are
available. The pbs_env_init method is used to read Experiment Workbench
configuration and set proper environmental variables according to policies on
a given head node. The pbs_init and pbs_add_env methods can be applied
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/* environment preparation */

void pbs_env_init();

void pbs_init(char* server, int debug_flag);

void pbs_add_env(struct pbs_job* job);

/* job preparation */

struct pbs_job* pbs_job_init(char* job_script);

void pbs_set_resources(struct pbs_job* job, char* resources);

void pbs_stagein(struct pbs_job* job, char* path);

void pbs_stageout(struct pbs_job* job, char* path);

char* pbs_get_job_name(struct pbs_job* job);

/* job life-cycle management */

char* pbs_job_submit(struct pbs_job* job, char* queue_name);

char* pbs_job_submit_async(struct pbs_job* job, char* queue_name);

char* pbs_get_job_id(struct pbs_job* job);

char* pbs_job_status(struct pbs_job* job);

char* pbs_get_output_path(struct pbs_job* job);

char* pbs_get_error_path(struct pbs_job* job);

void pbs_job_delete(struct pbs_job* job);

Fig. 3. PBS API exposed in scripting languages used by users to access cluster resources

to set up the environment manually and should be used by more experienced
users. It is important to remember that invoking pbs_env_init is mandatory
at the beginning of the job management process, as this method sets up several
variables which are used by subsequent calls of the library’s methods. Once the
environment is set up, the actual jobs may be prepared by using the second set
of methods presented in Fig. 3. The library is designed to use a C structure
in order to represent a single job. This structure can be obtained by calling the
pbs_job_initmethod which presets some basic values. Before the job is submit-
ted its description can be refined by passing the job structure to other job prepa-
ration methods. In this way additional job requirements such as wall-clock time
or number of nodes can be specified by using the pbs_set_resources method.
Stage-in and stage-out files can be set by using pbs_stagein and pbs_stageout

methods. The final preparation method (pbs_get_job_name) retrieves the job’s
name which is generated by the library during job initialization (done by a call
to the pbs_job_init method).

The PBS library also exposes a set of methods which enable experiment au-
thors to control the job lifecycle. Job submission can be performed in two modes.
The synchronous mode (using the pbs_job_submitmethod) offers the advantage
of blocking the user process until a job finishes without any additional job status
checking (the method returns the job identifier). This is mostly useful for exper-
iments which involve single job runs or when a set of jobs needs to be executed
sequentially. The asynchronous mode (the pbs_job_submit_async method) re-
quires more advanced lifecycle handling by using the pbs_job_status method
for job status monitoring. This is usually done in a loop which periodically checks
the status of the job. In either mode, job identifiers can be retrieved by calling
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the pbs_get_job_id method while standard output and error file locations can
be obtained by using pbs_get_output_path and pbs_get_error_pathmethods
respectively. The pbs_delete_job method removes a job from the cluster.

The final GridSpace extension allows users to enrich experiments with external
web applications offering a way to present results or request user input during
the course of the experiment process. This mechanism can also be applied to
steer experiment execution with a human in a computing loop. The name of the
extension is WebGUI and, just like in the case of the PBS extension, a C code-
base is maintained and ported to different scripting languages by using SWIG
wrapping mechanisms. From the perspective of the experiment code WebGUI is
a single call. In Ruby it assumes the following form:

result = webgui.process_query("https://external.web.app/url",\

"{webguiDocType: ‘request’,\

label: ‘User data’,\

data: [{name: ‘gender’, label:

‘Gender’, pref: ‘radio’, options:[\

{label: ‘Male’, value: ‘male’},

{label: ‘Female’, value: ‘female’}],

value: ‘female’},\

{name: ‘age’, label: ‘Age’, pref: ‘text’},\

{name: ‘cv’, label: ‘CV’, pref: ‘richTextArea’}]}")

The example above requests gender (choice presented with radio buttons),
age (single-line text input) and CV (rich text editor) information from the user.
The process_query method takes two parameters: a web application endpoint
and a JSON (JavaScript Object Notation) query definition. In this example the
query is valid for a reference implementation of the external web application
which ships together with GridSpace. In more general cases, the query value can
be an arbitrary string. Once the external web application is done processing the
request it should return a value to the experiment process which then exposes
the results through the result variable. Below we present a detailed description
of the protocol used by the WebGUI library to exchange information with the
custom web application.

A complete sequence diagram depicting integration of an external application
with the WebGUI extension is presented in Fig. 4. The following entities are
part of the communication process:

– WebGUI Processor (Browser): This component is part of the WebGUI
core implementation. It is implemented as a JavaScript library and executed
in the user’s browser when a WebGUI request is generated. It is also respon-
sible for embedding the interface served by the external web application
inside EW.

– WebGUI Processor (EW Server): Server-side implementation of the
WebGUI extensions used to coordinate message exchange between the Script
Interpreter and the External Web Application. It is part of the Experiment
Workbench.
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– Script Interpreter: Represents the process which calls the WebGUI exten-
sion and expects user input in return. This can be any scripting language
interpreter supported by EW and it is run on the experiment host machine.

– External Web Application: Implements the WebGUI protocol to add
custom web views to EW experiments. It has to be publicly available in
order for the communication to work.

The WebGUI protocol sequence begins with a call to the process_querymethod
which takes two parameters. The first is the location of the WebGUI processing
endpoint of the external web application. The second is the body of the request
which should be a JSON object. After the call, the Script Interpreter contacts
the WebGUI Processor server through a POST request and registers a WebGUI
request. Starting from this moment the call to the process_query blocks the
interpreter’s current thread and, by using an auxiliary thread, it periodically
polls the WebGUI processor for a response (using a POST request). The whole
conversation is assigned a unique id generated by the WebGUI library when the
process_query method is initially called.

Once the WebGUI Processor server receives a render request it changes the
experiment status accordingly. The next time this status is updated by the user’s
browser the WebGUI client code (JavaScript-based) dispatches a POST request
to the external web application and renders the served view in a frame integrated
with EW. The web application is assigned an identifier (request_id), a JSON
request body (json_request) and a location (respond_to) which should be
used to return the response. After the user submits data to the web application
a response is generated and sent back to the WebGUI Processor server containing
the conversation id and the response itself. In the meantime, the script interpreter
is continuously asking for user response and receiving an IN_PROGRESS message.
When the server records a response from the external web application it sends
it back to the script interpreter according to the matching conversation id. This
concludes the message exchange and the resulting JSON value is returned as the
process_query’s method return value.

4 Results

The basic idea behind the Gem Manager is to overlay the process of extending a
given scripting language with third-party libraries by a universal web interface
which enables users to manage the process from within the GridSpace experiment
editor. In this way the experiment author – by way of a few mouse clicks – can
include the required library in the experiment and carry on with the research
task. In Fig. 5 a sample view of the manager is placed on the left, with a list
of Ruby gems. Each gem can be installed or removed with a single mouse click.
Search capability is implemented through a single text input. For large search
results a pagination mechanism is in place.

To enable PBS features in the scripting languages supported by GridSpace
the SWIG [12] tool was used to produce corresponding bindings. The basic PBS
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Fig. 5. Screenshots of GridSpace extensions as they are seen in the EW presentation
layer

implementation was written in C and linked directly with the PBS API offered by
TORQUE [13]. Currently, Python and Ruby ports are being tested. An example
of using the PBS extension is presented in the code snippet situated in the
bottom-right part of Fig. 5. The snippet contains a job preparation routine and
submission is carried out in the synchronous mode, which will block the whole
process until the job finishes. One advantage of this approach is that the job code
can be generated on the basis of previous experiment results and requirements
(e.g. dynamic values of input and output file paths).

The WebGUI mechanism can be used in more complex experiment imple-
mentations where intermediate results can determine the future experiment ex-
ecution path, or where user input is required. Any web application available
through an URL and conforming with a simple protocol offered by the extension
can be used to enrich an experiment. In Fig. 5 the top-right part depicts a sample
WebGUI window whose content was generated by an external web application.
In this case it is a simple web form asking the user for water simulation input
parameters.

5 Conclusions and Future Work

Future work will focus on improving the functionality of the presented exten-
sions. The Gem Manager will be extended to support other script languages
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depending on the availability of a mechanism similar to Ruby gems. The exper-
iment gem dependency feature is still experimental and requires further testing.
In addition, the manager should provide support for recreating the complete
user environment on different experiment hosts, including all gems installed on
the original host.

The PBS API needs to be extended with some noncritical job submission
options (which can be added according to user requests). Moreover, ports to
other scripting languages are foreseen. As the DRMAA implementation for PBS
has reached maturity, this standard interface might eventually substitute the
native PBS API.

Regarding the WebGUI extension, the reference RIA implementation will be
extended with file upload and graphics presentation support.
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Abstract. The GridSpace2 environment, developed in the scope of the
PL-Grid Polish National Grid Initiative, constitutes a comprehensive
platform which supports e-science applications throughout their entire
lifecycle. Application development may involve multiple phases, includ-
ing writing, prototyping, testing and composing the application. Once
the application attains maturity it becomes operable and capable of be-
ing executed, although it may still be subject to further development
– including actions such as sharing with collaborating researchers or
making results publicly available with the use of dedicated publishing
interfaces. This paper describes each of these phases in detail, showing
how the GridSpace2 platform can assist the developers and publishers of
computational experiments.
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1 Introduction

The GridSpace2 environment, developed in the scope of the PL-Grid Polish Na-
tional Grid Initiative [4], is a comprehensive platform which supports all phases
of developing and sharing computational science experiments. The motivation
behind the development of GridSpace2 was to assist computational scientists
from various domains of e-science in migrating their experimental activities from
home and office computers to the wider world of Grid and Cloud computing.
Thus, GridSpace2 enables scientists to take advantage of large-scale distributed
computing and storage architectures without forcing them to abandon their tra-
ditional experimentation habits.
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The development of GridSpace2 was heavily influenced by discussions and
consultations held with representatives of end-user communities (i.e. computa-
tional scientists) [1]. Prospective research domains included – among others –
biochemistry, molecular dynamics, genomics and material studies. The resulting
platform is based on the requirements gathered from user groups as well as on
our own experience with developing custom solutions for e-science.

The structure of this chapter is as follows: section 2 presents the state of the
art in problem-solving environments and distributed research systems, citing
some related work. In section 3 we present the approach to supporting the com-
putational research process at each of its stages. Section 4 details the outcome of
our development and research effort while the final section contains conclusions
and presents future work prospects.

2 Related Work

Over the years there have been many attempts at developing problem-solving en-
vironments and virtual laboratories [11]. Most such environments are constructed
on top of workflow management systems [12]. While superficially attractive in
that they do not require much in the way of computing skills or IT expertise,
they also carry important drawbacks, such as the limited expressiveness of the
programming model and lack of mechanisms for integration of computing re-
sources. Moreover, they do not translate gracefully into the programming and
development model employed by many computational scientists, where small
applications and special-purpose pieces of code are engineered “in-house” to
perform specific, one-off actions related to the research domain being studied.

The LEAD project [14] is an example of a Virtual Laboratory for weather
applications. The LEAD environment features a portal with user interfaces (UI)
and a set of dedicated, distributed grid resources (both computational and data-
related) that are available through those UIs. The underlying workflow system
combines resources to define task-specific processing. The system is provided for
weather analysts.

The popular MyGrid [15] software package enables researchers (such as bioin-
formatics experts) to employ the Taverna system to compose complex experi-
ment workflows from standalone building blocks. A library of those basic ele-
ments is available, supporting many different experiments. Processing schemes
are executed by Taverna (the workflow engine), yielding results. The collabora-
tive aspect of this solution is being investigated in the MyExperiment project [16].

Another interesting example of an experimentation space is the Kepler [17]
system. Kepler provides a tool to construct application workflows (which may
include computational experiments) out of local and remote components. Once
prepared, workflows may be executed under a specific regime with the use of an
underlying enactment engine.

On the publishing side, linking articles with primary data is pursued by the
Utopia Documents project [23], which attempts to turn static data into live
interactive content, such as curated database entries, molecular structures, se-
quence and alignment data and plots (however, it lacks on-demand execution
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capabilities). Research on new ways of utilizing Internet and social networks for
scientific publications has also been pursued in EU-funded projects like SciX [19],
PEER [20] and Liquidpub [21], gaining attention from collaborations of profes-
sionals such as the Concept Web Alliance [22]. An interesting example of how
Web 2.0 technologies may be leveraged in collaborative scientific endeavors can
be found in [13]. However, while these projects aim at addressing the problems
of linking and referencing scientific data, publications, services and even exe-
cutable workflows, they do not provide for a unified infrastructure which can
link together the computing and data e-infrastructure, execution engines and
the resulting executable paper, which is the ultimate objective of GridSpace2.

3 Description of the Solution

GridSpace2 [3] aims to support development of e-science applications, which we
call virtual experiments. In order to present how GridSpace2 fulfills this goal, a
set of basic concepts should be defined.

First of all, it should be stressed that instead of a drag-and-drop type of
environment (such as those discussed in Section 2) GridSpace2 relies on the de-
velopers describing their experiments in terms of a set of code snippets, each
written in a specific programming language. The notion of snippets is central to
the concept of GridSpace2 and underpins all the functionality of the presented
solution. We feel this to be a natural evolution of the way in which computa-
tional researchers go about their activities. This view is further strengthened
by numerous consultations and joint design sessions held with representatives of
various domains of e-science. A schematic view of the experimentation process,
as supported by GridSpace2, is shown in Fig. 1.

Fig. 1. The GridSpace2 Experimentation Cycle
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In order to describe how an experiment is born, developed, shared and ulti-
mately published and reused, we will describe the experimentation process on a
phase-by-phase basis. Let us therefore start at the beginning.

3.1 Creating a Virtual Experiment

GridSpace2 provides an environment which supports the developer in creat-
ing and testing virtual experiments. This environment is called the Experiment
Workbench (see Fig. 2). Protected by standard login mechanisms, the Work-
bench provides each participating developer with his/her own research space on
a dedicated server called the Experiment Host (EH for short). The Experiment
Host is a place where experiments can be executed in the context of an individual
user’s account. It is also a place where experiment input files can be stored and
results preserved for later use. If necessary, the Experiment Host may delegate
execution of computations to underlying HPC resources using mechanisms such
as PBS queues.

Once the user logs in to the Workbench, it is possible to begin writing
code snippets which constitute the virtual experiment. As already mentioned,

Fig. 2. The GridSpace2 Experiment Workbench
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GridSpace2 enables iterative development and execution of code, which can be
either built from the ground up or imported from an external source (such as
a custom IDE). While the Workbench presents a Web-based platform on which
to develop arbitrary code, an experiment may also be prepared using external
tools and wrapped with GridSpace2 mechanisms when ready, simply by copying
and pasting code into the Workbench.

3.2 Developing Experiments

Experiments are developed by writing code and arranging it into snippets. Each
of the snippets which together constitute a virtual experiment may utilize a
different programming environment and use external tools and libraries. Any
tool which exposes a command-line interface may be set up as a GridSpace2
interpreter – this includes most general-purpose scripting languages, such as
Ruby, Python and Perl, but also more specialized tools, including math packages
(Matlab, Mathematica), dedicated computational science libraries (Gaussian,
PackMol, etc.) and purpose-specific notations (e.g. for drawing plots). The set
of languages and notations supported is not constrained and new languages can
be easily plugged in on a configuration level. We find that e-science applications
mostly emerge in an exploratory and iterative manner; therefore we enable and
promote coding in interactive write-run loops which can significantly improve
the productivity of scientific programmers [2].

Of note is also the fact that GridSpace2 does not alter the syntax of pro-
gramming languages used to develop experiments – thus, any properly writ-
ten Ruby/Python/Perl program is automatically a valid GridSpace2 experiment
which can be managed and further developed with the use of GridSpace2 tools.

As with any IDE, the Workbench enables the developer to execute the exper-
iment in a debug mode (using EH resources) as well as store/retrieve existing
experiments. Experiments can be executed in their entirety as well as on a per-
snippet basis. An interesting feature of the Experiment Workbench is the ability
to execute all snippets up to and including the one being currently edited – this
facilitates exploratory development of experiments.

3.3 Sharing Experiments

When a save request is issued, an inbuilt serializer saves the entire contents of
the experiment to an XML file in the user’s home directory – such files are
entirely self-contained and can be shared with collaborating developers. Shar-
ing an experiment is as simple as sending the serialized file to an interested
party, or accessing it in the developer’s home directory (which can be facili-
tated by GridSpace2 with the use of standard file access mechanisms employed
by the Experiment Host). Collaborative development is thus possible and each
collaborator may have access to his/her personal copy of the experiment file.
Furthermore, experiments can be duplicated for testing or branching purposes,
and individual snippets can be extracted with the use of GridSpace2 tools.
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GridSpace2 also provides the ability to expose an experiment as a website
(this is the so-called run mode), without the need to access the Experiment
Workbench. In the run mode, experiments resemble standalone web applications
and can be enriched by additional content, including descriptions, comments, etc.

3.4 Publishing Experiment Results

GridSpace2 includes a novel mechanism for publishing experiment results, called
Collage. By using Collage the results of computational experiments conducted
with the help of GridSpace2 can be seamlessly embedded in external research
publications, thus satisfying the concept of the so-called executable paper [13].
Collage works by introducing a mechanism called Assets, each of which presents
a visual interface to the end user who browses a research publication (typically
in the form of a diagram, graph, figure, etc.) and is capable of requesting the un-
derlying infrastructure to repeat a given part of the experiment or redisplay its
results depending on the parameters specified by the reader. Initially this inter-
face assumes a predefined default state, as dictated by the experiment; however
it may change following execution (at the reader’s request). While the executable
paper is being loaded each asset refers to a predetermined piece of data provided
by the Collage server (which – if needed – can forward execution requests to un-
derlying computing and storage resources). As results arrive, placeholders are
replaced in the paper view with actual results of computations.

The authors of the executable paper are thus provided with two distinct user
interfaces: a Web environment (the GridSpace2 Experiment Workbench) where
they can code their experiments and determine the extent to which input data
can be manipulated by the end user, as well as a separate interface which enables
them to develop the actual executable paper as a Web document with embedded
assets (this is called the Authoring UI). Since generating results on the fly might
prove unfeasible, assets can also access local storage (flat files and databases)
where results of previous runs are cached. A sample asset management window
is shown in Fig. 3.

Three types of assets are available in the infrastructure. All assets belonging
to a given type share a common rendering widget by which they are represented
in the executable paper (which can be any environment capable of rendering
webpages). They also share a set of common actions which can be performed on
their content. The asset types foreseen in Collage are:

– input assets – the goal of this asset is to visualize an input form in the
executable paper view. The form can be used by the user to feed input data
into the running experiment. This type of asset directly implements the
interactivity aspects of the executable paper as the users are able to browse
large result spaces with the aid of input forms. Upon submission of an input
form, the GridSpace2 server receives the input data and may further apply it
in the course of processing the experiment, possibly generating further assets.
An example of this functionality would be an interactive graph, which can be
manipulated by the user through an input form. Each time the input form
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Fig. 3. Asset management window (with descriptions of available actions)

is filled out and submitted, the server reruns the required computations and
generates a fresh graph (which is rendered as an output asset – see below). If
computations are too complex to be performed in real time, the results may
instead be read from data sources (databases and/or flat files) according to
the input specified by the reader. Note that this type of asset can also be
used to upload data files to the infrastructure for processing;

– output assets – the purpose of this type of asset is to render an experiment
result which can be directly visualized in the research paper. Typically, this
would be a figure, diagram or chart, although the environment itself does
not impose restrictions on the nature of the visualization. In the case of in-
herently static visualizations (such as images) either the Publisher server or
the client browser may issue periodical requests to the GridSpace2 server, to
determine whether the payload of a given visualization has changed (which
may often be the case – for instance as partial results are returned by the
computing backend). Should this be the case, the contents of the visualiza-
tion asset are automatically updated in the client browser. Furthermore, the
GridSpace2 server can also detect that a given visualization is not yet avail-
able (e.g. if the underlying computations are still in progress) and notify the
Publisher server (or client browser) so that an appropriate message may be
displayed as the client awaits results;
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– code snippets – these assets embed an editable view of the code which
enacts a specific computation and may be used to generate additional assets.
The purpose of this type of asset is to enable the reader to exercise more in-
depth control over the experiment execution process, and also to review the
inner workings of the executable paper for the purposes of validation and/or
reuse. Subject to the author’s control, the code of experiment snippets may
be stored and the experiment reenacted.

A sample view of how GridSpace2 assets appear in the resulting publica-
tion can be seen in Fig. 4. Together, the three asset types mentioned above
cover the full spectrum of interactivity as it pertains to executable papers.
The authors can prepare and deploy assets (including executable code) while
the viewers can interact with them by means of input forms. Results are dis-
played via visualization assets and can be refreshed by the server as more

Fig. 4. A Snippet Asset and a dependent Output Asset as visualized by the Publisher
server in the body of an executable publication, developed with GridSpace2
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output data becomes available. The system may also visualize external (non-
Collage) assets referenced by static URLs.

3.5 Other Features of the Environment

GridSpace2 contains many features expected of a full-fledged IDE. While not
specifically discussed here, they include tools for merging/managing snippets and
file operations. There is also a dedicated wallet mechanism which stores sensitive
data (such as passwords/security keys) in a secure manner, preventing them
from being inadvertently exposed to other users of the framework (including
collaborators).

In addition to the experiments themselves, the GridSpace2 environment also
handles management of gems, which are dedicated interpreter libraries facilitat-
ing domain-specific operations on input data. Gems can be either local (invoked
by importing libraries into the interpreter context) or remote (backended by
external Web services). A more detailed description of GridSpace2, including
end-user tutorials and sample experiments, can be found in [3].

4 Deployment

In order to ensure pervasive accessibility to the capabilities of GridSpace2 it
is made available to the users through the single entry-point of a web portal,
as depicted in Fig. 5. With this approach writing, running and managing ap-
plications take place in a consistent environment. Thus, a scientific experiment
becomes as easily accessible as a common web application. By mapping resources
(experiments and results they produce) to URLs we can share, reference or cat-
alogue them like any other web resource. Experiments exposed through URLs
can be displayed as standalone Web pages with rich content, manuals, blog-like
comments and, last but not least, the ability to reenact computations with a
single click. Mindful of confidentiality concerns and authorization requirements,
we provide the ability to restrict access to experiments and their results to spe-
cific user communities. Behind the scenes, the GridSpace2 Web portal interfaces
large-scale computational resources available to scientific applications. Depend-
ing on the scope of computations and required interactivity the application can
be dispatched to a computing cluster, a single node or even to the user’s own
browser where it may operate as an applet.

Over time we are deploying the GridSpace2 environment in support of numer-
ous domains of e-science, assisting researchers in developing virtual experiments
and publishing their results. While a detailed list of GridSpace2 applications
and experiments is out of scope of this chapter, it should be mentioned that
we are actively involved in the following studies (where relevant the associated
publications are also cited):

– Similarity-based detection of RNA subsections [25],
– Parsing computational chemistry results with cclib,
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Fig. 5. The layered structure of GridSpace2, with end-user interfaces served by a Web
browser and experiments executed on the underlying resources by the Experiment
Execution Environment (Experiment Host)

– Analysis of compounds from the Protein Data Bank [24] with the CastP
library,

– Applicability studies of the “Fuzzy Oil Drop” model to determining the
secondary and tertiary structure of native proteins [26],

– Implementation of algorithms of quantitative analysis of the grain morphol-
ogy in self-assembled hexagonal lattices [27].

It should be noted that the Collage framework, itself part of GridSpace2, won
first prize in the Executable Paper Grand Challenge organized by Elsevier (an
internationally renowned publishing house) in 2011. More details on this success
can be found in [18].

5 Conclusions and Future Work

GridSpace2 aims to support e-scientists in their daily work by providing a com-
prehensive web-accessible solution where the entire research process can be car-
ried out. The solution is deployed and operable on the PL-Grid e-infrastructure.
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Future prospects for GridSpace2 include adjustments to the platform to make
it suitable for various kinds of computations, e.g. multiscale applications within
the Mapper project [5], and further integration with specific authoring envi-
ronments for executable publications. Moreover, we are working on integrating
GridSpace2 with a custom experiment provenance mechanism, tracking the de-
velopment history of each experiment.
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Abstract. This work presents the implementation of a method, origi-
nally proposed by Hillebrand et al. [1], of quantitative analysis of the
grain morphology in self-assembled hexagonal lattices. This method can
be effectively used for investigation of structural features as well as regu-
lar hexagonal arrangement of nanoporous alumina layers formed on the
metal surface during the self-organized anodization process. The method
has been implemented as a virtual experiment in the GridSpace2 Virtual
Laboratory [15] which is a scientific computing platform developed in
the scope of the PL-Grid [9] project. The experiment is a GridSpace2
pilot and therefore made available to the wider community of PL-Grid
users. It is both editable and executable through a web portal offered
by the GridSpace2 Experiment Workbench [17], dedicated to PL-Grid
users. Moreover, since all GridSpace2 experiments are embeddable on
arbitrary web sites owing to the Collage [16] feature, the final version of
the experiment has been published as an executable publication [18] with
execution rights granted to all PL-Grid users.

Keywords: virtual laboratories, computational science, scientific com-
puting, nanochemistry, self-assembled hexagonal lattices.

1 Introduction

Recently, nanomaterials have become the subject of great scientific interest due
to their unique chemical and physical properties, making them useful for a va-
riety of promising applications. Therefore, considerable attention is focused on
developing new, simple, and non-expensive methods of nanofabrication. Among
them, simple anodization – anodic oxidation – has been successively employed for
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fabrication of nanoporous oxide layers on the surface of different metals, such
as aluminum, titanium, zirconium, tungsten etc. Nanoporous anodic alumina
(AAO) layers can be easily obtained by self-organized anodizing of aluminum
foils in acidic electrolytes [2]. Under certain conditions (anodizing potential, type
and concentration of electrolyte, temperature) the process results in formation
of hexagonal cells with uniform nanopores at their centres. Following suitable
preparation, the nanoporous oxide layers can be employed as templates for fab-
rication of other nanomaterials, e.g. nanowires [3]. An example of a nanoporous
alumina membrane, together with Sn nanowires obtained by electrodeposition
of metal inside nanopores, is shown in Fig. 1 (A) and (B) respectively [4].

Fig. 1. FE-SEM images of AAO membrane (A) together with Sn nanowires (B) ob-
tained by electrodeposition of metal inside the pores of the alumina template. The
oxide membrane was chemically removed following electrodeposition.

It is noteworthy that all structural features of nanoporous alumina layers such
as pore diameter, interpore distance and, especially, the degree of pore order
depend strongly on anodizing conditions [2]. Bearing this in mind, a detailed
optimization of all parameters of the procedure [5] is of great importance. What
is more, from the nanotechnology point of view, avoiding defects in ordered
nanostructures during their growth is of crucial significance. Therefore, there is
a real need for an effective, versatile and easy-to-use software tool that enables
rapid analysis of the degree of hexagonal pore order as well as structural features
of nanoporous oxide layers.

This chapter focuses on the implementation of algorithms measuring the above
mentioned characteristics.

2 Related Work

In most cases, the morphology of porous alumina films is investigated by field
emission scanning electron microscope. Up until now, the characteristic param-
eters such as pore diameter and interpore distance were evaluated directly from
FE-SEM images or by using WSxM [6], and ImageJ [19] software that often re-
quired several steps (e.g. Fast Fourier transform calculation) and time-consuming
procedures.
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Still, some brief and qualitative information regarding the regularity of pore
arrangement can be derived from two-dimensional FFT images. For a perfect
triangular lattice with a hexagonal pore arrangement, an FFT pattern consists
of six distinct spots along the edges of a hexagon. When the order of the lattice
is disturbed, a ring shape or even disc shape form appears in the first Bragg re-
flection of the 2D FFT power spectrum [4,7,8]. Examples of near-ideal hexagonal
and non-ideal structures, together with corresponding FFT images, are shown
in 2 (A) and (B) respectively.

Fig. 2. FE-SEM images of anodic alumina layers with ideal (A) and non-ideal (B)
hexagonal arrangement together with corresponding 2D FFT images

In order to acquire deeper insight into the regularity of the pore arrangement,
a regularity ratio can be calculated on the basis of the intensity profiles of FFT
images. Unfortunately, the FFT pattern strongly depends on the SEM image
magnification and even on the quality of the picture. Hence, the resulting values
are only useful for qualitative comparison of the degree of pore order for two or
more similar nanoporous layers [4,7,8].

The authors have concluded that the method proposed by Hillebrand et al. [1]
can give some quantitative information about sample morphology, including the
number and size of hexagonally arranged grains.

The method consists of several steps. Analysis is based on FE-SEM images
and the centre of mass coordinates for each pore. The grain structure can be
characterized in two ways. First, we can obtain a qualitative visual description
of the overall grain arrangement by assigning colors to pores depending to the
relative angular orientation of their basic pattern and then indicating any tran-
sition between grains as a change in the colors attributed to individual pores.
This enables us to observe e.g. border pores, not incorporated into any grain.

In the second approach, a set of interconnected triangles is plotted for all
neighboring pores. Such triangles are then incorporated or removed from grains
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based on deviations in side lengths and internal angles (compared with an equi-
lateral triangle). In this case the transition between grains is associated with
deviations from the ideal lattice. Individual grains can be easily identified by
using a spreading algorithm with tolerance parameters. The authors propose to
treat the size of the largest grain identified as an indicator of the overall grain
structure quality. In addition, the distribution function of distances between
pore pairs (PDF) and the angular distribution function (ADF) can be easily
calculated, yielding some additional information about quality of the hexagonal
structure.

The described method is not currently supported by any available implemen-
tation enabling investigations into the morphology of nanoporous layers in a
fast and easy way in order to support chemists in their daily work. In terms
of software accessibility and usability, existing solutions fall short of some of
the researchers’ expectations. First, they require users to perform a fair amount
of manual, tedious and repetitive tasks using a graphical user interface (GUI).
When hundreds of SEM images are to be processed, automation would prove
highly beneficial for end users. Moreover, the community of chemists often has
trouble accessing the latest software as existing chemical applications are rather
monolithic, standalone and often written from scratch. The method discussed
here was first published three years ago but still needs to be supplemented by
a robust publicly-available implementation. What is more, the authors haven’t
found any reusable components based on standardized interfaces which could be
applied in this scope.

Another problem is that the user community suffers from lack of appropriate
software published in accordance with the software-as-a-service (SaaS) paradigm.
Most investigators continue to develop and use proprietary software that doesn’t
contribute to the service-oriented architecture (SOA).

Last, but not least, accessibility remains an issue. Existing solutions are
mostly platform-dependent desktop applications, requiring installation on end-
user workstations and incurring significant costs related to maintenance, updat-
ing and other technical support actions. This also inhibits wide adoption of such
solutions.

In order to mitigate the disadvantages listed above, the authors have formed
a multidisciplinary research team, combining the skills of chemistry experts and
scientific IT developers to jointly pursue elegant solutions which address all the
aforementioned issues.

3 Description of the Solution

The proposed solution is based on the GridSpace2 Virtual Laboratory [15] and
the underlying computing infrastructure offered by the PL-Grid [9] project, in-
cluding: hardware infrastructure, software, intellectual property rights (such as
licenses) and qualified user support teams.

Although algorithms described above do not require massive computational
resources or access to high-performance grid fabric, offering convenient and
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transparent access to external computing infrastructures and software remains
a challenge. What is more, workflow composition capabilities are still needed as
they allow for more effective, automatic execution of entire processing cycles,
starting with raw input data and ending with final results expected by scien-
tists. (It should be noted that the GridSpace2 platform also supports resource-
consuming computations harnessing the power of grids.) The interpreter suite
available in GridSpace2 includes software which can run in parallel on computing
clusters through PBS queues or the QosCosGrid [10] [14] grid meta-scheduler.
This reduces the steepness of the learning curve associated with utilizing high-
performance computing infrastructures, enabling scientists to focus on produc-
tive research.

GridSpace2 is based on the assumption that specific parts of the reasearch
process are susceptible to automation with the proper software. However, the
overarching research process (treated as a workflow) still needs a researcher in the
loop. The idea behind the GridSpace2 Virtual Laboratory is to support execution
of scientific workflow applications in an interactive and explorative [12] manner,
on behalf of researchers who:

1. have insight into detailed workflow status, intermediary and partial results,
2. influence the course of the workflow through manual adjustments of code,

parameters and input data, and by deciding which workflow steps need to
be performed at runtime,

3. refine and re-enact the workflow in a loop until valid results are obtained.

Among the many features of GridSpace2 (most of which are arguably out of
scope of this work [11]) some basic concepts worth mentioning are presented
below.

First, all GridSpace2 capabilities are accessible through a single Web-based
entry point – namely, the Experiment Workbench, hosted for PL-Grid users
at [17]. This is where all PL-Grid users can create, execute and manage com-
puter programs in the form of scientific workflows called virtual experiments.
Experiments, along with results obtained through their execution, are straight-
forwardly yet securely accessible through the HTTP(s) protocol, which means
that a web is the only piece of software required on the user’s workstation.
This approach matches the architecture and ecosystem of the World Wide Web,
improves accessibility, and makes our solution easy to adopt.

Underneath the Experiment Workbench a number of remote hosts, called
Experiment Hosts, are operated and managed. Together, they constitute a com-
puting backend where experiment execution actually takes place. These hosts
can represent standalone machines, head hosts of computing clusters or grid
meta-schedulers. They can be made available by arbitrary providers, however,
in our particular case we rely on the PL-Grid resource, or, to be more exact, on
the Zeus cluster operated by the Academic Computer Centre Cyfronet AGH.

The Collage Authoring Environment [13] offers an alternative way of cus-
tomizing and executing experiments that are made available to the public or to
restricted user groups. This feature may appeal to scientific communities inter-
ested in providing mashed-up content-rich websites (e.g. blogs, wikis, content
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management systems, social networking services, etc.) with executable Collage
assets served by the Experiment Workbench. Collage enables execution of ex-
periments from arbitrary websites, using remote computing resources to process
input data provided by the visitor to a web page. It doesn’t incur any techni-
cal overhead for site administrators as embedding assets on a web page is as
straightforward as embedding Google Maps widgets or YouTube videos.

With GridSpace2, developing virtual experiments is a simple task, as the ex-
periment is defined in terms of a sequence of steps, each written in an arbitrary
scripting language, domain-specific program or custom tool. This leverages the
expressiveness and abstraction of programming while enabling programmers to
take advantage of languages designed for particular tasks instead of having to
cope with general-purpose languages. It also promotes harnessing the tools al-
ready provided by the computing infrastructure as well as automating respective
tasks with the use of dedicated software suites – e.g. generating plots with Gnu-
Plot [23] or performing mathematical calculations with Mathematica [21].

Having the above in mind, the authors have addressed the presented problem
by creating a virtual experiment. The experiment was implemented by using the
web interface provided by the GridSpace2 Experiment Workbench, with Zeus
cluster picked as the Experiment Host.

As mentioned above, a GridSpace2 virtual experiment is defined as a sequence
of steps, each written in an arbitrary scripting, domain-specific or purpose-
specific language (which we call an interpreter). Accordingly, the first step to
perform was to identify the individual tasks involved in the workflow that can
be handled by existing languages and tools. This process yielded the following
list of steps, each assigned to a specific interpreter chosen from among those
installed on the Zeus cluster:

1. Analysis of the SEM lattice image: ImageJ [19].
2. Rejecting irrelevant data, extracting geometric properties of pores: Python

[20] script.
3. Calculating the regularity measures of the pore structure: Mathematica [21]

script.
4. Visualization of the measures in plots and diagrams: GnuPlot [23] script.
5. Choosing a subset of interesting results: manual task; the tolerance value

serves as an input parameter for the subsequent script.
6. Extracting data for the subset chosen: Bash [22] script.
7. Thorough visualization of data for the subset, generating plots and diagrams:

GnuPlot [23] script.

Each step of the above defined workflow maps to exactly one snippet in the
virtual experiment. Individual snippets were implemented by using languages
supported by each interpreter.

Coding was carried out in an exploratory way, by writing, executing, refining
and reexecuting code with the use of the Experiment Workbench. Fig. 3 shows
one of the snippets of the target experiment being edited in the Experiment
Workbench.
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Fig. 3. Developing an experiment in Experiment Workbench: the left-hand panel hosts
the File Management window, used for accessing and managing files on the Experiment
Host, while the right-hand panel contains a selection of snippets, one of which has been
opened for editing

4 Results

Following several iterations carried out in an exploratory way the final version of
the experiment was produced. Fig. 4 shows the experiment being executed in the
Experiment Workbench. The Workbench provides indication of which snippets
have already run, which one is currently running and what output has been
created. The resulting files can be viewed and managed in the File Management
window.

The Experiment Workbench allows developers to export the experiment as
a set of Collage assets, ready to paste in arbitrary websites. Taking advantage
of this feature, the experiment was also published in the form of an executable
publication [18]. For this purpose the WordPress [24] blog platform was installed
with the target experiment posted as a blog entry. The header fragment of this
entry is depicted in Fig. 5. Sample assets of the target executable paper are
collected in Fig. 6, respectively: sample input – SEM image of the pores (A),
file containing pore information (B), sample snippet – geometric calculations
in Mathematica [21] (C), sample output – calculated pore statistics (D), sample
output – color coding of pores (E), sample output – quantitative features of pore
grains plotted (F).

The presented experiment will be extensively used for investigation of pore
order and grain morphology in nanoporous oxide layers formed by anodization
of aluminum and titanium – a subject of intensive research at the Jagiellonian
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Fig. 4. Executing an experiment in the Experiment Workbench: the top right-hand
panel displays the standard output of a snippet being executed. Resulting files are
accessible through the left-hand side File Management panel.

University Electrochemistry Group since 2002. It should be mentioned that the
experiment will also be used for analysis of structural features of nanostructures

Fig. 5. Header of the target executable paper published as a blog entry on the Word-
Press [24] blog platform
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Fig. 6. Sample assets of the target executable paper: sample input – SEM image of the
pores (A), file containing pore information (B), sample snippet – geometric calcula-
tions in Mathematica [21] (C), sample output – calculated pore statistics (D), sample
output – color coding of pores (E), sample output – quantitative features of pore grains
plotted (F)

such as pore diameter, interpore distance, average circularity of pores, percent-
age of defective pores etc. The main advantage of the proposed solution is that all
the parameters required for complex sample analysis can be obtained promptly
without any additional calculations, time-consuming procedures, etc. The ex-
periment is currently used for analysis of structural features of anodic alumina
layers formed by anodization of aluminum in oxalic acid as well as anodic tita-
nia layers fabricated by anodization of titanium in ethylene glycol and glycerin
based electrolytes. Several papers based on results obtained with the presented
tool will be published soon.

5 Conclusions and Future Work

The authors first outlined the domain of self-assembled hexagonal nanoscale lat-
tices and noted the significance of quantitative investigation of their features.
This was followed by the problem statement: providing a convenient, easy to
adopt and highly accessible software service implementing the Hillebrand et al.
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method [1]. While designating a suitable solution both functional and nonfunc-
tional requirements were taken into account. Although the required functionality
could be achieved in many ways, the most effective (in the authors’ opinion) ap-
proach to addressing the presented nonfunctional requirements was by using the
PL-Grid infrastructure, or, more specifically, the GridSpace2 Virtual Labora-
tory managing the operation of cluster-based computational resources. Among
the issues which determined the choice of GridSpace2 were the following:

1. Rapid experiment development enabled by the feature-rich platform.
2. No costs (in terms of power, hardware, software or intellectual property

rights) to be borne by end users.
3. Qualified IT staff ensuring the operability and availability of the

environment.
4. Excellent accessibility owing to the use of web technologies.

The result of this work is a full-fledged virtual experiment available for PL-
Grid users through the Experiment Workbench [17] portal, as an executable
publication [18] or as a collection of assets embeddable on arbitrary external
websites.

Regarding methodology, the development of the GridSpace2 platform and the
pilot experiment were conducted in a tight feedback loop. Use cases such as the
one discussed in this work were the rationale behind several new features added
to the GridSpace2 roadmap. Both the chemists and the PL-Grid development
team benefited from this collaboration – on the one hand a useful domain-specific
research tool has been created while on the other hand GridSpace2 was further
adapted to the requirements of Polish computational scientists.
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Abstract. This paper presents two in-silico experiments from the field
of bioinformatics. The first experiment covers the popular problem of
protein folding process simulation and investigates the correctness of the
“Fuzzy Oil Drop” model (FOD) [3], on over 60 thousands of proteins
deposited in Protein Data Bank [18]. The FOD model assumes the hy-
drophobicity distribution in proteins to be accordant with the 3D Gauss
function differentiating the hydrophobicity density from the highest in
the center of the molecule, to zero level on the surface. The second exper-
iment focuses on performing comparison of proteins that belong to the
same family. Examination of proteins alignment at three different lev-
els of protein description may lead to identifying a conservative area in
protein family, which is responsible for the protein function. It also cre-
ates a possibility of determining a ligand binding site for protein, which
is a key issue in drug design. Both experiments were realized as vir-
tual experiments in the GridSpace2 Virtual Laboratory [13] Experiment
Workbench [16] and were executed on Zeus cluster provided by PL-Grid.

Keywords: virtual laboratory, in-silico experiment, bioinformatics, pro-
tein folding, fuzzy oil drop model, protein function, protein comparison.

1 Introduction

Bioinformatics is a relatively new field of science that has rapidly advanced in
recent years. It is the application of computer science and information techno-
logy in the field of biology and medicine. Bioinformatics was first focused on
creating biological databases and web-based front ends available to any user
interested in searching and modifying biological data [1]. When the data availa-
bility has reached a satisfying level, the next stage of development in the field
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of bioinformatics approached. It was focused on providing and developing algo-
rithms purposed to development of computing methods of analysing the struc-
ture, function and evolution of genes, proteins and genomes, as well as methods
used in management and analysis of biological information data. Such data is
gathered in the process of genomics studies and research conducted with the use
of high-throughput experimental techniques [2]. Recently, rapid development of
bioinformatics created a great opportunity to increase the understanding of bi-
ological processes, which may lead to development in many areas, important for
humans, such as personalised medicine, gene therapy or computer-aided drug de-
sign. Among the variety of research areas, such as sequence alignment and analy-
sis, genome annotation, evolutionary biology, phylogenetic analysis or analysis of
protein or gene expression, we have focused on one of the most important fields
– protein structure prediction and development of methods for quality testing of
these algorithms.

Protein folding is the process by which a polypeptide folds into its characteristic
and functional three-dimensional structure. The native conformation of a pro-
tein is determined by the amino-acid sequence (also called primary structure).
Proteins are built up within cells, during the synthesis process. The correct three-
dimensional structure is essential for the functioning of the process. The exact
mechanism of protein folding is still unknown despite of long lasting research
in biochemistry and bioinformatics. The goal expressed as: “Prediction of pro-
tein structure for known amino acid sequence” is suggested to be changed to the
form: “Protein folding process simulation”. The precise simulation of the process
makes the computer models close to the real process observed in the experiments,
suggesting more than one mechanism of folding and multi-intermediate character
of the process.

The protein molecule was suggested by Kauzmann to represent the form of an
oil drop [9]. This model, which is treated as a discrete one, was extended to the
form of “fuzzy oil drop” taking the 3D Gauss function to describe the idealized
hydrophobicity density distribution [3]. The “Fuzzy Oil Drop” model assumes
the folding process as directed by water environment in form of introduction of
external force field of hydrophobic character. The highest hydrophobicity con-
centration is expected in the center of the protein body, with the decrease of its
values toward the surface where the hydrophobicity is expected to be close to
zero. Before the model can be applied in protein folding simulation, the accor-
dance of the assumed model with the real protein structure needs to be checked,
using the proteins with known structure deposited in Protein Data Bank [18].
The goal of the first experiment described in this paper was to measure the
accordance of the assumed model with the protein structure using elements of
information theory.

The second part of the research takes into account a complex problem of pro-
tein comparison [4]. The problem of similarity search is closely related to all
methods predicting protein structure and protein function based on the known
amino acid sequence. The structures and functions of many important proteins
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in biomedicine and drug discovery are derived using the sequence alignment
technique as the first step [12].

The proposed model for the search for conservative areas in a protein fam-
ily was introduced on the basis of geometric characteristics of the polypeptide
backbone conformation [7,8] and information theory (balancing the amount of
information carried by an amino acid and the amount of information necessary
to predict the conformation of that amino acid) [6].

Common structure motifs and conservative areas in a protein family may be
found by performing comparison on three levels of protein description: amino
acid sequences, secondary structures and 3D structures. Although the protein
structure and the amino acid sequence are known, the structural codes represent-
ing conformations limited to the ellipse path can be reached by transformation
of the observed Φ, Ψ angles to the ellipse path-limited conformational subspace
on the Ramachandran map (dihedral angles obtained according to the shortest-
distance criterion) [5]. Seven different structural classes have been distinguished
on the basis of the limited conformational subspace. Some of the structural codes
represent well-known secondary structures: C− right-handed α-helix, G− left-
handed α-helix, E and F – various forms of β-structures. The others (A,B,D)
are different forms of random coil. The goal of the second experiment is to align
amino acids and structural codes by Multiple Sequence Alignment algorithm,
which uses a two stage heuristic search. Firstly a phylogenetic tree that repre-
sents relationships between sequences is constructed and secondly, the sequences
are added sequentially to alignment on the basis of this tree. To determine proper
alignment the correct scoring matrix and gap penalties function are required.
Although the algorithms for structures alignment work on different input data
(atoms positions), the result is often reduced to aligned amino acid sequences,
which are based on created superpositions of protein atoms.

2 Related Work

The complex nature of many biological processes enforces workflow structure
of the bioinformatics experiments. Large scale processes could be divided into
several smaller tasks, that are suitable to further use in other types of compu-
tations. Complexity of many processes and computations required to reflect the
nature of known molecular interactions is another reason to use supercomputers.
Many biological experiments should be conducted more than once, with differ-
ent datasets and parameter compositions generating a “parameter study” series
of experiments. This situation creates a background for creation of in-silico ex-
periments. From the variety of choices, the Taverna project [17] is a Workflow
Management System suited to create advanced workflows. It allows for design-
ing and executing workflows from existing public services, as well as user-defined
ones. The main advantage of GridSpace2 (GS2) Virtual Laboratory [13] is that
the user can easily run their own algorithms on Grid resources. The GS2 Vir-
tual Laboratory also aids users in composition of advanced workflows as well as
scripts containing necessary tools (algorithms).
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Previous research on accuracy of protein folding simulation models has focused
on comparing the results of simulation with structure of the real protein, which
has been analysed with X-Ray crystalography or Nuclear Magnetic Resonance
(NMR) spectroscopy. This research does not take into account hydrophobicity
within protein and was not conducted on large data sets, which is necessary to
ensure the correctness of the model. It is the main part of this work, however
we still need to use proteins with known structures.

In the field of Multiple Sequence Alignment (MSA) a variety of algorithms
and improvements to the standard technique based on modifications in scoring
matrix and gap penalties functions have been developed. In Multiple Structure
Alignment there are available many programs for solving these issues. One of
the most popular solutions has been implemented in ClustalX software (also
available as a Web service – ClustalW and its new version – Clustal Omega).
The other programs working in the MSA domain are e.g. Muscle, T-Coffee,
K-Align. The multiple structural alignment is a much more complicated issue,
where we can find a greater variety of algorithms. We have selected Mammoth-
mult [20], which stands for MAtching Molecular Models Obtained from THeory.
MAMMOTH based structure alignment methods decompose the protein struc-
ture into short peptides which are compared with the same length peptides of
another protein. Similarity score between the two polypeptides is then calculated
using a unit-vector RMS (URMS) method. Multiple structural alignments calcu-
lated with MAMMOTH-mult produce structurally implied sequence alignments.
Other important programs are Dali (distance alignment matrix method, breaks
the input structures into hexapeptide fragments and calculates a distance matrix
by evaluating the contact patterns between successive fragments), Combinatorial
extension CE (similar to Dali in that it also breaks each structure into a series
of fragments which it then attempts to reassemble into a complete alignment),
RAPIDO (Rapid Alignment of Proteins In terms of DOmains). However, pre-
sented software is able to perform only sequence or structural alignments. We
will use these programs in a standard manner and combine the results in order
to find conservative areas in protein families.

3 Description of the Solution

Solutions to bioinformatics problems are often well suited to be realized as in-
silico experiments in virtual laboratory. Complicated workflows entail combina-
tion of many programs to pursue meaningful results regarding biological pro-
cesses. Sufficient computational resources are often the second important re-
quirement. The first problem – checking the accordance of protein folding model
with proteins deposited in PDB – requires the experiment to be conducted on
over 60 thousands of PDB files containing the protein sequence information. Af-
ter successful execution the results should be summarized. The second problem –
protein comparison – requires the use of different programs for extracting struc-
tural codes from 3D structures, by aligning sequences and structural codes, as
well as 3D structures, and computing conformation scores and generating charts.
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Many of the bioinformatical problems have similar structure to these presented
above.

The GridSpace2 Virtual Laboratory was designed to facilitate the usage of sci-
entific tools as sequential parts of experiments, which are written in one of the
popular scripting languages. The idea of GridSpace2 Virtual Laboratory is also
to provide access to computational resources of the PL-Grid Project, in this
particular case we’ve used the Zeus cluster from the Academic Computer Centre
CYFRONET AGH. The computational resources of Zeus are available via the
PBS library, which provides a programming interface to the batch system and
which is suitable for use in multiple programming languages. One of the benefits
of using the GridSpace2 Virtual Laboratory as an environment for scripts execu-
tion is the complete automation of experiment workflows. The experiment may
be composed of many parts (called snippets) in many programming languages
(each snippet may be written in a different one). Subsequent parts of the ex-
periment are performed automatically when all predecessors are finished. More
detailed description of the GridSpace2 Virtual Laboratory is also available in
[14,15].

3.1 Examining the FOD Model

The experiment examining the FOD model was focused on answering the ques-
tion: are there many proteins representing the structure of fuzzy oil drop char-
acter with respect to hydrophobicity distribution? Large scale calculations were
performed using the complete set of proteins present in the Protein Data Bank,
aimed to identify the proteins representing the assumed structure. The ex-
pected hydrophobicity distribution was calculated according to 3D Gauss func-
tion, based only on the residues position and size of the protein molecule. The
observed hydrophobicity distribution was calculated according to Levitt func-
tion [10], which takes into account empirical hydrophobic interactions of the
residue with all other residues. The similarity of both distributions (expected
and observed, denoted as O/T ) was calculated according to Kullback-Leibler
distance entropy [11]. The protein for which O/T is less than the distance be-
tween the observed distribution and a random one (O/R) was taken as the
protein representing hydrophobic core of the fuzzy oil drop character.

The experiment was built as a set of scripts written in Ruby [21]. The following
steps were identified as main parts of the workflow:

1. Create directory structure, download and extract PDB data, setup experi-
ment parameters.

2. Decompose input data, prepare running scripts.
3. Send tasks to PBS (Torque) batch system, store received job identifiers.
4. For each job, run FOD model program for each PDB file in a sub-directory,

compute the O/T and O/R values and store the results, additional informa-
tion about protein (source organism, function, chain lengths) is also stored.

5. Wait for finishing all jobs.
6. Collect and summarize the results.
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All structures deposited in RCSB PDB [18] are available for download, using
rsync. Downloaded files are grouped into directories, according to the PDB iden-
tifiers (four characters code). The downloaded directory structure forms a basis
for data decomposition in the experiment (every directory contains from a few
to several dozen of PDB files). Each PDB file contains information about posi-
tion of every atom in a molecule. The experiment requires setting up parameters,
which are mainly data and result directories, FOD scripts for execution and PBS
parameters. Firstly, all input data is unpacked and moved to the input directory
and afterwards for each directory, the running script for FOD model is created
and send to PBS (Torque) as a job. As a result, the job identifier is returned.
The Torque batch system is then queried about the state of every job. When
all jobs have finished, the final part of the experiment is executed. All output
files are gathered and results are analysed from the point of view of accordance
to the hydrophobic model. Additionally, summarized results are prepared with
taking into consideration the protein source organism, chain lengths and protein
function. The main script for calculating the FOD model parameters was written
in Python [22] and was decomposed into the following steps:

1. For each file in input directory, read atom position for every amino acid in
the molecule, files representing only nucleic acid molecules were excluded
from the analysis.

2. Move the protein to the geometrical centre, simplify side chains for each
residue to one point presentation called “effective atoms”.

3. Rotate the molecule to put two residues with the longest distance between
them along the x-axis, in the next rotation the two residues of the longest
distance are put on the y-axis (only projection of the residues on the Y, Z
plane are taken into account).

4. The longest distances in each direction determine the size of the Fuzzy Oil
Drop, increasing the size by 9Å and dividing by 3, we are getting σx, σy, σz .

5. Determine the theoretical hydrophobicity as follows:
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)
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Where H̃tj expresses the hydrophobicity in the j-th point of space and
xj , yj , zj are positions of the j-th effective atom in 3D space.

6. Calculate the observed hydrophobicity as follows (according to Levitt func-
tion [10]):
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Where H̃oj denotes the observed hydrophobicity in the j-th point in space,

rij represents the distance between the j-th and i-th points (j �= i), H̃r
j is a

hydrophobicity value specific to residue on j-th position in the protein chain,
accordant to used hydrophobicity scale. The cut-off value c was set to 9Å.
Finally, the H̃oj value is normalized by H̃osum.
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7. Test the similarity of both distributions, according to Kullback-Leibler dis-
tance entropy [11]:

O/T =

N∑
j=1

H̃oj · log2
H̃oj

H̃tj

8. Calculate the Random distribution:

O/R =

N∑
j=1

H̃oj · log2

H̃oj
Rj

, Rj =
1

N

9. Store results, proteins for which O/T is lesser than O/R are considered as
accordant to the FOD model.

The structure of Fuzzy Oil Drop calculations was also presented in the B part
of the Fig. 1. For parsing and extracting data from PDB files the Biopython
package [23] was used.

3.2 Protein Sequence and Structure Comparison

The second experiment – Protein Sequence and Structure Comparison – was
focused on finding a conservative area for proteins belonging to immunoglobulins
superfamily, especially Igg, Vcam and Icam families. For each chain in selected
proteins, the amino acid sequence, the structural code sequence and the 3D
structure were examined and aligned. Sequences were aligned with ClustalW
algorithm, while Mammoth was used to align the 3D structures. For each residue
and every type of alignment, the W score that depicts the conservation of the
area to which the residue belongs to, was calculated.

The experiment is a good example of how a user can employ external tools,
available as web services, within the virtual laboratory experiments. The follow-
ing steps are executed while the experiment is run:

1. Define set of PDB identifiers and selected chains for each protein to compare.
2. Download PDB files, using DbFetch.
3. Extract amino acid sequence from each PDB file.
4. Generate structural codes, that describe secondary level structures, with

EarlyFolding – StepBack path [6].
5. Perform Multiple Sequence Alignment for Amino acid sequences (ClustalW

[19], use “Blosum” as score matrix).
6. Perform Multiple Sequence Alignment for Structural codes (ClustalW , only

identity matrix may be used).
7. Determine Multiple Structural Alignment (Mammoth [20]).
8. Calculate W score for each type of alignments, according to the following

formula:

W = log10

(
F

(N/M) + 1

)
,

where F is a maximal code frequency for a particular position, N – is the
total number of aligned sequences and M denotes the number of codes
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Fig. 1. The Fuzzy Oil Drop experiment in GridSpace2 Experiment Workbench (A).
Simplified structure of the FOD algorithm (B). Set of results presenting the accordance
of proteins deposited in PDB with FOD model: overall (C), with taking into account
enzymatic function (D), length of polypeptide (E) and source organism (F).
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(M = 8 for structural code alignment and M = 21 for amino acid sequences,
indels marked as “-” are also included). The resulting W value is then aver-
aged, in this experiment the averaging window has a length of five residues,
but can be easily changed by a researcher. The W value is then normalized
to [0; 1] range, in order to compare the results obtained in experiment runs,
when protein families with different number of members are analyzed.

9. Generate charts (Gnuplot) with the W score, modified PDB files, completed
with the W values and CSV files with results containing aligned sequences
and the W score values for each residue in every protein.

The structure of this experiment is also depicted on the A part of the Fig. 2.

Fig. 2. Structure of the Protein Comparison experiment, with main steps and generated
types of results (A). Sample results with marked conservation score for 1AD9, chain
L, VMD was used for protein visualisation (B).

4 Results

The FOD experiment was implemented and executed in GridSpace2 Experiment
Workbench. The Zeus cluster was used as an Experiment Host. A sample screen
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is presented on the A part of Figure 1. The complete set of proteins deposited
in PDB (on March 2011) was used as input data. The input data set consisted
of 71100 files that occupied over 11.4GB of disk space. The experiment data has
been divided into 1060 parts, where each consisted of a few to several dozens
PDB files to calculate the theoretical and observed hydrophobicity values, and
was treated as a single job. The structural unit was defined in two ways: the
protein complexes were taken as one unit, and each chain was taken separately.
Percentage results of proteins accordant to the FOD model, with number of
analysed structures, are presented in Table 1 (also in a chart form, on C part of
Fig. 1).

Table 1. The percentage of proteins with the structure accordant to the assumed
model

Structural unit Examples Accordant to model [%]

CHAINS 321829 46.61%
COMPLEXES 68207 27.03%

The following parameters were set to run the FOD model script: input data
directory, selected hydrophobicity scale (AboderinRF), type of effective atom’s
position. The execution of complete workflow in GS2 Experiment Workbench
took approximately 4.5 hours. Since the computations were totally independent,
the speedup was nearly linear. The computation time depends mostly on avail-
ability of resources and the length of the job queue. Each single job was short
enough to fit into the short queue (average time of the execution was 35 min-
utes). As a result, a file representing the database was generated. It stored the
information extracted from 68100 proteins and 321800 protein chains. The in-
formation concerning: the protein enzyme characteristics (Fig. 1, C ), the length
of polypeptide (Table 2, Fig. 1, D) and the source organism (Table 3, Fig. 1, E ),
was also gathered and summarized.

The “Protein Sequence and Structure Comparison” experiment was executed
to analyse the mechanism of signal transduction in immunoglobulins. The pro-
teins belonging to the immunoglobulin super-family like Icam (1 chain selected),
Vcam (3 chains) and IgG (35 chains) were analyzed. As a processor of sequences
and structural codes alignment, the ClustalW was used. The Mammoth was
employed for computing structures alignment. An experiment was performed
for each super-family (except Icam) proteins, as well as for all combinations of
listed super-families. The group of result files were generated for each protein:
aligned sequences and structures, CSV files with W score for each residue in
protein and modified PDB files, with W score values in appropriate positions,
suitable to use in the visualising software, e.g. VMD and Gnuplot chart files
showing the conservative score along the polypeptide length. After the complete
execution of this experiment over one thousand of files were generated (includ-
ing 189 pictures and CSV files and 342 PDB files). Sample results with marked
conservation score for IGG-FAB fragment of engineered human monoclonal an-
tibody (1AD9, chain L) was presented on Fig. 2, (B).
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Table 2. The percentage of proteins with the structure accordant to the assumed
model, classified on polypeptide length

Polypeptide length Chains [%] (examples) Complexes [%] (examples)

< 80 41.04% ( 97616 ) 55.72% ( 1452 )

80 - 120 72.34% ( 67808 ) 75.78% ( 2337 )

120 - 200 64.92% ( 65784 ) 64.77% ( 7846 )

200 - 250 39.06% ( 24478 ) 41.76% ( 5019 )

250 - 400 19.72% ( 42173 ) 21.16% ( 14727 )

400 - 600 1.66% ( 18293 ) 2.88% ( 11098 )

> 600 0.00% ( 5677 ) 20.37% ( 25728 )

Table 3. The percentage of proteins with the structure accordant to the assumed
model for the most popular source organisms

Source Organism Chains [%] (examples) Complexes [%] (examples)

engineered 31.73% (23023) 29.80% (1762)

escherichia coli 41.77% (20291) 18.80% (4565)

bacillus subtilis 66.07% (3914) 57.2% (648)

mycobacterium tuberculosis 32.46% (2825) 10.83% (739)

thermus thermophilus 43.42% (4169) 46.24% (1118)

saccharomyces cerevisiae 56.59% (9403) 45.48% (1515)

rattus norvegicus 55.87% (6545) 26.98% (834)

mus musculus 52.91% (17229) 35.62% (2187)

bos taurus 48.22% (6161) 24.50% (1245)

homo sapiens 52.70% (90091) 36.39% (14502)

5 Conclusions and Future Work

Two interesting problems from the field of bioinformatics were outlined in this
work. Firstly, the nature of protein folding process simulation, especially the
Fuzzy Oil Drop model, which takes into consideration the external force field of
hydrophobic character, was presented. Methods for determining the theoretical
and observed hydrophobicity along the polypeptide were proposed, and so was a
method for comparing both hydrophobicity distributions that are based on the
information theory. Secondly, the problem of similarity search in protein family
was depicted in conjunction with the multiple sequence and structure alignment
software. An algorithm for combining the alignment results for different levels
of protein description and a measure of conservativeness of area in protein were
presented.

Both solutions were implemented as in-silico experiments in GridSpace2 Vir-
tual Laboratory, which allowed to use the PL-Grid infrastructure. Virtual exper-
iments are available for PL-Grid users and may be executed by the researchers
with different sets of input parameters, especially with another hydrophobicity
scale for broadened testing of the Fuzzy Oil Drop model or with a different set
of PDB identifiers to search for conservative areas in further protein families.
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Abstract. InSilicoLab is an application portal designed to support in
silico experiments by easily running computational software on Grids.
Unlike manual job submission or grid portals, InSilicoLab enables its
users to run complex computations without technical knowledge of how
to operate the grid resources. Instead, the users may focus only on the
information and activities relevant to their research. This paper is a result
of a feasibility study of applying the InSilicoLab concept to the domain
of computational chemistry. It, therefore, includes a study of chemistry
computations and their realisation in InSilicoLab, as well as a description
of the generic architecture of the environment.

Keywords: in silico, experiment, computational chemistry, PSE, com-
putional resources, e-science.

1 Introduction

In the era of rapid technological progress, when computer centres constantly
improve and extend their offer of computer resources, the barrier of a know-how
necessary for using them, stays relatively high. Moreover, the development of
tools aimed at facilitating the access and efficient usage of the resources still
requires a lot of effort. The environment presented in this paper, called InSilico-
Lab [1], not only offers easy access to computational and storage resources, but
it is designed especially to assist researchers in solving computational problems
of their specific domain of science.

The motivation behind the development of this tool is rooted in the obser-
vation that the language used by the researchers in their daily work and the
language used for operating computing infrastructures are very different. We in-
tend to bridge this semantic gap by introducing a so-called mediation layer, that
translates the goals expressed in the researcher’s domain language into tasks
understood by computational infrastructure. Defining the functionality and pro-
viding implementation of this layer is the main achievement of our work.

With the proposed solution, the researchers define the computational pro-
cesses that lead them to results that are needed to solve their research prob-
lem – forming, in cooperation with the portal developers, so-called experiments.
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An experiment is a combination of computational operations which produce
valuable results based on the input data provided by the researcher. This in-
cludes running domain-specific applications on computational resources, as well
as managing the input/output data and initial analysis of the results. Such ex-
periments, being specific to a given domain of science, at the same time are
generic enough to be used by various groups of researchers from that domain.

The scope of this article covers application of the InSilicoLab environment
to computational chemistry – a domain in which advanced research requires
intensive computations. However, the environment described hereby is rather a
generic and comprehensive solution that can be applied to many other domains
of e-science.

2 Computations in the Domain of Chemistry

The domain of computational chemistry is an interesting study, not only as a
field of computing-intensive research, but also due to its specific nature. The
computations in this domain often need several iterations using various (sets of)
tools. This introduces a high level of complexity in managing the computation
process and the data it consumes and produces.

In spite of this high complexity, it is possible to extract a common pattern
of chemistry computations – reflecting the usage of chemistry tools, construc-
tion of the computations and analysis of their results. This pattern was a base
for identifying a behavioural scenario of a chemistry experiment. The scenario
includes a composition of input data for one of the popular chemistry appli-
cations, executing the application in order to obtain a number of preliminary
results, picking the most promising of these results and using them as an input
for detailed analysis with another application. This is described in detailed steps
in Table 1.

An example implementation of this scenario performs a so-called conformation
scan, which results in identifying the optimum geometry from a set of similar
molecules. For this purpose, an initial molecule is transformed by rotation at
a given bond, angle, or dihedral (this information is specific to the chemistry
domain and defined by the user). For each transformation a new molecule is
created, and for each molecule the first application is run to obtain initial re-
sults containing its computed energy value. Having these results, the scientist
is able to identify an optimum conformation of the molecule (usually the one
with minimum energy), and perform an in-depth analysis of this molecule with
another chemistry application.

By analysing this scenario from the point of view of distributed computations
we can observe the following characteristics:

– Both input and output of the computations are molecules, which are gener-
ated or/and transformed in the process.

– The number of molecules that need to be managed may be large.
– The processing of one molecule is independent from the others, therefore the

computations can be performed in parallel without introducing communica-
tion overheads.
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Table 1. A generic scenario of experiment in computational chemistry domain

No. Description of the step

1. Specify the program parameters for the first application – these are instructions
specific to particular chemistry software, e.g. Gaussian [2].

2. Specify the input data – for chemistry computations these are molecule files.
Note: At this stage, all the information pertaining to the chemistry domain
is gathered – the next four steps are concerned only with program execution.

3. Create job description files, which describe a computational task for the com-
putational resources. They are entirely infrastructure-specific, and involve
specification of how input/output data will be managed and how the chemistry
software will be executed. To execute many parallel jobs, a job description file
has to be specified separately for each job.

4. Submit each job (with its description file).

5. Monitor job states – after submission, the job state changes while it waits in
batch queues, and is submitted to the resources themselves. Finally, the job is
executed on the resources and may be running for many hours, days or even
longer.

6. Download the results of each job – the results of each computational task are
stored on storage resources specified in the job description file. To view the
result files, the scientist usually has to download them from the storage.

7. Analyse the result files. The results produced by most of the chemistry ap-
plications are large text files, containing the whole log of the computations.
To analyse the results, the scientist has to view the files produced by all the
jobs and find useful information within them – this could be, e.g. a molecule
structure calculated as optimum by the application.

8. Extract the relevant data (optimum molecule) from one of the result files.
This, in practice, means: copy a part of the result file and save it in a format
that could be used for further work. Note: This corresponds with step 2 – the
result of this step is an input molecule.

9. Define program parameters for another application (e.g. GAMESS [3]) which
will perform a more detailed optimisation of the molecule extracted in step
8. Note: Steps 7, 8 and 9 again involve the researcher’s domain knowledge.
Similarly to steps 1 and 2, they lead to defining domain-specific parameters
for a chemistry application to be run.

10. Repeat steps 3-6 (prepare and run the computations on the resources) to start
other computations and download the results.

11. Download and view the final results obtained with the second application.

– Molecules can serve as an input for various applications, which might re-
quire a different format of molecule representation. Therefore, conversion be-
tween formats is an important feature enabling integration between different
applications.
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For computations like these described by the above scenario, the chemistry pack-
ages, often with restricted licences, have to be installed on computational nodes.
These are usually accessed in batch mode, which implies using specialised tools
for interaction with the infrastructure (e.g. for submitting jobs to the queues),
taking care of proper file staging and download. In case of large result files
(which is usually the case in chemistry computations), their analysis is addition-
ally hampered by a need of accessing dedicated storage.

The researcher’s skills in the field of their computations (characteristic to their
domain of science) are often not enough to overcome the technological barrier
of the resource access, where technical knowledge of the resource management
process is needed. Moreover, managing the data and tasks sent to computational
infrastructure might be a very time-consuming operation, but still, it is necessary
to obtain the scientific results. Therefore, the goal of creating a modern platform
for computational research on resource e-Infrastructures should be to rid the
researcher of all the actions that are not directly related to the essence of their
research and do not belong to their research domain.

3 The Layers of Computational Experimentation

The analysis of computations in domains of science such as chemistry leads us
to introducing a distinction between different layers that may be identified in
such computations.

Understanding a research scenario gives us an overview of the domain, which is
the subject of the researcher’s work. Such scenario should be formulated with the
use of objects and processes specific to the scientist’s research domain. Fulfilling
this condition guarantees that most of the user’s work will be focused on the
area where their skills are highest, which makes the work most efficient. These
objects and processes expressed in terms specific to a science domain constitute
a layer of the computation process designed for interaction with the researcher
– a domain layer.

On the opposite side of the computation process lies the resource access layer
where the operations defined by the researcher are actually performed. These
may include as well operations of submitting and monitoring computational
jobs, as storage read or write requests. All these operations are realised using
resource-specific commands and processes.

To allow the user to manage the computations from the perspective of the
domain layer, and, at the same time, realise it with resource-specific processes, an
additional layer is introduced – a mediation layer. It is responsible for translating
a domain-specific scenario to an execution on the computational infrastructure
(see Fig. 1).

The translation (mediation) between the sphere of the researcher’s domain
and the layer of resources requires performing all the actions the user would
need to run their computations on the underlying resources. The functionality
that should be addressed by this process can be described either as related to
computational or to storage capabilities.
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Fig. 1. The InSilicoLab architecture with the mediation layer, joining the researcher’s
domain sphere with computing resources

The computation-related functionality includes:

– Experiment logic – an entity organising the user’s computations into a work-
flow that constitutes the experiment (understood as described in Section 1).
It provides a description of the operations that have to be performed to cre-
ate computational tasks from the user’s input data, to monitor these tasks
and to analyse their results.

– Automatic parallelisation – a service capable of automatically dividing the
computations into independent computational jobs running in parallel. It
defines the jobs, distributing the parts of computations so that the optimum
number of computational tasks is grouped in a job.

– Execution engine – a service responsible for conducting and monitoring of all
the operations defined by the experiment logic. The engine is an executor of
the – to this moment abstract – workflow, on the computational resources.

The subset of functionality related to the infrastructure’s storage capabilities is
the following:

– Storage structure – a specific storage space organisation model, used for
managing raw files created by the experiment and each of its jobs. It is
applied to the storage resources to organise the data files, allowing for easier
access to the files produced by the research experiment.

– Data model – a model of the data storage – applied to all data (other than
raw files) that is used for the computations or obtained in their course.

– Metadata description – a model of the metadata attached to the data and
files produced or used by an experiment. Such metadata may be used to
organise and allow searching within data or raw files and to create relations
between the data and processes.
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These two groups are functionally joined by provenance tracking – a service
responsible for recording of all the transformations and usage of data relevant
to the user and their experimentation process. In this way, every experiment
may be retraced and the origin of every data entity stored in the system may be
identified.

The interactions between the services realising different functionalities of the
mediation layer are depicted in Fig. 2.

Fig. 2. The components of the InSilicoLab mediation layer, and interactions between
them

4 Implementation of Chemistry Computations in
InSilicoLab

The first implementation of the InSilicoLab environment provides all the tools
required to perform the scenario of chemistry computations described in Sec-
tion 2 with use of three chemistry packages: Gaussian, GAMESS and TUR-
BOMOLE [4]. To access the environment, a Web portal was implemented and
published – constituting an integrated presentation layer.

4.1 Realisation of the Scenario

The input files to the computations (experiment) are constructed from parame-
ters specific to the aforementioned applications (or raw program input files) and
from a molecule specification. The molecule can be provided in several formats,
and translated to the one required by a particular application. The transla-
tion is based on the OpenBabel chemistry toolbox [5]. The molecules may be
parameterised to enable performing conformation scans. These operations are
enclosed within the domain layer, which means that they are well understood
by a chemistry researcher who is willing to perform computations.
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Underneath – in the mediation layer – on the base of the program input and
the molecule parameterisation, conformers are automatically generated and di-
vided into computational jobs. The jobs are encapsulated into job description
files, suitable for a concrete infrastructure. All the input files are transferred to
the experiment directory created on the storage system by the storage structure
service. Each job is then submitted to the computational resources and moni-
tored by the execution engine. The status of each job is continuously checked
by the engine and displayed to the user. After each job finishes, its results are
stored as raw files in the experiment directory on the storage system and filtered
by a dedicated parser. The parser extracts the information that can be relevant
to the scientist for initial analysis of the results. This information is stored by
the data model service (based on SInt [6] models) in separate data store to allow
easier access to it for the purpose of additional analysis or annotation.

All these operations are orchestrated by the experiment logic (an implemen-
tation of the abstract chemistry scenario in the environment). They usually
require cooperation with the layer closest to the infrastructure – the resource
access layer.

Fig. 3. The chemistry computations scenario realised in the InSilicoLab environment.
The user is able to delegate all the steps that are not directly related to their domain
of science to the mediation layer of the environment.

While the experiment is running, the results (stored already in the data store)
are gathered and displayed jointly to the user (in form of a list as well as in
a plot). Such presentation enables the scientist to identify the most promising
results that should be used further to perform a detailed analysis. An alternative
solution – without using InSilicoLab – would be to download all the result files
and analyse them one by one. With InSilicoLab, the files and molecules identified
as promising on the plot or in the result table can be viewed in place (in a
Jmol [7] applet), downloaded, or reused in other computations (e.g. with another
chemistry program) without additional effort. All the inputs and results are
recorded in the provenance tracking service to enable repeating the experiments
or tracing the data origin.
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The implementation of the chemistry computations scenario within the InSili-
coLab environment is illustrated by Fig. 3. The picture shows how the respective
user operations (the numbers correspond with those from Table 1) are delegated
to appropriate layers.

4.2 Integrated Presentation Layer

The InSilicoLab system is accessible through a Web interface, which was designed
with special emphasis on intuitiveness. To achieve this goal, we implemented it,
so that the users manage all the processes and objects concerning the experiment
within the interface, using terms specific to their domain of science. In other
words, this interface is an entrance to the domain layer of the system.

The construction of the InSilicoLab interface is meant to constitute a work-
space – a powerful environment, where the researchers can find all the data used
and produced by their experiments, along with the record of the experiment
processes themselves. This requirement is fulfilled by integration of the following
components (see also Fig. 4):

– Experiment browser – to enable the user to view and manage all the running
and finished experiments.

– Input specification forms – forms specific to applications from the user’s
domain (e.g. Gaussian), to specify the program parameters.

– Monitoring screen – to view the experiment progress.
– Result browser – to view, compare and fetch relevant results of an experi-

ment.
– Storage browser – to view the physical structure of the files used and created

by the experiment or stored previously by the users and their research groups
from outside of the portal. The browser also allows to upload new files to
any accessible location on the storage.

– Data management tools – tools used to create, modify, describe and classify
the data (e.g. with annotations or tags).

– Visualisation tools – tools used to visualise and analyse the data.
– Provenance record – a view of the history of all processes invoked on the

user’s data.

The aforementioned components, combined together, ensure the integration of
the data and processes important for the user, thus allowing to significantly
reduce the complexity of performing and managing their experiments.

5 Related Work

Knowing that the research in the computational chemistry domain is one of the
most demanding in terms of computing resources, many supercomputing centres
offer a variety of scientific packages for chemists. Unfortunately, the use of this
software is hindered by the lack of intuitive interfaces.



InSilicoLab – Managing Complexity of Chemistry Computations 273

Fig. 4. A view on the graphical tools of the InSilicoLab presentation layer

Some facilitation in the job submission process was already introduced by
grid portals [8]. However, despite their usefulness in job management, these por-
tals lack support for scientific experiment planning and evolution. There are
also generic environments supporting scientific experimentation on various in-
frastructures, such as GridSpace2 [9], but being generic, they lack support for
specific research domains and do not offer domain-specific interfaces that would
be intuitive for researchers.

On the other hand, there are specialised tools invented for computational
chemistry, such as WebMO [10] or ECCE [11], which do not provide access to
larger e-Infrastructures. Commercial User Interfaces, such as Accelrys Material
Studio [12], join both of the mentioned functionalities; however, they come with
proprietary licences and are usually desktop applications what limits their usage
to local computers.

6 Summary

The InSilicoLab portal is an integrated environment that, on one hand, offers
access to e-Infrastructure resources, and, on the other hand, enables researchers
to create and manage their scientific experiments and data using concepts specific
to their field of science.

Such combination is possible thanks to the multi-layer architecture of InSil-
icoLab, which enables the scientists to interact with the system, operating on
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objects specific to their domain (such as experiments, results, analysis, etc.).
The communication with computational and storage resources is shifted to a
separate layer – the resource access layer – operated, in turn, by the mediation
layer, which translates all the user actions and objects to ones understood by
the resources of the e-Infrastructure.

The InSilicoLab portal is now available to the Gaussian VO [13] and
vo.plgrid.pl [14], and has already been used by several users. Currently sup-
ported chemistry applications include Gaussian [2], GAMESS [3] and TURBO-
MOLE [4]. The applications that are planned to be integrated in the future will
support the biochemistry [15] domain as well as astrophysics [16].
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Abstract. Ab initio Molecular Dynamics simulations of a ketocyanine
dye in explicit solvents have been performed on a GP GPU Nvidia ac-
celerators. The effects of single, double or dynamic precision used in
calculations has been discussed. Accumulated Molecular Dynamics tra-
jectories have been analyzed with the focus on orbital energies relevant
for absorption spectra.
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1 Introduction

Spectral properties of organic dyes may be significantly affected by dye-solvent
interactions. An example of dyes with solvent-dependent absorption and emission
spectra are ketocyanine dyes [1]. Even more pronounced are the spectral effects of
dye complexation by inorganic cations [2,3] leading to substantial red-shifts of the
maxima in absorption or emission spectra. The effects of dye protonation [4] are
similar. Ketocyanine dyes are therefore good probes to study microenvironmental
effects in solution. Studies of solvation and protonation effects for electronic
spectra not only attract attention of experimentalists, but are also interesting
theoretically. Quantum-chemical investigations of such systems allow one to gain
better insight into the nature of underlying processes and open the possibility
to validate the methodology and to assess its performance.

Two extreme approaches in quantum-chemistry commonly applied to study
solvent effects are the effective solvent models (continuum solvation models, e.g.
Conductor-Like Screening Model [5] or Polarizable Continuum Model [6]) and
the explicit solvent models (microsolvation). The first approach is computation-
ally efficient, but requires proper parameterization of the solvent. Moreover,
continuous solvent models usually fail for systems with specific solvent-solute
interactions (e.g. hydrogen bonds) which can not be satisfactorily described by
an effective parameterization. Explicit models, in which solute is embedded in a
cluster of solvent molecules, can treat both parts of the system on equal footing
and therefore do not suffer from the problem of effective parameters. The price
for more realistic modeling is the computational time increasing rapidly with
the number of explicit solvent molecules.

M. Bubak, T. Szepieniec, and K. Wiatr (Eds.): PL-Grid 2011, LNCS 7136, pp. 276–284, 2012.
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2 Related Works

Theoretical studies of microsolvation in explicit solvent are faced with a prob-
lem of appropriate generation of solute-solvent molecular structures. Classical
Molecular Dynamics (MD) simulations are a fast and efficient method of mod-
eling molecular structures of solutions for relatively long times. For ketocyanine
dyes such approach was used recently in a model study of Li+ and Mg2+ com-
plexation in acetonitrile [7] following the work employing continuous solvation
model for the same system [8]. However, classical MD requires proper force-field
parameterization to provide physically realistic structures. Such parameteriza-
tion may be derived from experimental data (by fitting parameters in order to
reproduce properties of the system such as vibrational spectra, density, heat
of vaporization, etc.) or/and from quantum-chemical calculations. It is usually
unavailable for new systems, especially in the case where there are specific solute-
solvent interactions (i.e. for the systems where also continuous solvent models
are prone to fail). This is a serious disadvantage of classical MD.

On the other hand, ab initio Molecular Dynamics, e.g. Born-Oppenheimer
Molecular Dynamics (BOMD), applying quantum-chemical methods to calcu-
late energies and forces acting on atoms, which are then used to solve classi-
cal Newton’s equations of motion, does not suffer from the parameterization
problems. Basically, any standard quantum-chemical method, for which energy
gradients are available, may be used to perform ab initio MD simulations, and
quality of the results depends on the level of theory and the basis set used in
quantum-chemical calculations. Therefore with no necessity to develop force-field
parameterization for each type of solvent and solute, BOMD is easily applicable
to a wide range of systems. It is, however, computationally demanding because
it involves quantum chemical calculations of energies and gradients and for this
reason its use is often limited to small systems and to short timescales.

3 Description of the Solution

Constant progress in computer technology and software development helps quan-
tum chemists to break the barrier of computational cost for even larger systems.
An obvious approach to large quantum-chemical tasks is to use cluster or grid
computing [9,10]. However, in recent years new strategies became available in
this field. Indeed, calculations on General-Purpose Graphics Processing Units
(GP GPU) appear as a promising alternative to CPU computations in quan-
tum chemistry, increasing the speed of calculations by an order of magnitude,
thus making larger systems tractable. Whether these new possibilities can be
fully exploited depends on the availability of the software capable of performing
routine tasks on GP GPU.

In this work an attempt to use GP GPU computations for BOMD simulations
of ketocyanine dye is reported.

TeraChem v. 1.45 software [11] was used on a machine equipped with two
Nvidia Tesla M2050 GPUs. BOMD simulations were performed for a ketocyanine
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dye or its protonated form (dye-H) in acetonitrile (ACN) or ethanol (EtOH) so-
lution (Fig. 1). In all quantum-chemical calculations Density Functional Theory
(DFT) employing common B3LYP density functional with default TeraChem
grid and the 6-31G basis set were used. Although a larger basis set with po-
larization functions would be desirable, current version of TeraChem does not
support d functions in gradient calculations, which limits the choice of basis
sets for BOMD simulations. This restriction is supposed to be lifted in the next
release of the software [11].

Fig. 1. Chemical formulas of the ketocyanine dye and its protonated form and a snap-
shot of the BOMD trajectory obtained for a single dye molecule solvated in a cluster
of 80 ethanol molecules

50 acetonitrile or 40 ethanol molecules were typically used as an explicit sol-
vent to solvate the dye. Two different initial structures were used for each system.
To test the dependence of the results on the number of explicit solvent molecules,
additional runs without solvent (for isolated dye molecule) and with 100 ACN
or 80 EtOH molecules were performed.

In most MD runs a default TeraChem scheme of calculations with dynamic
precision was used; single and double precision was tested in short additional
simulations. All simulations were performed in the NVT ensemble (constant
volume, temperature and the number of particles) using Langevin dynamics at
T=300 K. Timestep of simulations was 1 fs as typically used in ab initio MD.
After 0.5 ps of equilibration, trajectories of the systems were recorded for about
2.0 ps.
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4 Results

While modern Nvidia GPUs allow to use double precision in calculations, they
provide more hardware units for single precision. On the other hand, numer-
ical tests showed that for some parts of quantum-chemical calculations single
precision may be sufficient, provided that the accuracy is controlled. Therefore
to optimize accuracy and computational time, TeraChem uses a dynamic pre-
cision scheme to decide (based on an estimate of upper bound of the integral)
which integrals may be calculated using single precision and which require double
precision [12].

Table 1. Average real time (in seconds) per 1 MD step in BOMD simulations em-
ploying different precision of GP GPU

precision
system single dynamic double

dye + 50 ACN 129 146 231
dye-H + 40 EtOH 182 207 321

Table 1 summarizes average real (wall-clock) time per 1 MD step during cal-
culations on two GPUs for dye in a cluster of 50 ACN molecules or protonated
dye in 40 EtOH. As readily seen, double precision calculations are significantly
slower and take about 70-80 % more time than single-precision computations.
On the other hand, use of the dynamic precision scheme increases the average
time of calculations by less than 15 %. To investigate the reliability of the re-
sults obtained using lower precision we checked how the precision affects the
calculated potential energy of the system, i.e. quantum-chemical Self Consistent
Field (SCF) energy, and the energy gap between the Highest Occupied Molec-
ular Orbital (HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO)
(Fig. 2).

For both systems dynamic precision gives practically the same values of poten-
tial energy as double precision calculations; the difference increases to about 0.3
- 0.4 kcal/mol in single precision which, however, still is below chemical accuracy.
The picture becomes different for the HOMO-LUMO energy gap. For dye/ACN
system, the dynamic and double precision methods yield almost the same val-
ues while single precision overestimates the gap by about 30 cm−1. In the case
of dye-H/EtOH both dynamic and single precision results behave similarly and
they differ from the double precision values by -10 to 10 cm−1. Nevertheless,
maximum errors are small and the average deviation is almost zero, therefore
again dynamic precision appears as a reasonable compromise between accuracy
and speed. Different behavior of potential energy and HOMO-LUMO gap may
be rationalized by taking into account that the wavefunction (thus orbital ener-
gies, especially LUMO energy) is more sensitive to perturbations than the total
SCF energy. The difference between the two systems is likely to be related to
hydrogen bonds present in the dye-H/EtOH and their dynamic pattern.
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Fig. 2. Differences between potential energies (upper row) or HOMO-LUMO gap values
(bottom row) calculated using dynamic and single precision and the corresponding
values obtained using double precision calulations. Left column: dye in 50 acetonitrile
molecules, right column: protonated dye in 40 ethanol molecules.

Test results suggest therefore that the dynamic precision scheme provides
satisfactory accuracy, and even single precision calculations may be acceptable
for some properties (however probably with the need of preliminary checks). All
other calculations reported here were performed using the dynamic precision
scheme.

Table 2 presents the values of average real time per 1 MD step. For smaller
systems (40 or 50 solvent molecules) simulation of 1 fs (on both GPUs working
in parallel) takes about 3-4 min of real time. With such speed, it is possible to
calculate 2.5 - 3.5 ps of MD trajectory per week, which is a very satisfactory
result for this system size and basis set. Likewise, simulations for larger systems
are also time-efficient and could yield a reasonable length of MD trajectory in
acceptable time.

Accumulated trajectories may be further analyzed to investigate the changes
of potential energy and to observe reorganization of solvent molecules in the dye-
solvent aggregate.Quantum-chemical nature of BOMD calculations enables one to
gain more insight also into some properties related to the wavefunction of the sys-
tem. We will focus here on spectroscopic properties based on HOMO and LUMO
energies recorded during simulations. HOMO-LUMO separation is related to ex-
citation energies and may serve as a first approximation for the energy of the tran-
sition observable in the absorption spectrum of the dye in solution.
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Table 2. Average real time (in seconds) per 1 MD step for systems of different size in
BOMD GP GPU calculations using dynamic precision

system no. of atoms no. of basis functions time per MD step

dye + 50 ACN 338 1873 165
dye + 100 ACN 638 3523 531
dye + 40 EtOH 398 1783 221
dye + 80 EtOH 758 3343 695
dye-H + 50 ACN 339 1875 162
dye-H + 40 EtOH 399 1785 221

Fig. 3. Fluctuations of the HOMO-LUMO separation during 1 ps BOMD simulations
for dye or protonated dye molecule solvated in 40 ethanol molecules

An example of changes of the HOMO-LUMO separation is shown in Fig. 3
for dye and its protonated form in ethanol. Oscillations with the period of about
20 fs are related to vibrations of the dye molecule. Changes on longer timescale
result from the evolution of the aggregate structure (changes of the geometry
resulting from the movements and reorientation of solvent molecules) and these
fluctuations are more prominent for protonated dye.

Evolution of the system may vary depending on its initial structure, therefore
it is always desirable to average data over several independent MD runs. In Fig. 4
we display distributions of the HOMO-LUMO gap averaged over two trajectories
for each type of the system. As readily seen, positions of the maxima of distribu-
tions are similar in both solvents. Protonation of the dye significantly decreases
the HOMO-LUMO separation (regardless of the solvent) in qualitative agree-
ment with experimental observations that absorption spectrum of protonated
dye is shifted to lower energies.

It is also visible that the HOMO-LUMO gap for dye-H/EtOH system varies
in a much broader range than for dye/ACN, and the long tail of the distribu-
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Fig. 4. Distributions of the HOMO-LUMO gap values for dye and protonated dye
molecules solvated in 50 acetonitrile or 40 ethanol molecules. Results averaged over
two different MD trajectories.

tion spans almost 10000 wavenumbers. This feature is likely to be caused by
coupling of the hydrogen atom from the OH group of protonated dye to dy-
namically changing system of hydrogen bonds between solvent molecules. The
major difference between solvents seems therefore to be the ability of EtOH to
form hydrogen bonds which particularly affects the properties of protonated dye
in solution. Such feature can not be properly described in continuous model of
solvation, but may be captured by quantum-chemical calculations with explicit
solvent molecules.

To check how fast the solvent effect saturates with increasing number of ex-
plicit solvent molecules one may examine plots like Fig. 5 showing the HOMO-
LUMO gap distributions for isolated dye molecule and for dye embedded in
50 or 100 acetonitrile molecules. HOMO-LUMO separation decreases in the

Fig. 5. Distributions of HOMO-LUMO gap values obtained from BOMD trajectories
for isolated dye molecule and the dye solvated in 50 or 100 acetonitrile molecules
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solvent, which is a typical solvent effect resulting in absorption red-shift. There
are no major differences between systems with 50 or 100 ACN molecules, sug-
gesting that the effect of the solvent has already saturated for about 50 solvent
molecules (although averaging over more different trajectories would be desirable
to support such conclusion).

5 Conclusions and Future Work

To conclude, it has been shown that the GP GPU BOMD simulations are a
valuable tool to study the evolution of structure and properties of small molecu-
lar systems in quantum-chemical fashion. Performance of GP GPU accelerators
significantly increases capabilities of such approach, allowing one to use larger
systems, larger basis sets or more time-demanding quantum-chemical methodol-
ogy, to perform simulations for longer timeframes or to collect more individual
trajectories to improve the statistical analysis. In addition to methods used in
classical MD to analyze geometries and structural changes, in BOMD it is also
possible to examine properties closely related to the wavefunction of the system.
As an example we presented such analysis of the HOMO-LUMO separation.

If necessary, individual frames from recorded trajectories may be used in sub-
sequent quantum-chemical computations applying more advanced methodology
to increase accuracy or to calculate more properties for selected dye-solvent
structures. For example, in the case of dye-solvent systems studied here it is
possible to use Time Dependent Density Functional Theory (TDDFT) in order
to calculate transition energies and to obtain simulated absorption spectra. As
the TDDFT methodology is scheduled for implementation in TeraChem soft-
ware, such post-processing of BOMD data will also greatly benefit from the
speed of GP GPU accelerators.
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Abstract. The computing requirements of LHC experiments, as well as
their computing models, are briefly presented. The origin of grid technol-
ogy and its development in high energy community is outlined, including
the Polish participation. The LHC Computing Grid project and its suc-
cessor, the Worldwide LHC Computing Grid, are presented, including the
summary of its successful operations in the first years of LHC data gather-
ing. Against such a background, the creation and operation of the Polish
Tier-2 is described, including examples of its use by the LHC experiments.
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1 Introduction

1.1 Requirements for LHC Computing

Searches for new rare phenomena in particle physics, and/or precise measure-
ments of specific physics processes, require experiments at very high energies
and very high rates. The resulting high bandwidth of data – approximately 300
MB/s – leads to petabytes per year per experiment, which have to be rapidly
stored, processed and analysed. Additional computing resources, processors and
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storage, are needed for Monte Carlo studies. The computing needs of LHC ex-
periments (Monte Carlo simulations, large data volumes, high processing power,
access to data for all collaborating parties on all continents – altogether a few
thousand physicists from a few hundred institutions, etc.) have been recognized
already at the time of writing proposals [1]; however, it was not clear how to
solve the issue. Towards the end of the ’90s a project called MONARC (Models
of Networked Analysis at Regional Centres for LHC Experiments) was estab-
lished [2], with the goal to find the solution. The MONARC came out with a
hierarchical model of LHC computing, with several layers of “tiers”, reflecting
their role and size of their infrastructures: Tier-0 at CERN, a dozen of Tier-1s
in large computing centres in Europe, Asia and America, and a large number of
Tier-2s organized around smaller centres in the countries involved in the LHC
program. However, MONARC discovered a problem: data sharing would be diffi-
cult due to the prohibitively high cost of networking; and it was even considered
to transport the data to regional centres via... planes...

The needs of LHC experiments as well as the LHC computing model were
summarized in the CERN LHC Computing Review [3]. Primary event process-
ing occurs at CERN in the Tier-0 Facility. The RAW data is archived at CERN
and copied (along with the primarily processed data) to the Tier-1 facilities
around the world. These facilities archive the RAW data, provide the reprocess-
ing capacity, provide access to various processed versions and allow for scheduled
analyses of the processed data by physics analysis groups. Derived datasets pro-
duced by the physics groups are copied to the Tier-1 or Tier-2 facilities for
further analysis. The Tier-2 facilities also provide the simulation capacity for
the experiment, with the simulated data housed at Tier-1s. In addition, the
Tier-2 centres provide analysis facilities and some of them offer the capacity to
produce calibrations based on processing some RAW data. The CERN Analysis
Facility supplies an additional analysis capacity, with an important role in the
data-intensive calibration and algorithmic development work.

1.2 Worldwide Computing Grid

Towards the end of the 20th century, the cost of networking went down signifi-
cantly due to the liberalisation of the networking market; in other words, for the
same money one could buy much more bandwidth each year (the performance
of the network started to double approximately every 8 months while before
it took 8 years!...) [4]. Such changes allowed for integration of processors, stor-
age and networking into one computing infrastructure, governed by a dedicated
middleware, called the Grid [5].

This new paradigm was quickly spotted and adopted by the physics
community. In the year 2000 the DataGrid project, led by CERN, was launched,
being soon (2002) followed by the CrossGrid project, led by the Academic
Computer Centre Cyfronet AGH [6]. The results of those projects were encour-
aging, and based on their initial experience a pilot project, the LHC Comput-
ing Grid (LCG), was launched at CERN. Its goal was to demonstrate at a
large scale (about 20-30% of the final size) the operation and usefulness of the
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computing grid infrastructure for the storage and analysis of the physics data [7].
The project was supported by a series of three EU Grid projects, under the name
of Enabling Grid for E-SciencE (EGEE) [8], aiming to support research commu-
nities of different fields. Both projects, LCG and EGEE, worked closely together
and have developed grid middleware, called gLite, which is now in use [9].

The LCG project was successful and soon it was joined by other grid initia-
tives, Open Science Grid and Nordic Data Grid Facilities [10]. They use a differ-
ent brand of middleware; however, they could be interfaced together. Today, they
form one Worldwide LHC Computing Grid (WLCG), based on global collabo-
ration of more than 140 computing centres in 35 countries, 4 LHC experiments,
and several national and international grid projects. In 2005 a corresponding
Memorandum of Understanding (MoU) was prepared for Collaboration in the
Deployment and Exploitation of the Worldwide LHC Computing Grid between
CERN, the provider of the Tier-0 centre and the CERN Analysis Facility as well
as the coordinator of the LCG project, and all the Institutions participating in
the provision of the Worldwide LHC Computing Grid with the Tier-1 and/or
Tier-2 Computing Centre (including federations of such Institutions with com-
puter centres that together form the Tier-1 or Tier-2 Center) [11]. The document
describes in detail the needs of WLCG and the responsibilities of each partic-
ipating party. The summary of LHC experiments requirements and pledges of
computing centres of WLCG for 2009-2012 is given in Table 1 [12]; the neces-
sary bandwidth of networking for data transfer from CERN to Tier-1 centres
was estimated to be greater than 1.6 GB/s.

In preparation for LHC data gathering, in 2009 WLCG ran an intensive test
of the whole grid system, called STEP09 (Scaling Testing for the Experimental
Program 2009), loading the storage, processors and the networks with Monte
Carlo data of the rates and volumes expected at LHC. The results were very
good [14]; still, the seminar on the first results from LHC, taking place at CERN
on 18 December 2009, surpassed the expectations [15]. The excellent performance
continues and the LHC experiments are delivering a lot of interesting results.

2 Polish Distributed Tier-2

2.1 General Schema

Five Polish institutions were involved in the CrossGrid project: ACC Cyfronet
AGH (the coordinator) and IFJ PAN from Kraków, ICM and IPJ from Warsaw,
and PSNC from Poznań. In the years 2004-2010 three computing centres par-
ticipated in three generations of the EGEE projects – this way Polish computer
experts and physicists familiarized themselves with the grid technology. At the
time of the CrossGrid project the three Polish computer centres were supported
financially by the Polish State Committee for Scientific Research, which allowed
for purchasing new processors and disks that became a part of the project grid
testbed, combining computing resources of 16 institutions.

Polish physicists also participated in the work of the Grid Deployment Board
(GDB), right from the first meeting in 2002, and later in the Collaboration
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Table 1. The summary of LHC experiments, requirements and pledges of computing
centres of WLCG for 2009-2012. HEP-SPEC06 used in the table is the new HEP-wide
benchmark for measuring CPU performance. For example a typical unit based on two
Intel Xeon L5420 (8 cores) at 2.5 GHz, with 16 GB memory and running Scientific
Linux 5 x86 64 shows performance of about 70 HEP-SPEC06 [13].

Summary Ext. Tier1s SUM 2009 SUM 2010 Sum 2011 Sum 2012

CPU (HEP-SPEC06)
Offered 245800 406164 518668 613048
Required 217300 4974000 608920 767240
Balance 13% -18% -15% -20%

Disk (Tbytes)
Offered 34890 60336 79682 94377
Required 37400 65100 114610 152396
Balance -7% -7% -18% -24%

Tape (Tbytes)
Offered 40189 65938 89805 115423
Required 29000 50900 114610 152396
Balance 39% 30% -22% -24%

Summary Tier2s SUM 2009 SUM 2010 Sum 2011 Sum 2012

CPU (HEP-SPEC06)
Offered 305324 475752 607096 746016
Required 228100 570400 874880 1100040
Balance 34% -17% -31% -32%

Disk (Tbytes)
Offered 22847 35221 45196 58571
Required 22720 48520 47903 61963
Balance 1% -27% -6% -5%

Board of WLCG, which provided direct information about the formation and
operation of the LHC Computing Grid. The ACC Cyfronet AGH was among 14
computing centres on three continents which in 2003 created the first worldwide
LCG testbed for physics [16]. This testbed demonstrated the viability of the grid
concept for physics use (running “around the world, around the clock”).

In 2005, following a request of GDB, the three Polish computing centres
formed “distributed Tier-2” – this meant connecting to the Tier-1 at FZK Karl-
sruhe via dedicated links (provided by PIONIER and DFN) and delivering an
agreed amount of resources (processors and disk storage) for the needs of LHC
experiments (see Fig. 1). The original middleware was that of Data Grid (EDG),
which was later upgraded to gLite [9]. The sites had to adopt LCG standards
of high availability and reliability. The final qualification (“validation”) of their
performance was done by running test programs of LHC experiments and com-
paring their outputs with the reference results.

In 2007 Poland signed the Memorandum of Understanding for Collaboration
in the Deployment and Exploitation of the Worldwide LHC Computing Grid [11].
The current pledges of Polish Tier-2 are presented in Table 2 [18].

2.2 Operations

The WLCG is continuously monitoring the performance of data transfer of all
LHC experiments to remote sites, including live visualisation of active sites using
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Fig. 1. Connections between the three computing centres, ACC Cyfronet AGH
Kraków, ICM Warsaw and PSNC Poznań – constituting the Polish Tier-2, the FZK
Karlsruhe Tier-1 and CERN [17]

Table 2. The current pledges of Polish distributed Tier-2

Poland, Polish Tier-2 Federation 2010 2011 2012

CPU (HEP-SPEC06) 10540 13050 15800

Disk (Tbytes) 599 810 1020

Real Time Monitor [7]. In addition, regular reports on the availability/reliability
of all their resources as well as accounting statistics are available and distributed
monthly [7]. The MoU requires the reliability and availability of Tier-2s to be
above 95%, which has been now fulfilled by the majority of sites, including
the Polish ones (some drops below 95% are due to new installations and/or
refurbishing of the computing centres). In the future implementing service level
management in PL-Grid structure [32] will help in maintaining high level of
reliability of Tier-2 services provided in Poland.

3 Computing Models of LHC Experiments and the Use
of Polish Tier-2

A distinctive feature of particle physics experiments is data organized in the
so-called events containing information read out from the detector for a sin-
gle beam-beam collision trigger. Due to high frequency of beam crossings, LHC
provides enormous rates of events, nominally 40 million per second. Since the
interesting events occur with very low probability, an online filtering system is
used to select them to be written on permanent storage. Even then the amount
of the collected data is of the order of many petabytes per year per experiment.
These huge samples in initial RAW data format have to be processed and fur-
ther reduced in many subsequent steps before any physics result can be derived.
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Fortunately, each event can be analysed separately and this allows for parallel-
lizing the process. In WLCG users submit separate jobs to machines in different
clusters using grid tools. Due to the scale of operations, all LHC experiments
developed their own tools and models of data processing on top of WLCG mid-
dleware. All four LHC experiments adopted the hierarchical MONARC model
with some experiment specific customizations; they will be later described in
more detail. The common feature is the use of pilot jobs to increase the effi-
ciency of job execution by running pre-checks of the local environment before
starting real production jobs. This procedure worked well in 2010, with the ex-
periments being able to fill available resources. The largest differences between
the experiments could be originally found in the area of data access and distri-
bution. The experience gained in the past year leads experiments to plan a very
similar way of dynamic data access making the maximum use of the network
connectivity.

3.1 The ALICE Experiment

The ALICE computing model is described in detail in the ALICE Technical
Design Report of the Computing [19]. It assumes the existence of functional Grid
middleware allowing for efficient, seamless and democratic access to worldwide
distributed heterogeneous computing and storage resources. Since 2001 ALICE
has developed a set of middleware services called AliEn [20], which implements
the above model. In the resulting architecture, the user interacts with the Grid
via the AliEn User Interface and the services offered by a combination of AliEn
middleware, providing a high-level of ALICE-specific services. In addition, the
middleware installed at a computing centre provides basic services. The system
has been in continuous operation since 2001 with periodic large scale exercises
called “data challenges” performed to test its evolution and scalability. The
AliEn system is built around Open Source components. It uses Web Services
model and standard network protocols. The ALICE computing model should be
considered in a twofold way. As for proton-proton interaction, it is similar to
other experiments: i) quasi-online data distribution and first reconstruction at
Tier-0, ii) further reconstruction at Tier-1s. As for AA collisions, producing much
more data, the model is different: i) calibration, alignment, pilot reconstruction
and partial data export during data gathering, ii) data distribution and the first
reconstruction at Tier-0, iii) further reconstructions at Tier-1s.
Summarizing:

Tier-0: First pass reconstruction, storage of RAW, calibration and first pass of
ESD (Electronic Summary Data),

Tier-1: Subsequent reconstruction and scheduled analysis, storage of a collective
copy of RAW data,

Tier-2: Simulation and end-user analysis, disk replicas of ESD and AOD (Anal-
ysis Object Data).
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Polish Tier-2 Sites in ALICE. Two Polish sites participate in the ALICE
Grid – ACC Cyfronet AGH in Kraków and PSNC in Poznań. They provide
2370 and 1050 cores respectively, which corresponds to 4.1% of total resources.
According to the ALICE computing model, their main role is the Monte Carlo
data production. The RAW format is exactly the same for the simulated data
and the data coming from the experiment. Thus, the same analysis approach is
adopted in both cases. In Fig. 2. the number of ALICE jobs executed in both
centres in the period of Jun 2010 – July 2011 are presented; Polish sites provided
about 4.1% of total resources.

Fig. 2. The number of ALICE jobs executed in ACC Cyfronet AGH (left, maximum
at 27 000) and PSNC (right, maximum at 37 500) in July 2011

3.2 The ATLAS Experiment

ATLAS is a general purpose experiment aiming at a direct discovery of new
phenomena in proton-proton and heavy ion collisions at the highest energies
explored so far [21]. In 2010 the LHC accelerator operated at the centre of mass
energy of 7 TeV for proton-proton collisions and 2.76 TeV for Pb-Pb (lead ion)
collisions. In both runs the efficiency of the accelerator exceeded expectations for
this first year of operations and allowed for recording large samples of proton-
proton and Pb-Pb collisions.

The collected RAW data consisting of information from the ATLAS detector
have to be later processed by reconstruction software and further reduced in
specific analysis steps before any physics results can be derived. The ATLAS
computing model [22] relies on WLCG Grid infrastructure supplemented with
dedicated tools and services to enhance and customize its functionality. In 2010
computing was still organized in the original MONARC model of the hierarchy
of Tier-0,1,2,3 sites, each having a specific set of tasks. The Tier-0 at CERN
was used for RAW data acquisition, first processing and data distribution to the
Tier-1 sites. The Tier-1 sites cooperated each with its own cloud of the Tier-2
sites, distributing data among them for further processing and integrating out-
put results from simulations to common datasets. Their main task, however, was
to run large scale RAW data reprocessing and physics group analyses using the
latest versions of experiment specific software. Monte Carlo production and anal-
yses of individual ATLAS members were performed at the Tier-2 sites. For each
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type of processing the data were pre-placed by Distributed Data Management
(DDM) services according to the ATLAS policy and the jobs were sent to sites
where the input data were available. The DDM architecture [23] is implemented
with DQ2 tools and other services which distribute files using Grid File Transfer
Service (FTS), registering them in LCG File Catalog at the file level and in AT-
LAS specific catalogues at the level of datasets. The job distribution is done by
the workload management services implemented in PanDA software [24], using
pilot jobs to increase the efficiency of job execution by running pre-checks of the
local environment before starting real production jobs. The pilot jobs are sent to
grid clusters by the so-called Pilot Factories located at Tier-1s or selected Tier-2
sites in the cloud. An additional element needed for running the reconstruction is
data containing information on the state of the ATLAS detector at the time the
RAW data was recorded, the so-called conditions. This data is stored in central
and distributed databases while access to it is provided via Frontier software
with Squid caching in order to reduce access time. Currently, most of the critical
WLCG services are located at Tier-1 sites while most of the ATLAS-specific ones
are located at CERN. There is now a tendency to centralize all services critical
for ATLAS at CERN and to use Tier-1 and Tier-2 sites in a more balanced way.

In Poland ATLAS uses computing resources at ACC Cyfronet AGH in Kraków
and PSNC in Poznań, having access to 333 TB of disk space and 22666 HEP-06
CPU at ACC Cyfronet AGH and 14 TB disk space and 4496 HEP-06 CPU at
PSNC – these resources are mainly provided by the PL-Grid project [25]. Both
sites participate regularly in all ATLAS test activities and in regular production.
PSNC participates in large scale Monte Carlo generations. The ACC Cyfronet
AGH is the main production site for ATLAS in Poland. It runs both central
production jobs as well as user analysis jobs which require access to large datasets
on local storage. In addition, ACC Cyfronet AGH has been selected to provide
special group disk resources for the Heavy Ion group in ATLAS, which involves
staff from the IFJ PAN in Kraków. In the first year of LHC operations and after
the first Heavy Ion run at the LHC, this space was heavily used storing up to 55
TB of group reduced data and allowing for fast analysis and the first publication
submitted in 2010. Another special type of resources available at ACC Cyfronet
AGH is 10 TB private disk space for Polish Grid users, members of the ATLAS
experiment. This space is not considered as part of the pledges by the ATLAS
experiment but is very important for the local members of the experiment since
it has the capability to participate in automated data transfers from all other
ATLAS resources and is fully available only for local users’ needs.

In 2010 the ATLAS experiment made its first measurements of interactions
involving jets, W and Z bozons and top-quark. This allowed to validate the the-
oretical predictions concerning Standard Model processes at the highest energy
available. At the end of 2010 ATLAS participated in the run with Pb-Pb col-
lisions. One of the main goals was attempting to create so-called quark-gluon
plasma that filled the Universe ≈ 10 μs after the Big Bang. If the plasma state
is produced, one can expect that particle jets produced from hard scattering
of partons inside the plasma will be partially absorbed, leading to asymmetry
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Fig. 3. Schematic view of Pb-Pb collisions – partons cross different paths in the plasma
(left) [26], and strong asymmetry of their energy deposited in calorimeters (right) –
due to plasma quenching [27]

in the transverse energy distribution of jets. Indeed, such asymmetry has been
observed (see Fig. 3) and the results have been published [26]. Overall, in this
first year ATLAS published 30 papers and over 150 conference notes.

3.3 The CMS Experiment

To analyse huge amount of data collected by the CMS experiment, a distributed
computing model based on the hierarchy of computing tiers is used. In the CMS
implementation only about 20% of computing resources are located at CERN
and 80% outside of CERN – out of those, half at Tier-1 centres and half at
Tier-2 centres. Currently, about 140000 CPUs in total are available for CMS.
According to the CMS computing model, Tier-0 and Tier-1 centres serve as re-
sources for the whole experiment and are dedicated to primary reconstruction,
re-reconstruction, data and simulation archiving, data and simulation serving
and data skimming (i.e. data reduction). Tier-2 centres serve as places where
more end-user activities occur and are primarily dedicated to Monte Carlo pro-
duction and physics analyses. According to computing centre specifications a
nominal Tier2 centre should be equipped with CPUs giving 4 kHEP-SPEC06
each, 200 TB storage space and 1-10 Gb/s WAN Internet connection. The whole
CMS software is similar in many aspects to that used by other LHC experiments.
There are however some specific tools: CRAB (CMS remote analysis builder) [28]
and PhEDEx [29] (Physics Experiment Data Export), described in more detail
below.

CRAB. The CMS computing model specifies how the data is to be distributed
and accessed to enable physicists to run their analyses on the data. The analysis
is performed in a distributed way using the Grid infrastructure. In CMS, jobs
are submitted using CRAB, which is a tool, designed and developed by the CMS
collaboration, that allows the end-user to transparently access distributed data.
CRAB knows how to interact with the local user environment, the CMS data
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management services and with the Grid middleware. It takes care of all aspects
of job submission: especially the data and resource discovery. It splits the user’s
task into several jobs and distributes them to different Grid environments. It
performs process tracking and output handling. The end-user does not need
to have an in-depth knowledge of the underlying technical details to be able to
perform CMS computing tasks. The CRAB tool can be used as a direct interface
to the computing system or can delegate the task to a server, which takes care of
the job handling. CRAB is able to perform automatic job resubmission in case
of failures and notifies the user about the task status. With the same interface, it
enables access to local data and batch systems such as load sharing facility (LSF).
CRAB has been in production since spring 2004 and it has been extensively
used in studies to prepare the Physics Technical Design Report, in the analysis
of reconstructed event samples generated during the Computing and Analysis
Challenges and in real data fig1..

Currently, there are more than 400 unique CMS users submitting CRAB jobs
per week. The CMS Computing Technical Design Report estimated roughly 100k
grid jobs per day. During the second half of 2010 the job submissions routinely
exceeded this estimate by more than 40% and CRAB turned out to perform very
well. The operations team supervises the interaction with users, tracks problems,
submits problem tickets and operates the CRAB servers.

Data Management. Data management for the CMS experiment is performed
by PhEDEx – a very sophisticated transfer management system designed to
handle very large scale transfers. PhEDEx has been designed to ensure data
safety, perform large-scale data replication, tape migration and staging of data.
The system has reached a very stable status and helps to handle data transfer
management tasks with minimum operator effort. The main strong points of
PhEDEx are:

– Decoupling between the core workflow agents and the task agents interact-
ing with the baseline transfer and storage services offered by the EGI infras-
tructure such as Storage Resource Management (SRM) and FTS. This way
technology-specific transfer agents are strongly integrated with the baseline
services, while at the same time the impact of technology evolution on the
core agents is minimized.

– Easy development of a generic framework to handle local interaction with
storage, with plug-ins for storage-specific implementations. Plug-ins for the
most popular storage solutions used in EGI are provided (CASTOR, dCache,
DPM, SRM, posix).

– Development of agents lessens the operational load needed to maintain a lo-
cal PhEDEx installation, by monitoring the agent state, sending automated
notifications and taking automatic actions such as agent restart.

– Deployment of a web data-service to retrieve monitoring information and
place new requests into the system. This allows for the development of ex-
ternal tools intended to automate operations with little impact on the core
components.
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The agent structure of PhEDEx turned out to be extremely powerful, making
it very easy to distribute agent-workload over many machines. The system has
reached a very stable and mature status and has been proved to scale to data
volumes beyond the level required for LHC data gathering.

CMS Computing in Poland. The CMS Computing infrastructure in Poland
has been built first of all at ICM in Warsaw using resources dedicated to WLCG
(Worldwide LHC Computing Grid) provided by grid projects since March 2002
(CrossGrid [6], EGEE [8], PL-Grid [26]). It serves the purpose of performing
central computing tasks of the CMS experiment (e.g. Monte Carlo production)
as well as providing Polish CMS community with computing resources needed
to perform physics analyses. The storage for the CMS Experiment at Warsaw
Tier-2 site is based on the Disk Pool Manager system that implements SRM
protocol. The CMS VOBOX machine that provides services needed by the CMS
Computing model (PhEDEx and FroNTier) has been set up and operates at
the Warsaw Tier-2 site. Required releases of the CMSSW (CMS experiment’s
software) are automatically installed at the site. Last year the T2 PL Warsaw
site located at ICM contributed to about 0.6% of all events processed by all
Tier-2 CMS sites (Fig. 4).

ICM also provides CMS experts with the PL-Grid ticketing system. Apart
from the Tier-2 site operated at ICM, the Faculty of Physics of the University
of Warsaw and IPJ operate local Tier-3 cluster consisting of about 100 CPUs
and providing about 50TB of disk space. The cluster is used mainly for final
interactive physics analyses.

3.4 The LHCb Experiment

The configuration of the LHCb computing centres follows the standard multi-
Tier WLCG structure. The CERN site serves simultaneously as Tier-0 and
Tier-1. There are six other national Tier-1 centres: CNAF (Italy), FZK (Ger-
many), IN2P3 (France), NIKHEF (Netherlands), PIC (Spain) and RAL (United
Kingdom). A number of regional Tier-2 sites are located in the countries involved
in the LHCb collaboration. The details of LHCb computing model are described
in [30]. The specific feature of LHCb configuration is that the majority of data
processing occurs in Tier-1 centres where the data reside, while Monte Carlo
generation is performed at Tier-2s (the produced Monte Carlo data is uploaded
to the associated Tier-1). In this way all input data for various processing steps
is concentrated in the limited number of large centres, thus allowing efficient
resources usage for both centrally managed productions and random submission
of user analysis jobs. One can distinguish three main activities. Two centrally
managed tasks concern the off-line data processing and Monte Carlo produc-
tion. The datasets produced by these central tasks are used for the third-party
activity, the end-user analysis.

Off-line Data Processing. The RAW data produced by the experiment is
transferred to the CERN Tier-0 for further processing and archiving. A copy of
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Fig. 4. The number of events processed by CMS Tier-2 sites in March 2010 – May
2011. The ICM site is represented by T2 PL Warsaw. The plot was generated using
CMS Dashboard – the CMS accounting service.

RAW data is distributed among Tier-1s. Each site receives a share of the data
based on the percentage of CPU pledged. There are several phases in the process-
ing of event data. The various stages normally follow each other in a sequential
manner, but some stages may be repeated a number of times. Each phase pro-
duces data in a new format or reduces the amount of data by selecting events.
The first step is the event reconstruction. It results in the generation of new
data, the Data Summary Tape (DST). At this stage the amount of data is huge
and has to be reduced before running the end-user analysis jobs. This reduction
step is called data stripping. The minimum information is written out during
reconstruction just to allow the physics pre-selection algorithms to be run at a
later stage. This is known as a reduced DST (rDST). The rDST information is
analysed and the events that pass the selection criteria are fully re-reconstructed,
recreating the full information associated with the event. In addition, an event
tag collection is created for faster reference to selected events. It contains a brief
summary of each event as well as the results of the pre-selection algorithms and
a reference to the actual DST record. Next this reduced dataset from stripping
pass is made available for the user analysis. The event reconstruction makes use
of calibration and alignment constants to correct any temporal changes in the
response of the detector and its electronics and in its movement. The recon-
struction step will be repeated to accommodate improvements in the algorithms
and also to make use of improved determinations of the calibration and align-
ment of the detector in order to regenerate new improved rDST information.
The improvements, when available, are applied to the new data coming from
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the detector. It is foreseen to repeat the full processing chain for the whole data
sample collected over a year.

Monte Carlo production. The understanding of detector effects is required
to derive any physics results and determine its uncertainty. It is achieved by
the simulation of physics data involving a number of steps to produce simulated
RAW data. The format of simulated RAW data is exactly the same as for the
data coming from the real detector. Therefore simulated data can be processed
in exactly the same way as described for the off-line data processing. The Monte
Carlo production is expected to be an ongoing activity throughout the year.

End-user analysis. Access to the data after the stripping step is granted to all
collaborating users. The data analysis is performed in a batch mode. Usually,
the users are organized in groups performing similar studies on shared data. A
typical analysis starts from the stripped DSTs and further reduces the sample
by narrowing event selection or by scaling down the data size like in the case
of Ntuple format. Then individual physicists may run its analyses programs on
reduced data many times to obtain the best results for publication in a scientific
journal.

The DIRAC system (Distributed Infrastructure with Remote Agents’ Con-
trol). The DIRAC project (see [31] and references therein) provides a complete
set of tools to support all LHCb data processing needs: off-line data processing,
Monte Carlo production and real data distribution to the final end-user analysis
tasks. It integrates a coherent system of resources and grid services to carry out
its computing tasks in the distributed environment. The main DIRAC function-
ality is provided by the Workload Management System. It was based from the
very beginning on the “Pull” paradigm coupled with the idea of the Pilot Jobs.
The advantages of this type of job scheduling are now well demonstrated and all
four LHC experiments have applied this schema with somewhat varying details.
This mechanism enabled experiments to significantly decrease the rate of job
failures.

The Polish Tier-2 sites providing resources for the LHCb are located in
Kraków (ACC Cyfronet AGH) and Warsaw (ICM). According to the Tier-2 role
in the LHCb computing model, the main activity of the Polish centres is the
production of Monte Carlo data. The produced DSTs are transferred to Tier-1 in
FZK (Germany). For many years the Polish sites participated in the computing
tests like data challenges (DC06), scaling test (STEP09) and all Monte Carlo
productions. The average contribution of Polish sites’ resources was at the level
of a few percent as expected by the load share within the collaborating group.
The CPU usage broken down by the countries since the beginning of 2011 is
shown in Fig. 5; the Polish contribution amounts to 3.9% of the total usage.

The final physics results are mostly extracted on the equipment below the
Tier-2 level – on Tier-3 clusters or individual workstations. At IFJ PAN, a Tier-
3 cluster with full grid functionality for LHCb and ATLAS virtual organizations
was installed in 2006 and was operated in close cooperation with ACC Cyfronet
AGH Tier-2. This enabled local users to access, in a convenient way, the resources
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Fig. 5. The LHCb CPU usage per country for the first six months of 2011. The Polish
contribution indicated by the red arrow amounts to 3.9% of the total CPU usage of
the LHCb collaboration. The plot was prepared by means of the DIRAC accounting
service.

of WLCG and, at the same time, also local computing resources (in a traditional
way).

4 Summary and Outlook

As stated by the CERN’s Director of Research and Computing, S. Bertolucci [15],
WLCG shows excellent performance, which allows the LHC experiments to
promptly present and publish interesting physics results. The effort has to be
continued as the LHC accelerator is steadily increasing its luminosity, which
means more collisions and more data to be recorded and analysed to discover
New Physics...
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Abstract. We present results of Monte Carlo simulations for the
Cherenkov Telescope Array – the next generation observatory of very
high energy gamma rays. These calculations are intended to verify de-
sign concept for various elements of the array: single telescope design,
camera electronics, array configuration, camera and array trigger, etc.
The simulations consist of two parts: simulation of the distribution of
Cherenkov photons from atmospheric air showers and calculation of re-
sponse of the telescopes during the detection process. In design study
phase of the experiment a large amount of simulations of air showers
has been performed with the use of EGEE grid infrastructure, especially
centers in Lyon and ACC Cyfronet AGH. Currently we are investigating
the details of design of a small telescope – one of several kinds intended
for the array.

Keywords: very high energy astrophysics, Monte Carlo simulations, ex-
tensive air showers, telescope design, the Cherenkov Telescope Array.

1 Introduction

Measuring cosmic radiation at very high gamma-ray energies, above 100GeV, is a
way to investigate the most energetic processes in the Universe [1,2]. There is no
celestial body that is hot enough to produce such radiation in a way of thermal
emission. Such energies can be produced in several processes such as collision of
highly relativistic particles, coming from shock waves of stellar explosions, with
interstellar gas. Energy spectrum of gamma-rays would reproduce spectrum of
those particles that caused emission. Such energies may also come from decays
of heavy particles such as hypothetical dark matter particles, interacting with
magnetic field. Therefore the very high energy (VHE) gamma-ray astronomy
provides information necessary to investigate these processes. The catalogue of
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celestial objects detected in VHE range includes such objects as active galactic
nuclei, binary systems and remnants of exploding stars. It is worth noting that
the extreme conditions present in such objects cannot be created in experiments
on Earth.

Observing the Universe at VHE requires much more than a simple telescope
with a CCD camera. Gamma-ray instruments of the latest generation such as
H.E.S.S. [3], MAGIC [4] and VERITAS [5] consist of multiple telescopes with
analogue cameras based on photomultipliers. This is the only way to observe
Cherenkov light from extensive air showers that are produced when a high energy
particle enters Earth’s atmosphere. These experiments have delivered spectacu-
lar astrophysical results. Now, based on the experience of current instruments
the community of more than 100 institutes from 22 countries is going to build
a new generation of ground-based gamma-ray observatories – the Cherenkov
Telescope Array (CTA) [6]. The array will consist of many tens of telescopes
whose order of sensitivity will be of a vastly higher level as compared to the
instruments currently in use. Analyzing light from many telescopes will enable
CTA to precisely determine the energy of a particle at the moment of entering
the atmosphere, as well as its precise direction. It is expected to provide major
impact in astrophysics, particle physics and cosmology.

Because of the complexity of the instrument a proper preparatory phase is
required before the actual construction of the facility. The CTA will operate at
least three kinds of telescopes, each one equipped with a high sensitivity digital
camera based on photomultipliers. Using many kinds of telescopes is a way to
increase the energy spectrum, which will be possible to observe. Cameras will
detect even single Cherenkov photons, then a digital trigger will determine if
the event it observed is scientifically interesting or not. Sampling of collected
data will take a few nanoseconds. Overall performance of the system depends
on many parameters such as the configuration of telescopes, the size of a single
telescope (aperture, focal length, field of view), the parameters of cameras (size
of a single pixel, number of pixels, sampling) and many more. To determine the
best configuration at optimal cost values of billions of numerical simulations are
required. That means hundreds of TB of storage and years of a single CPU time.
During the operational phase CTA will produce at least 3 PB of data per year.
All this data will need to be analyzed, archived and shared with the community.
Additional massive Monte Carlo simulations will be required to provide calibra-
tion of the scientific data. The high data rate of CTA together with the large
computing power requirements for the Monte Carlo simulations demand dedi-
cated computer resources which can be handled well using the grid approach.
The EGI grid (www.egi.eu) [7] infrastructure and middleware for distributed
computing, data storage and access are considered the most efficient solution for
CTA e-infrastructure.

2 State-of-the-Art

At the end of XX and the beginning of XXI centuries physics, astronomy,
astrophysics, computational chemistry, and earth sciences communities

www.egi.eu
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desperately looked for new solutions involving achievements from the field of
globalizing computing. A number of Grid projects have been developed (e.g.,
Globus, Condor, iVDGL, DataGrid, NorduGrid, SAGrid, etc.) and derivative
projects, such as Open Science Grid, Grid@Asia, etc. Among the largest projects
was a three-generational EU-funded project “Enabling Grids for E-science”
(EGEE, eu-egee.org) [8]. EGEE has developed an international production
quality grid infrastructure for multiple applications in many disciplines such as
geophysics, Earth observation, astrophysics and computational chemistry. The
PL-Grid national infrastructure [9] is based on the experience gained during
participation in various European projects, including EGEE-III.

One of the most famous experiments making use of the grid infrastructure is
the Large Hadron Collider (LHC) [10] project. 4 LHC detectors are supported by
the worldwide LHC Computing Grid (LCG) – a global collaboration of more than
140 computing centres in 35 countries, and several national and international
grid projects [11]. The mission of the LCG project is to build and maintain data
storage and analysis infrastructure for the entire high energy physics community
that will use the LHC at CERN. The successful collection, distribution, and
analysis of data from the four LHC experiments represent a major achievement
and demonstration of the grid success.

An example of astronomy projects with high-rate data flow in real time is
eVLBI project [12]. e-VLBI technique enables real-time data transfer from re-
mote radio telescopes to the central processing facility via optical fibre cables, as
opposed to the “traditional” implementations of VLBI in which the data is first
recorded at the telescopes on tapes or discs and then it is physically delivered
to the processor. Data processor is replaced by the distributed software corre-
lator spread all over the grid environment. There is also a specially designed
application to control and manage observations. The e-VLBI system is in the
development phase. Therefore, the concept of performing VLBI experiments in
the grid environment has not been verified yet.

In the field of VHE astrophysics CTA is the first project to check the pos-
sibility of using grid infrastructure in a large part of its operations. Since now,
all VHE gamma-ray observatories operated as closed facilities and used their
own dedicated computer resources – usually in the form of computer clusters.
The amount of data and required computing power was small enough to be han-
dled by a single institution with support for a limited number of scientists from a
closed collaboration group. The traditional approach used in current VHE exper-
iments is not applicable to CTA. The tape-based technology is aging, becoming
worse supported and more expensive. On the other hand, telecommunications
capacity in Europe has dramatically fallen in price and the dedicated European
networks for research and education, having worked together for many years, ini-
tiated a shared infrastructure to connect them together with broadband capaci-
ties of at least 10 Gb/s. CTA will – for the first time in this field – be operated as
a true observatory, open to entire astrophysics and particle physics communities,
and providing support for easy access and analysis of data. Service provided to
professional astronomers will be suplemented by outreach activities and layman
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data interfaces. Grid-based infrastructures, such as EGEE/EGI, are considered
to provide the CTA observatory with the e-infrastructure which could be used
for data management purposes. This is the first project attempting to apply a
grid infrastructure to this kind of research. Developing a global integrated ap-
proach between optimization of grid access conditions and research network is
an important topic present within the CTA design study. CTA is an innovative
project which brings together the long-term presence and EGEE experience of
the particle physics community with the grid solutions for public distribution of
observatory data.

A feasibility study of grid solutions application in CTA is in progress within
a dedicated CTA Computing Grid (CTACG) project [13]. CTACG is aimed at
optimizing the application of grid technology for the CTA simulations, data
processing and storage, off-line analysis and the Virtual Observatory interface
through a dedicated global CTA EGI Virtual Organization. It also aims at uni-
fying the computing capacity existing in institutes and organizations members
of the CTA consortium within the EGEE/EGI framework, in order to satisfy
the computing requirements for Monte Carlo simulations and data management.
The main issues inherent to the observatory workflow, which could benefit of grid
applications and which concern the CTACG project are: (1) Monte Carlo simula-
tions, (2) data flow, data transfer and storage, (3) data reduction, data analysis
and open access. The competitive results have shown that the grid approach is so
far the best solution to fulfill all requirements. Intensive numerical computations,
large storage availability, easy distributed data access and significant computing
resources are provided by grid technologies. Some specific applications are devel-
oped to provide a common CTA-dashboard for Monte Carlo data production and
analysis devoted to the monitoring of grid jobs as well as to support users in data
access and data analysis at different levels. Applications of grid technologies in
the context of services for distributed computing resources exploitation for Monte
Carlo studies have already been achieved. The IN2P3 French Computing Center
(CCIN2P3, cc.in2p3.fr) for nuclear, particle and astroparticle physics is one of
the largest governmental research computing centers in the world and one of the
centers of the LCG project. CCIN2P3 is also one of the six current Core Infras-
tructure Centers (CIC) providing the oversight for the grid operations, using a
variety of monitoring tools as well as direct problem reports to find and analyze
operational problems. The CTA Virtual Organization (VO) vo.cta.in2p3.fr

was created in 2008 by the French LAPP-CTA (www.lapp.in2p3.fr) group
in cooperation with the CCIN23P. The IN2P3-LAPP laboratory hosts a com-
puting center supporting grid applications and has the role of CTA VO Grid
Operations Center (CTA-GOC) taking over the management tasks, being re-
sponsible for the grid-operation coordination and the workload management.
It has been also involved in several activities first within the European Data
Grid Project, then in EGEE/EGI. At LAPP it was possible to benefit from grid
middleware and software applications already deployed for LCG and now ex-
tended to CTACG. LAPP, through a constantly up-to-date version of the gLite
middleware, provides and maintains central resources exploited by the CTA VO
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such as Workload Management Service (WMS), Logging and Bookkeeping ser-
vice (LB), User Interfaces (UI), Storage Element (SE), and Computing Element
(CE). CCIN2P3 also provides and supports two more critical services for the
CTA VO administrations, namely the File Catalog (LFC) and the registration
portal Virtual Organization Membersihp Services (VOMS).

The Polish PL-Grid site at ACC Cyfronet AGH is currently one of the largest
centers supporting vo.cta.in2p3.fr. It provides more than 100 TB of storage
space together with more than 200 CPU cores. As from 2011 ACK Cyfronet
is also a formal member of the CTA Consortium and conducts research and
development of the grid platform for CTA numerical computations [14].

3 Description of the Solution

The CTA project is currently in its preparatory phase. One of the main purposes
of this phase is to find the best, optimal layout of the array. Many parameters
need to be estimated both for a single telescope (mechanical details, such as
construction geometry, mirror layout and also camera details, electronics, etc.)
and for the whole array – telescopes layout and spacing. To study performance of
the array one needs to perform massive Monte Carlo simulations which consist of
several steps. Each of these steps is trying to provide the best possible description
of reality starting from physics of high energy particle interactions and ending
on analog-to-digital converter (ADC) details and trigger logics.

First and the most time and resources consuming simulations are done with
CORSIKA (COsmic Ray SImulations for Kascade) [15,16] – a large numeri-
cal code which uses Monte Carlo technique to simulate extensive air showers
that originate and develop in higher parts of Earth’s atmosphere. Monte Carlo
technique is a class of computational algorithms that rely on repeated random
sampling of input parameters. It may be used whenever a solution cannot be
obtained in a pure, analytic form and must be computed as an approximation
converging to exact result as the number of simulations grows. Randomized in-
puts are being used to perform further deterministic calculations. In case of
CORSIKA the parameters being randomized are not only energy and direction
of an incident high energy particle, but also some details of particle interactions
such as azimuthal direction of emitted Cherenkov photon, the height of the first
interaction and type of the target particle. The air showers are triggered by
high energy (HE) cosmic rays and gamma photons, which are of our particu-
lar interest. HE cosmic rays and photons cannot propagate all the way to the
Earth’s surface. Due to interactions with the atmosphere they loose their initial
energy and give birth to secondary particles which become primary for another
interaction. Resulting particle shower consist of a large number of secondary
particles (leptons and hadrons) with particular energy and direction. Most of
these charged particles travel through the atmosphere at the speed greater than
the phase velocity of light in the air, and thus emit Cherenkov radiation – faint,
blueish light resulting from air particles returning to the ground state after being
polarized by a charged particle. The Cherenkov photons form a cone around the
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Fig. 1. Two examples of simulated extended air showers developing in the Earth’s
atmosphere. Each line represents a path of elementary particle created during the
shower evolution. Left panel presents the shower generated by a single photon of energy
1TeV, while the right panel shows the shower originating from a single proton of the
same energy.

shower axis which is then registered by the array of telescopes. CORSIKA aims
to reproduce and simulate all those steps. It uses different models of high and
low energy interactions (such as QGSJET and URQMD) to precisely calculate
all the shower details, including tracking of position, direction and energy of
each particle. Two examples of simulated showers are presented in Fig. 1. The
additional package takes care of emission of the Cherenkov light. CORSIKA in-
put is one file with primary particle energy, direction, etc., and some technical
details including array layout as telescopes are simulated roughly as 3D spheres.
As an output we obtain a file with all the Cherenkov photons available for the
telescopes at the ground level and, as an option, precise shower details.

CORSIKA CPU and memory requirements depend, to a great extent, on
the type of primary particle and, of course, on desired number of showers to
be simulated. While low energy (∼ 100 GeV) gamma photons simulations with
several hundred thousand showers can take just a few days on a single CPU,
for high energy events such as 100 TeV this time can go up to a month or even
more due to much bigger number of secondary particles and thus interactions to
be computed. Also the output file with Cherenkov photons can have sizes about
several GB for a single telescope up to several hundreds of GB or even more for
an array. For a single task, simulations for several values of gamma energies and
several other particle types (such as protons, electrons and muons) need to be
performed. It requires large computational resources and storage space. A grid
e-infrastructure is therefore ideal for this task. It provides required resources
not possible to obtain with a single computer cluster since single analysis task
typically requires hundreds of simultaneous CORISKA runs. CORSIKA does
not provide built-in parallel computing options and it is just used many times
with different sets of parameters.
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While the CORSIKA runs are the most time consuming, the second perfor-
mance estimation step is even more challenging. It is based on a sim telarray

software which simulates all the hardware response to Cherenkov photons [18].
The aim of this step is to get a final, raw output as well as the final output of a
fully operational array. A graphical example of such output is shown in Fig. 2.
sim telarray aims to simulate every step of hardware and software behavior:
telescope optics (including full ray-tracing), photomultiplier tubes, ADCs and
all the electronics, either analogue or digital, different level of trigger logics and
image analysis and reconstruction. The input of sim telarray is CORSIKA
output file and a number of various configuration files with all the hardware
and software details. Usually one needs to compare the results for a number of
different telescope configurations, array layouts, camera sampling, electronic de-
tails, trigger algorithms, etc., so a single CORSIKA output is used many times
by sim telarray whose runs are much less time and memory consuming. There
are two typical ways to get CORSIKA and sim telarray work together, either
by using previously saved Cherenkov output as an input for sim telarray or
by directly piping Cherenkov photon bunches to sim telarray. In the second
mode, telescope response analysis is being done on-the-fly so it saves a lot of stor-
age since CORSIKA output is not stored but used directly by many instances
of sim telarray. On the other hand the first solution gives the opportunity
to use the same simulated Cherenkov photons many times for different anal-
yses although it requires large storage capabilities, as full simulations for an
array with several hundreds of telescopes require TBs of storage. In addition,
Cherenkov photons are only stored for defined telescopes positions represented
by 3D spheres, so each array layout must be simulated separately. In our ap-
proach we switch between those two methods depending on particular task:
single telescopes simulations are fast so we might not bother ourselves to store
Cherenkov light, while array simulations require lots of CPU time to perform
Cherenkov light emission routines, so it is worth to store Cherenkov photons and
use them multiple times. The second method also requires careful estimation of
future needs in order to prepare the most general-purpose output.

As an output from sim telarray one gets a list of events with details of
reconstruction – by comparing reconstructed data with simulated data one is
able to obtain parameters or prepare plots to tell the best set of construction
parameters. The main performance parameters for an array of telescopes are:
sensitivity curve – a minimal detectable flux from a particular region of inter-
est, either point source or a diffuse source, angular and energy resolution – key
parameters responsible for the precision of locating a source and energy deter-
mination, effective area – area from which Cherenkov photons can be collected,
point spread function (PSF) – a measure of telescope optics performance and
background rate – number of unwanted background amongst gamma rays. Anal-
ysis of sim telarray output is done using read tel software which attempts
to reconstruct events seen by the telescope by applying various image analysis
methods, image cleaning, etc. Analysis can also give information for different
groups responsible for various parts of telescope design – for example the total
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Fig. 2. Example output from sim telarray showing telescope camera triggered by a
single incident gamma ray. All pixels are excited due to night sky background

background rate from cosmic rays and night sky background (NSB) can provide
crucial information for hardware electronics design.

CTA array will consist of three main telescope types: large, medium and small
size telescopes (LST, MST and SST). We focus on a small size telescopes opti-
mization. SSTs are designed to operate in the highest energy band, up to hun-
dreds of TeVs, and to provide good angular resolution to study diffuse sources.

Monte Carlo simulations can not only help with the construction geometry,
electronics, optics design, etc., but are also, or maybe mainly, used for verifying
trigger strategies. Ground-based imaging Cherenkov telescopes are subjected to
many sources of light – amongst them gamma rays are just a small fraction. Main
source of collected light comes from NSB – either zodiacal light, moon, stars or
light pollution from cities and cosmic rays. It is not possible to process all the
data so the set of algorithms to trigger just gamma rays must be introduced.
There are different levels of trigger algorithms and each of them aims at reducing
background while keeping as much gamma photons as possible. Having the best
telescope construction and array layout one still needs the best trigger conditions.
This requires additional massive simulations with different trigger algorithms.

Another very important optimization criterion which has to be considered
is the telescope cost; the most important part of it is the camera cost which is
about 50% of total budget. Camera consists of a large number of photomultipliers
(pixels), and thus, pixel number and its size are the most crucial parameters in
telescope design. Pixel size has not only impact on cost, but also on the whole
telescope performance. It defines the telescope’s focal length, mirror and dish
size and field-of-view.
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To sum up, the Monte Carlo simulations are a very complicated task and
require large resources (CPU time and storage) which can be provided by the
PL-Grid e-infrastructure. Lots of parameters to be optimized require preparing
hundreds of configuration scripts for CORSIKA and sim telarray, many job
submissions and then careful analysis.

4 Results

The first part (Prod-1 phase) of the massive Monte Carlo simulations for the
CTA project started in 2008 by use of resources available for virtual organiza-
tion vo.cta.in2p3.fr. Its main goal was to simulate showers initiated by cosmic
rays. These are mainly charged particles (∼ 99.9%), like protons (∼ 89%), α-
particles (∼ 10%), ionized nuclei of heavy elements (∼ 1%), electron/positrons
(∼ 1%) and a small fraction of γ-rays. The expected CTA ability to distinguish
between gamma and hadron showers is by a significant amount better than in
any current operated instrument. Therefore there is a need to simulate a huge
number of showers (∼ 1010 protons) before estimating the remaining background
and drawing conclusions on the performance of a particular configuration. As it
was described in the previous sections, the simulations are carried by CORSIKA
software compiled with a special option to trace the emitted Cherenkov photons.
As the input one chooses the primary particle type, the interaction model and
the set of physical parameters of the telescope array, such as e.g. the altitude,
positions and fiducial radius of individual telescopes. During the Prod-1 phase
the generic configuration of 275 telescopes of 5 different types has been consid-
ered (see Fig. 3). A candidate configurations being a subset of this (typically
about 80 telescopes of total estimated cost of approximately 80 MEUR), marked
by letters A-K are later chosen for detailed analysis.

As the result of the CORSIKA simulation information about the showers,
which theoretically could be detected by at least one telescope, is stored. Till
now (June 2011) there were 7.9 × 103 runs done including 7.9 × 108 showers.
From this amount 2.3× 107 were triggered by at least one telescope. It is worth
mentioning that the simulations are highly resource demanding – for a typical
run one needs at least 4GB of RAM and over 5GB of storage. It turned out
to be difficult to fulfill on some nodes, resulting in interruptions during high
energy cascade calculations. Those affected simulations were rejected due to not
introducing a systematic error. Even after that the amount of data currently
available for further analysis exceeds 100 TB.

The produced data is used to evaluate the individual configurations of the
telescopes with the sim telarray software. The results are saved in eventio

format [19]. Comparison between the picture seen by the telescopes with the
information about the primary particle direction and energy allows to estimate
important parameters of the telescope array, such as e.g. flux sensitivity or an-
gular resolution. Presented here integral flux sensitivity is the minimum flux of
γ-ray events per unit of time and unit of area, which, in a given observation time,
results in a statistically significant excess above the background of cosmic-ray

vo.cta.in2p3.fr
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Fig. 3. The generic configuration of 275 telescopes for Prod-1 phase and two example
candidate configurations B and E. Taken from [17].

initiated showers above a certain energy level. Example results obtained for tree
configurations B, C, and E are shown in Figs 4 and 5.

Fig. 4. Integral sensitivity (multiplied by energy) as a function of energy, E, for the
candidate configurations B, C and E, for point sources observed for 50 hours at a zenith
angle of 20◦. The goal curve for CTA (dashed line) is shown for comparison. Taken
from [17].
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Fig. 5. Angular resolution (68% containment radius of the gamma-ray point spread
function) versus energy for the candidate configurations B, C and E. The resolution
for a more sophisticated shower axis reconstruction method for configuration E is shown
for comparison (dashed red line – E*). The angular resolution of H.E.S.S. is shown as
a reference. Taken from [17].

In the next stage of MC simulations (Prod-2 phase) which is about to start, it
is planed to perform more detailed analysis of the most promising configurations
from the previous run. The main effort at the moment is to put into definition the
most realistic parameters of the telescopes which are going to be considered for
production, and to modify the software to allow for testing of more sophisticated
trigger algorithms.

5 Conclusions and Future Work

The performed simulations prove the grid approach to be very promising for the
CTA operations. The amount of acquired data was not possible to obtain with
more traditional approach based on single computer clusters. The study also
allowed for the development of dedicated tool for job submission and storage –
EasiJob [13]. The PL-Grid resources allowed to perform construction optimal-
ization for the small size telescope within a reasonable time. The results have
important implications for decisions to be taken currently, regarding the pa-
rameters for prototype telescopes. The next step of the study would be further
investigation of the optimal performance including different hardware camera so-
lutions and mirrors for the small size telescope, but with the greatest emphasis
on developing new trigger algorithms which will allow detection of the highest
gamma ray showers with maximal efficiency. Also, we will investigate the layout
of the array depending on the number of telescopes, their configuration, type
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and overall performance. Further studies will explore the possibility to use grid
infrastructures for international data transfer and storage as well as data access,
processing and analysis.
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Abstract. This chapter provides an overview of the training facilities in
the PL-Grid project. It is well known that procedures necessary to obtain
certificates and then install software or get access to the User Interfaces
are complicated and due to security reasons cannot be simplified. For
these purposes we have crated extended training facilities which allow to
get easy access to the Grid. We have installed dedicated infrastructure
including the computational resources, certificate authority, user portal
and an on-line training system. The efficiency of the training infrastruc-
ture, materials and procedures has been proved in the numerous training
sessions.

Keywords: PL-Grid, training, UNICORE, gLite.

1 Introduction

One of the most important problems in grid resources utilization is access bar-
rier. The potential users are usually very interested in utilizing the grid resources,
however they have problems to get through the access procedures. Recent devel-
opments of the grid middleware significantly lowered technological barriers but
still some effort is necessary to enter and use the grid. In the PL-Grid project
this problem has been addressed in a number of ways [1]. User management has
been handled by the PL-Grid Portal [2] which allows for easy user registration
and management. Another important activity implemented to attract users are
trainings. In the PL-Grid project users can take part in traditional trainings or
participate in on-line trainings. For these purposes a dedicated learning manage-
ment system and a training infrastructure have been installed and used. Special
procedures have been developed to simplify and speed up access to the training
facilities.
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The details of the grid resources dedicated for training purposes are similar
to the production grid resources and are described in the separate chapter [3]
therefore we will not present them here. This article focuses on the trainings
organization and integration of the learning resources and training infrastructure
with the PL-Grid Portal as the main entry point for actual and prospective users.

2 State of the Art

The promotion of a grid infrastructure and trainings can be performed in nu-
merous ways. The simplest one is evangelization of actual and potential users
with presentations, posters and flyers. This activity is often profiled according
to the users’ background and the presentations are performed at thematic con-
ferences and events to meet potential users rather than developers. Another way
is attracting users through publications in journals and newspapers including
general ones. It is well known that these activities require a lot of effort, both
in terms of manpower and money and final effect is rather limited. The main
reason of the low impact is difficulty in utilization of new knowledge by the users
and lack of organizational and commercial support of new solutions.

The main barrier in entering grid are difficulties met at the start, caused by the
long procedures to obtain certificates, handle and install them. The verification
procedure takes time and cannot be simplified since the user is granted access
to a large and complicated infrastructure. Usually before the procedure ends
potential users lose their interest and end up not obtaining access to the grid. The
only solution to this problem is either simplification of the procedure or creation
of a dedicated training infrastructure which can be accessed by users almost
immediately. During training period the verification the user can be finished
which allows for smooth transfer from testing to production environment.

Training infrastructure allows beginners to play and experience how to use the
grid without being officially enrolled in a grid production environment. In case
of gLite [4], the EGEE [5] and related projects deployed a dedicated training
infrastructure named GILDA [6]. Beside this permanent infrastructure several
efforts have been done to setup temporary grid infrastructures to be used during
training and dissemination events. Right now almost all proposed solutions are
based on a virtualization approach. The availability of virtualization software
like Xen [7], KVM [8], VMware [9] or VirtualBox [10] has boosted the use of
virtualization for temporary infrastructures dedicated to training.

A good example of recent developments is GRIDSEED [11], a tool to setup a
temporary training infrastructure. The system makes it easy to setup a training
testbed to start experiences with grid infrastructure based on gLite middleware.
GRIDSEED users and even trainers are largely shielded from the intricate details
of Grid middleware installation and configurations. Users can learn how to use
the grid and not how to install the middleware. GRIDSEED provides its own
Certification Authority so no administrative requests have to be issued before it
is possible to start using the grid environment.

Similar approach has been taken by the UNICORE [12] community which
provided testbed infrastructure run by the ICM within Chemomentum project
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[13,14]. The training infrastructure has been built of Plug and Play Certification
Authority and a testbed which provided users with limited resources. The users
obtain temporary certificates which allow for testbed access. The application for
certificates and testbed resources have been implemented on the web [14].

3 Description of the Solution

In the PL-Grid project we have put significant effort to attract users and to pro-
vide training to them. Based on the previous experience we have implemented a
variety of methods including well known exploitation in the scientific community
through talks, presentations and personal communication. The current approach
has been accomplished with on-line trainings in form of webcast presentations.
Training activities have been organized using the PL-Grid Portal which provided
extended training management functionality. A prospective user can register in
the portal and apply for training access.

Fig. 1. Key components of the UNICORE training facilities

The PL-Grid Portal has been integrated with Simple Certification Authority
(Simple CA), which provides certificates to access the training infrastructure.
The user applies for a certificate through the web interface and with the same
interface receives automatically generated files with the certificates in formats
suitable for gLite and UNICORE. The public part of the certificates is automat-
ically installed on the testbed which allows for almost immediate access to the
training resources. This procedure has also been performed by the users during
registration for the Pl-Grid hands-on classes.
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Additionally, the organizers of the training sessions can use the PL-Grid Portal
to generate certificates for the last minute joiners to distribute them on site.

Special effort has been made to establish asynchronous on-line training facili-
ties in order to allow users access to the training infrastructure at any time. For
these purposes the PL-Grid Portal has been integrated with the Blackboard sys-
tem [15]. The registered users of the PL-Grid Portal semi-automatically obtain
an account in Blackboard and can be enrolled in on-line grid courses available
there. This solution allows to use top level e-learning systems and still handle
the user registration process using the PL-Grid Portal.

The key components of the training facilities for UNICORE are presented in
Fig. 1. The PL-Grid Portal, PnP CA and Blackboard are also used to organize
gLite trainings. The client and infrastructure tiers are replaced by corresponding
gLite tools.

4 Results

Generally speaking in PL-Grid we can distinguish between two types of trainings:
on-line and local ones. Both types of courses are created by the instructors using
the PL-Grid Portal. Every authorized PL-Grid project member can easily create
a training using the form available in the Training Management portlet. Using
the dedicated form presented in the Fig. 2 the course instructor needs to specify:
the training type (on-line or local) and its description. In case of local courses the
date and time of the training should additionally be defined, as well as the place
and number of participants. An agenda file can also be attached. The instructor
may indicate that access to particular services is required. For example, if a
UNICORE course is planned and the trainer would like to use the production
resources, the UNICORE access should be marked. In this way, all the course
participants will be added to appropriate databases (LDAP, UVOS) and will
have access to the resources necessary for training.

A local training is advertised in advance and usually is organized as a response
to special interest shown by a particular research group or organization. Usu-
ally such training is performed using computer labs provided by the computer
centers or local organizers. On-line trainings are more flexible since they are
available through distance learning systems and users can participate in them
at any time. The disadvantage is lack of direct contact with the instructor and
therefore lack of immediate help while problems occur. The specificity of on-line
trainings therefore requires high quality demonstration material. All problematic
procedures have to be clearly presented and explained.

Users sign up to the PL-Grid Portal which contains the list of available courses
and their descriptions. To minimize the entry barrier, registration to the courses
can be performed by all users registered in the PL-Grid Portal even if they have
not been verified nor registered as PL-Grid infrastructure users. Access to the
actual PL-Grid resources requires user verification which cannot be performed
automatically and takes some time. Therefore this procedure can be performed
in parallel with the training.
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Fig. 2. Screenshot of a training creation portlet. The instructor has to specify the
course name, description, time and location as well as necessary resources.
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Signing up for any kind of trainings does not force to register as a PL-Grid
user. Even a not logged-in person can see all available trainings and their descrip-
tions in the portal. There are two possibilities to enroll in the course: registration
as a PL-Grid user, which requires additional verification, or registration for the
tutorial only.

Course instructor after creating the training has the ability to approve the
applications, write e-mails to the participants and, in the case of local courses,
generate training certificates. While a new training participant registers in the
portal, a notification is sent to the course instructor. They can approve or reject
the application and the user is informed about the decision by e-mail.

4.1 Local Training

Local trainings are courses based on direct contact with the instructor. For this
kind of trainings we use certificates valid for a short period of time, usually
several days (short-term certificates). Such certificates can be generated for the
participants using the PL-Grid Portal by the instructor. They are valid for gLite
and UNICORE both production and training infrastructures. These certificates
can be handed to the users after verification of the person’s identity, which can
be carried out at the beginning of the tutorial. The big advantage of the short-
term training certificates is that they have the same format as the production
ones. Therefore it is easy for the users to repeat the procedures after they register
in PL-Grid and get SimpleCA certificates. Since the PL-Grid Portal allows for
attaching training materials to the tutorial, participants can download and use
them after the course in case of any problems. There is also a user handbook
integrated with the portal which contains the most important information about
the project and middlewares.

Local courses are time-limited, so the instructor has to focus on the parts
significant to the users. This type of trainings is very often prepared at the re-
quest of some group of people interested in a certain research area. Such course
is created in the portal and announced on the PL-Grid webpage. It is important
to gather participants similarly oriented which allows to profile presented appli-
cations depending on participant interest. A biologist would like to know how
to run bioinformatics tools such as BLAST [16] or Clustal [17] while a chemist
could be interested in molecular dynamics applications such as Amber [18] or
Gromacs [19]. If participants are completely new to the grid, the trainer should
present how to get middleware, a certificate and how to start running jobs. On
the other hand, a tutorial for a group of system administrators should focus on
the system architecture and installation.

Local trainings are an important activity in the PL-Grid project. This fact is
reflected by the number of users trained. During the 2 year period local trainings
have been provided to 660 users. Some of the users have attended multiple
training sessions therefore the unique number of trained people is less, but still
large and comparable with the number of users of traditional HPC resources
in Poland. The training sessions were quite uniformly distributed in time, with



320 M. Borcz et al.

Fig. 3. Number of users trained monthly in the PL-Grid project. Data presented for
the UNICORE (upper) and gLite (lower) local trainings. Line presents total number
of trained users.

smaller activity during summers due to vacation season. The number of users
trained monthly is presented in Fig. 3.

Each training was profiled individually depending on the participants. How-
ever we can distinguish some types of trainings: basic trainings presenting PL-
Grid aims, middleware presentations (UNICORE, gLite), PL-Grid Portal usage
trainings, and finally, trainings focused on running particular applications on the
grid.

4.2 On-line Trainings

Another type of courses are on-line trainings. They are many advantages of this
type of trainings: users can try the grid at any place and time. They can follow
the whole course or just focus on the parts that are important for them. The
drawback of such trainings is lack of direct contact with the instructor. How-
ever, in case of any problems, users can contact helpdesk or even the instructor
personally since their e-mail address is provided in the course.

On-line trainings are available through the e-learning platform. Among several
tools for on-line learning, including Olat [20] or Moodle [21], the Blackboard plat-
form was chosen. It is maintained by the Academic Computer Centre Cyfronet
AGH. The system has been integrated with the PL-Grid Portal, so every user –
who signs up for a training – gets an account at Blackboard automatically. There



Training in the PL-Grid 321

are several courses available in the system. User can sign up for them through
the Portal as it was described in the previous section.

In case of the UNICORE middleware the content of the on-line lessons can be
practiced on the production and training infrastructure. The first one is available
only for registered users who have a valid Simple CA or Polish Grid certificate.
These certificates also allow access to the training infrastructure, so PL-Grid
users may practice on it without consuming the production resources. People
who would like to try the middleware but are not registered users can use short-
term tutorial certificates. It is possible thanks to the installation of the Plug-
and-Play Certification Authority (PnP CA), which was developed during the
Chemomentum project and is available as open source software [22].

To generate a certificate user has to create a certificate signing request (CSR)
file which can be done using the UNICORE Rich Client or with standard unix
tools. Next, that file has to be sent to the CA using a dedicated web form. The
certificate is sent automatically to the user by e-mail. The certificate can also
be requested using the PL-Grid portal where the user only needs to provide
necessary data in a web form. Generated certificate can be downloaded and
decoded using dedicated portlets.

The whole procedure has been accepted by users as it usually takes only
several minutes to obtain a valid certificate, install it in the UNICORE Client
and start using the training infrastructure.

4.3 UNICORE Training Lessons

Most of the on-line course materials describing UNICORE middleware are pre-
pared using the Wink program freely available on the web [23]. Prepared web-
casts are available in the Flash format (see Fig. 4). They are created as a sequence
of screenshots showing all mouse movement needed to complete the task. The
comments added in textboxes help to explain some actions (see Fig. 5). To allow
the users quick access to the materials, for example to print them, all training
files are also provided in PDF documents.

The key element of the UNICORE training is to get and configure the UNI-
CORE client. The download and installation the UNICORE Client is straight-
forward, the main problem is proper dealing with the certificates. In the on-line
course there are separate files presenting how users can generate the Simple CA
certificate and how non-registered users can get a certificate for the training
infrastructure. This step is especially important for self training, since during
traditional courses there is usually no need to use PnP CA because users reg-
ister in advance and are provided with the certificates generated by the course
manager. Once user obtains a certificate, he/she has to create a keystore file
used by UNICORE clients. This process is also presented as webcast. The last
part of the configuration process is provision of a registry address. The whole
process is presented and allows the user to install and configure the UNICORE
client with access to the grid infrastructure. Webcasts are prepared and verified
based on traditional face-to-face trainings and seem to be straightforward even
for non-experienced users.
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Fig. 4. Screenshot of the wink webcast in the Blackboard lecture management system

The second part of the training is usage of the basic and advanced capabilities
of the UNICORE client. In the on-line training there are several presentations
showing the capabilities of the UNICORE system. They are based on the exam-
ple of using different applications such as BLAST, R [24], POVRay [25]. Some
tutorials are dedicated to the workflows. They present how to design and run
them in the grid using the UNICORE middleware. Examples of input data for
used applications are provided. Most of the presentations focus on the UNI-
CORE Rich Client, as it is chosen by the users more often than the UNICORE
Commandline Client. However, there are also tutorials presenting the second
type of the UNICORE client.
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Fig. 5. Screenshot of the wink webcast with the comments explaining some actions
are presented

5 Conclusions

The PL-Grid training infrastructure has been successfully implemented and
put into operation. It has been used to organize training events and to allow
users to access on-line training materials. The procedures available in the portal
have been created based on the numerous training events performed within the
project. The feedback received from users and trainers allowed us to optimize
the training infrastructure and operational procedures in order to minimize dis-
advantages. The on-line training materials and dedicated training infrastructure
for the UNICORE and gLite grids have been created. The training infrastruc-
ture and associated procedures have been used to attract users providing fast
and easy access to the training resources. Direct consequence of minimizing the
access barrier was an increase of users’ interest in the production grid infras-
tructure. A large number of trained users shows that training activities in the
PL-Grid project were designed and implemented successfully.
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Abstract. The dissemination of information as well as promotion of re-
sults are the key activities for a scientific project co-funded by European
funds. This paper will summarize the dissemination-related activities
conducted within the PL-Grid project. It will also point a number of
crucial elements of this work – namely, roles and responsibilities of the
Project partners, methods of communication, structure of the dissemi-
nation efforts and means and measures of their success.
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1 Introduction

The PL-Grid project was aimed at establishing a country-wide grid infrastruc-
ture for scientists in Poland, at the same time, enabling their wide international
collaboration. In the framework of the Project, a set of tools has been created
and deployed, which enabled designing and running scientific applications on
powerful computational resources by use of distributed data sources. As one of
the PL-Grid’s main tasks was attracting interest of potential users from different
scientific disciplines and academia, a number of diverse dissemination activities
were conducted – all in order to ensure applicability of the Project results, in-
crease usability of its resources, services and offered scientific packages, and
improve the Project’s recognition within the Polish scientific community and in
Europe. From the very beginning of the Project, we undertook different actions
and used various means to encourage the scientists and research groups repre-
senting various fields of science – potentially interested in using the PL-Grid
infrastructure for computations and large scale simulations – to take advantage
of the Project’s offer.

2 Related Work

The members of the PL-Grid Dissemination Team (DT) were previously involved
in the CrossGrid, Int.eu.grid and BalticGrid projects, where their role was to

M. Bubak, T. Szepieniec, and K. Wiatr (Eds.): PL-Grid 2011, LNCS 7136, pp. 326–338, 2012.
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support, and, later, to coordinate the work packages dealing with education,
training, dissemination and outreach activities. An international cooperation
with other partners involved in all these projects helped us to better under-
stand the need for well-organized dissemination, and its significance in terms of
advertising achievements of a project among general public and potential ben-
eficiaries of these results. A cooperation with other related projects (DataGrid,
GridStart, EGEE, EGI, BELIEF) and National Grid Initiatives – NGIs (LitGrid,
LatvianGrid, EstonianGrid), as well as observing various types of dissemination
activities conducted within them, helped us to acquire additional knowledge and
experience. This enabled promoting the PL-Grid project in a most suitable and
efficient way.

3 Description of the Solution

3.1 Organization of Work and Responsibilities of the PL-Grid
Dissemination Team

In order to fulfill its aims and plans, various carefully-focused groups were estab-
lished by the PL-Grid Project Management through formal and informal mech-
anisms. One of these groups was the PL-Grid Dissemination Team – responsible
for planning, coordinating and monitoring of the dissemination activities within
the Project. The team has received a broad support from all the Project con-
sortium members, following the instructions of the Project Director (PD) and
general Project policy. The PL-Grid Dissemination Team was composed of:

– the Dissemination Team Leader (DTL) – from ACC Cyfronet AGH,
– the Dissemination Contact Persons (DCP) – representing all Partners.

The DTL was in charge of defining strategic options of the Project dissemination
and implementing the dissemination policy in close cooperation with all the
participants of the PL-Grid Consortium. The Dissemination Team Leader was
also responsible for planning, organizing and coordinating of all dissemination
activities performed within the Project. Other Partners, especially their DCPs,
supported the DTL in fulfillment of its tasks through spreading information
on PL-Grid and its achievements via lectures, seminars and tutorials during
conferences and workshops, and through Partners’ websites and local media. In
addition, they provided the DTL with information concerning results of their
promotional activities within the Project, which was later included in the PL-
Grid website and used during preparation of dissemination materials.

The role of the Project Director and Task Leaders (TLs) within the coopera-
tion with the Dissemination Team was twofold (see Fig. 1):

– approving dissemination plans, initiatives, materials and documents;
– providing information on the work progress in each Project Task (guides and

instructions for users, results, achievements and news) – this information was
subsequently used for the PL-Grid website and as material for the Project
newsletters, brochures, posters, presentations, movies, etc.
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Fig. 1. Cooperation among the Dissemination Team, Project Management and
Partners

3.2 Structuring the Dissemination Efforts

To properly address different target audiences of the results achieved within PL-
Grid, the Project dissemination activities have been split into two distinct levels:
public (including national and international sub-levels) and internal (within the
PL-Grid Consortium). The following activities were carried out in the framework
of the public dissemination (they will be described in detail in Section 4):

– at national level – creation, development and maintenance of the Project
website, promotion of the Project at grid- and IT-related national events;
organization of seminars and meetings with potential users; creation and
distribution of disseminative materials and promos; establishment of contacts
with local scientific community; building the PL-Grid corporate image,

– at international level – maintenance of the English version of the Project
website; spreading information about PL-Grid during international events;
production and distribution of disseminative materials written in English;
elaboration and publication of press articles in international media; mainte-
nance of the Project profiles at community portals; cooperation with related
projects.

The goal of internal dissemination within PL-Grid was to develop solid links
and means for information exchange among the PL-Grid partners. This involved
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spreading, making available and promoting the Project results within the Con-
sortium, in order to increase the PL-Grid dissemination potential outside the
Consortium.

All the Project participants have been treated as promoters of PL-Grid and,
therefore, had to be informed, updated and involved in the Project achievements
and plans in a systematic and consistent way. This task was realized mainly
during the Project technical meetings, through talks given by the DTL and
through direct contacts among the Consortium members. All necessary materials
for supporting the above-mentioned task (news, newsletters, leaflets, movies,
etc.) were made available on the Project public website and on the internal
Wiki pages (for the stage of preparation and consultation). The latter tool was
oriented towards the management and handling of internal affairs of the Project
and comprised all essential collaboration information, materials and documents
(reports, formal documents, issues related to Project meetings, etc.).

Several electronic mailing lists were also established for the PL-Grid members,
with aim to provide a mechanism for internal communication and interaction
among various teams.

4 Results – Public Dissemination Activities Successfully
Conducted within the PL-Grid Project

The main aim of the PL-Grid project was to provide grid infrastructure for
scientific computing to researchers who worked with scientific calculations, sim-
ulations and modeling. In the framework of the Project, a number of activities
promoting it, its aims and results were conducted. These activities aimed at
wide dissemination of information about possibilities of supporting the research
in Poland with high performance computing, on the infrastructure constructed
by the Project consortium.

4.1 Project Website and Presence in Community Portals

The PL-Grid website [1] was – from the very beginning of the Project – one of the
most important means for increasing awareness of the grid technology and the
PL-Grid project itself amongst wider public. It was also used to attract people
to the Polish grid infrastructure – in order to make them PL-Grid users. The
main goals of the development of the Project website (see Fig. 2), maintained
by ACC Cyfronet AGH – the coordinator of PL-Grid, were:

– to provide the general public with basic information such as: the Project
goals and tasks, PL-Grid partners and contact information;

– to disseminate the Project achievements to potential users of the Project
resources, as well as to inform them about the PL-Grid offer with various
disseminative materials;

– to timely deliver information on news and related events, especially training,
conducted within PL-Grid.
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Fig. 2. The PL-Grid project website

It was particularly important to deliver up-to-date information on the Project
progress in making the grid infrastructure available and in developing the tools
and grid services, through the website. All the information related to this topic
was gathered in the “Our offer” section, which described:

– grid infrastructure – the means of access to high-performance computing
clusters and large storage resources through the PL-Grid Portal;

– scientific software packages – applications from various fields of science (bi-
ology, quantum chemistry, physics, numerical computations and simulation,
etc.) available in the framework of the PL-Grid infrastructure;

– tools and services – a set of advanced programs which could be used, e.g. for
organization of computational experiments, visualization of application re-
sults or grid resource management;
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– user support – technical support in development and running of scientific
applications on the PL-Grid computational resources, and in adaptation of
tools; as well as direct and on-line training – including training on request
and course materials;

– dissemination activities, materials and reports.

One of the measures of the success of dissemination efforts conducted within the
Project is the number of visits on the Project website. To allow monitoring of
section usage patterns within the website, a web statistics tool – WebLog Ex-
pert [2] has been used (starting from May 2009). Sample data covering the period
from May 2009 to November 2011 is presented in Fig. 3. Another interesting in-
formation gained from web statistics is the total number of connections to the
PL-Grid website coming from unique IP addresses. More than 18,000 connec-
tions from Poland were registered until the end of November 2011, which means
– assuming that each IP belongs to a different person – that several thousands
of people have somehow been informed about PL-Grid and visited the Project
website to learn more.

Fig. 3. The PL-Grid project website usage statistics

To broaden the group of potential users of the Project results, PL-Grid has
also been advertised at webpages of the Partner institutions and has been present
in various community portals. Up-to-date information on the Project has been
systematically published on Twitter [3], Facebook [4] and YouTube [5].

4.2 Organization and Participation in Related Events

One of the Project’s promotion tasks was organization of seminars at research in-
stitutions as well as workshops and grid conferences in Poland. Among the latter
were: Cracow Grid Workshop, the conference of the High Performance Compu-
ters’ Users, i3: Internet, Infrastructure, Innovations conference, Open Days at
Partner institutions. During these events, the participants had an opportunity
to meet the PL-Grid experts and obtain detailed information on the available
infrastructure and its possible use in high performance computations.
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The Polish initiative of the computational infrastructure and its offer were
also advertised through active participation of the Project representatives in
other, international conferences related to grid technologies and high perfor-
mance computing: International Conference on Parallel Processing and Applied
Mathematics (PPAM), the European Grid Initiative (EGI) Technical Forum and
User Forum, eChallenges Conference, Supercomputing Conference, etc. The par-
ticipants of these events were able to learn about the Project, its achievements
and further perspectives of the e-Infrastructure development in Poland by lis-
tening to corresponding talks, visiting exhibition stands and examining leaflets,
posters and demonstrations of the PL-Grid tools and services.

4.3 Exhibitions

PL-Grid exhibition stands were held during various relevant events: EGEE’09,
21-24.09.2009, Barcelona; i3 conference, 4-6.11.2009, Poznań; Open Day at ACC
Cyfronet AGH, 16.11.2009, Kraków; 7th Conference on Computer Methods and
Systems (CMS’09), 26-27.11.2009, Kraków; ICM Day at the University of War-
saw, 26.02.2010, Warsaw; KU KDM 2010, 18-19.03.2010, Zakopane; EGEE User
Forum, 12-15.04.2010, Uppsala; MCSB 2010 – Cybernetic Modelling of Biological
Systems, 21-22.05.2010, Kraków; EGI Technical Forum, 14-16.09.2010, Amster-
dam; CGW’2010, 11-13.10.2010, Kraków; Open Day at ACC Cyfronet AGH,
25.10.2010, Kraków; eChallenges e-2010 conference, 27-19.10.2010, Warsaw; 2nd

i3 conference, 1-3.12.2010, Wroc�law; KU KDM 2011, 9-11.03.2011, Zakopane;
EGI User Forum, 11-14.04.2011, Vilnius; ISC 2011, 19-23.06.2011, Hamburg and
NANO 2011, 4-7.07.2011, Gdańsk.

The participants of these events were able to visit the PL-Grid booth, where
they had an opportunity to talk to the Project representatives and to obtain
information on PL-Grid and its offer. They could also watch demonstrations
of selected PL-Grid tools or several movies promoting the Project displayed at
the booth. In addition, several types of promotional materials were distributed
among the visitors.

4.4 Meetings with Potential Users

Another important dissemination activity within PL-Grid was the organization
of direct meetings with people representing key scientific disciplines – like biol-
ogy, quantum chemistry, physics, astrophysics and materials science. More than
ten such events were organized at the Project partner institutions, being a great
opportunity to increase awareness of the possibility of using PL-Grid resources
to the research these people conduct, and to attract them to the Grid. The scien-
tists had a chance to visit the grid cluster rooms as well as to learn about the
work carried out within PL-Grid, including tools and services developed to sim-
plify executing users’ applications on a large scale infrastructure. On the other
hand, the Project members could obtain information about the requirements
and expectations concerning the PL-Grid infrastructure and scientific software
they use.
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4.5 PL-Grid Corporate Image and Promotional Materials

The Dissemination Team had to build a strong corporate image and style of the
Project in order for PL-Grid to be easily recognizable. The following activities
have been performed to realize this task:

– the Project logo was designed and used in all the dissemination materials –
from websites to formal PL-Grid documents, reports, brochures, posters and
other materials and promos;

– the style elements and templates of dissemination materials, presentations
and documents were prepared for use by all the PL-Grid members that deal
with public and internal dissemination activities – to develop eye-catching
promotional materials.

Having prepared the Project logo and style elements, it was possible to realize
the next important part of dissemination activities within PL-Grid – namely,
elaboration and distribution of promotional materials.

A rich set of brochures, information posters (see Fig. 4) and demonstration
videos has been prepared, made available at the Project website and distributed
among the potential users. Some of these materials were elaborated in form of
instructions, to help efficiently use the new PL-Grid facilities available to the
potential users – e.g. brochures: “Project offer”, “How to become a PL-Grid
user”, “User support in PL-Grid”; guides: “PL-Grid User Guide”, “PL-Grid
Portal User Guide”, “PL-Grid Helpdesk User Guide”, “PL-Grid Computational
Grants”; posters: “PL-Grid”, “PL-Grid – technical poster”, “Tools and services”;
and several roll-ups and promotional movies.

Fig. 4. Examples of the PL-Grid posters

More than 100 oral and poster presentations [6] were given by the Project
representatives during related events in Poland and abroad.
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Many press articles have been elaborated and published in:

– national media – portals: Molnet [7], Innopomorze [8] and ACC Cyfronet
AGH website [9], [10], [11]; bulletins: AGH [12] and WCSS “Pryzmat” [13];
scientific journals: Forum Akademickie [14] and PAK [15]; newspapers: Dzien-
nik Ba�ltycki [16];

– international media – The Parliament Magazine [17], EGI [18] and iSGTW
[19] newsletters.

In addition, a number of scientific publications have been published in Compu-
tational Methods in Science and Technology 2010 [20] and in the Proceedings of:
CGW’09 [21], [22], [23], [24], [25], CGW’10 [26], [27], [28], [29], [30], IMCSIT’2010
[31], PARENG’2011 [32] and ICCS’2011 [33], [34], [35].

Other activities involved production of several commercial advertisements in
travel guides [36], [37] and newspapers [38], [39].

One of the best means of distributing the Project topical issues among the
PL-Grid users was the PL-Grid Newsletter (see Fig. 5) – devoted to the most
important innovations in hardware, software and services which were made avai-
lable to the PL-Grid users.

Fig. 5. The PL-Grid Newsletter – first three editions

In the framework of the PL-Grid project’s dissemination activities a variety of
promotional gadgets were also created – including USB pen drives, mouse pads,
pens, pencils, T-shirts, etc. Together with the dissemination materials mentioned
above, they were distributed among the potential users of the PL-Grid compu-
tational infrastructure – participants of the meetings, seminars, conferences and
training organized by the PL-Grid Dissemination Team and other events during
which the Project was promoted.

4.6 Other Activities

Various non-standard activities were also undertaken to attract interest of new
groups of scientists in Poland and to increase the general visibility of the Project.
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PL-Grid members reported the Project to participate in the “Funds and
Science” competition in the category “Higher education infrastructure”, orga-
nized press campaigns and participated in science festivals. These initiatives
resulted in many articles or references concerning PL-Grid in mass media [40].

To optimize scientific networking, R&D management, exchange of information
and dissemination activities, the PL-Grid project actively cooperated with other,
grid-related projects. The most intensive and diverse collaboration was estab-
lished with the EGI.InSPIRE project, in the framework of the e-Infrastructure
interoperability and dissemination issues. The PL-Grid members participated in
the EGI events (conferences, user forums) with talks, posters, demonstrations
and exhibition stands, as well as promoted PL-Grid results in relevant dissemi-
nation instruments initiated by EGI (newsletters, brochures, webpages, etc.).

5 Conclusions and Future Work

In this paper we presented the dissemination activities carried out within the
PL-Grid project. All these efforts were planned and coordinated by the Dissemi-
nation Team Leader; however, suitable implementation of the plan required close
cooperation of all the PL-Grid partners. This resulted in various, well-performed
activities, carried out at national and international dissemination levels, which
contributed significantly to increasing of awareness and knowledge about the
Project and the grid technology in Poland.

During the whole Project life, the Partners put a lot of effort to contacting
diverse groups of people potentially interested in grid computing, and informed
them about the possibility of using the PL-Grid computational infrastructure
and its services. Various methods and means were utilized to attract interest,
transfer necessary knowledge and convince potential users of the benefits of using
the Grid. The following results of these activities have been registered: partici-
pation of a great number of people – not involved in the Project – in conferences,
seminars, meetings and discussions organized by the PL-Grid Consortium; thou-
sands of tickets in the Helpdesk system; and – most importantly – registration
of many new users within the Project infrastructure.

Substantial computational resources of PL-Grid were installed and made avai-
lable to users in November 2010. Within those days – as a result of dissemina-
tion efforts – many new articles or references concerning the PL-Grid project
appeared on the Internet, in press and radio stations. It all resulted in an in-
creased interest in the PL-Grid offer, and number of visitors of the Project
website raised significantly (see Fig. 3). At the same time, we observed growth
of the number of users who registered into the PL-Grid infrastructure.

Other events, like: inclusion of Polish Grid into EGI, deployment of the
Helpdesk system and PL-Grid Portal with a rich set of services for users, publi-
cation of new tools facilitating and supporting the infrastructure use – were also
strongly highlighted at the PL-Grid website. A dynamic and up-to-date web-
site not only was a key element in maximizing the visibility, but also provided
support to users and people potentially interested in grid computing.
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All these disseminative activities, together with training – which supported
the PL-Grid developers and administrators in performing their tasks – caused
that more than 500 researchers became registered users of PL-Grid within several
months after the installation of the main resources.

Thanks to our activities at international events, contacts with related EU
projects and informative website in English, PL-Grid is also known outside of
Poland, especially among grid communities in Europe. This gives Polish scien-
tists a better chance for extending international cooperation in the future.
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najpotȩżniejszych komputerów świata. ACC Cyfronet AGH website (2010),
http://www.cyf-kr.edu.pl/?a=komunikat20101115
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T., Szejnfeld, D.: New Science Gateways for Advanced Computing Simulations and
Visualization using the Vine Toolkit. In: Proceedings of the Second International
Conference on Parallel, Distributed, Grid and Cloud Computing for Engineering,
PARENG 2011, paper 80. Civil-Comp Press, Stirlingshire (2011)

33. Kopta, P., Kulczewski, M., Kurowski, K., Piontek, T., Gepner, P., Puchalski, M.,
Komasa, J.: Parallel application benchmarks and performance evaluation of the In-
tel Xeon 7500 family processors. In: Procedia Computer Science 4, 372–381 (2011);
Proceedings of the International Conference on Computational Science, ICCS 2011

34. Malawski, M., Meizner, J., Bubak, M., Gepner, P.: Component Approach to Com-
putational Applications on Clouds. Procedia Computer Science 4, 432–441 (2011);
Proceedings of the International Conference on Computational Science, ICCS 2011

35. Stelmach, M., Kryza, B., S�lota, R., Kitowski, J.: Distributed Contract Negotiation
System for Virtual Organizations. Procedia Computer Science 4, 2206–2215 (2011);
Proceedings of the International Conference on Computational Science, ICCS 2011

36. Mosurska, Z., Zaja̧c, M., Paja̧k, R.: PL-Grid. Travel guide The Best of Kraków
2010 (2010) ISBN 978-83-926949-3-9

37. Mosurska, Z., Zaja̧c, M., Paja̧k, R.: PL-Grid. Travel guide The Best of Kraków
2011 (2011) ISBN 978-83-926949-5-3

38. Paja̧k, R., Mosurska, Z., Pilipczuk, M.: Polska Infrastruktura Informatycznego
Wspomagania Nauki w Europejskiej Przestrzeni Badawczej PL-Grid. Gazeta
Wyborcza (February 16, 2011)

39. Paja̧k, R., Mosurska, Z., Pilipczuk, M., Kitowski J.: Polska Infrastruktura Infor-
matycznego Wspomagania Nauki w Europejskiej Przestrzeni Badawczej PL-Grid.
Newsweek Polska 29/2011 (July 24, 2011)

40. Superkomputer Zeus z AGH najszybszy w Polsce (a list of articles concerning
PL-Grid in mass media). ACK Cyfronet AGH website (2010),
http://www.cyf-kr.edu.pl/?a=komunikat20101115_00

http://www.cyf-kr.edu.pl/?a=komunikat20101115_00


Glossary of Terms

Basic Execution Service (BES). A specification which defines Web Service
interfaces for creating, monitoring, and controlling computational entities such
as UNIX or Windows processes, Web Services, or parallel programs within a de-
fined environment. Clients define activities using the Job Submission Description
Language (JSDL).

(source: OGSA Basic Execution Service (OGSA BES) Specification, Ver. 1.0)

Cherenkov Telescope Array (CTA). The CTA project intends to build the
next generation ground-based very-high-energy gamma-ray instrument. It will
serve as an open observatory for the general astrophysics community and will
provide deep insight into the non-thermal high-energy universe.

Common Platform Enumeration (CPE). A specification that provides a
uniform (though perhaps not intuitive), structured naming scheme for known
IT systems and platforms. It is based on the general URI (Uniform Resource
Identifiers) syntax. In addition to a formalized naming format it also includes a
language for providing descriptions of complex platforms (CPE).

Common Vulnerabilities and Exposures (CVE). One of the most widely
recognized repositories of IT security vulnerabilities, providing a broad enu-
meration of publicly known security weaknesses in software produced by many
different vendors, expressed in an understandable, uniform manner. Currently
the database contains over 40 thousand entries and this number is continuously
increasing.

Common Vulnerability Scoring System (CVSS). A specification which
provides a common language of severity assessment for IT security vulnerabili-
ties that may exist in a system or infrastructure. It uses three compound metrics
(Base, Temporal and Environmental) and takes into account factors such as: ac-
cess complexity, potential impact, ease of exploitability, whether authentication
is necessary, etc. Partial scores from individual metrics are then combined using
an algorithm specified with CVSS.

Computational Grant. An allocation of computing time or storage space on
computing resources that is provided to researcher(s) to support research on
some declared topic. In PL-Grid a computational grant is assigned to a specific
period in time and requires an accounting process.
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Computer Security Incident Response Team (CSIRT). A group that
handles computer security incidents.

Data-intensive application. A computer application which performs a large
number of I/O operations and, as a consequence, heavily exploits storage re-
sources. A common feature of all data-intensive applications is that their exe-
cution time is mainly dependent on the performance of storage resources rather
than computing resources. Most enterprise applications (e.g. transaction sys-
tems, web applications) as well as numerous scientific applications (e.g. mesh
computations, reality simulations) produce or consume vast quantities of data –
thus, they are considered data-intensive applications.

Distributed Resource Management Application API (DRMAA). A
generalized API for distributed resource management systems (DRMSs) used
to facilitate integration of application programs. The scope of DRMAA is lim-
ited to job submission, job monitoring and control, and retrieval of the finished
job status.

(source: GWD-R.133 – Distributed Resource Management Application API
Specification 1.0)

e-Infrastructure. A research environment in which all researchers – whether
working in the context of their home institutions or national or multinational
scientific initiatives – have shared access to unique or distributed scientific facil-
ities (including data, instruments, computing and communications), regardless
of their type and geographical location.

(source: http://e-irg.eu)

Eclipse Parallel Tools Platform (Eclipse PTP). An open-source platform
build on top of Eclipse that provides an environment specifically designed for
parallel application development. Eclipse PTP offers a standard, portable paral-
lel IDE that supports a wide range of parallel architectures and runtime systems,
a parallel debugger, integration with a wide range of parallel tools as well as an
UI that simplifies end-user interaction with parallel systems.

(source: http://www.eclipse.org/ptp/)

European Grid Infrastructure (EGI). Federation of resource providers set
up to deliver sustainable, integrated and secure computing services to European
researchers and their international partners.

(source: EGI Glossary of Terms)

Executable Paper. A novel concept in the field of scientific publishing where
a standard (text-based) publication is extended with tools which enable read-
ers or reviewers to reenact the computations reported upon in the publication,
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review their results and validate the software used to obtain such results. The
development of computing environments which support executable papers, made
possible by the advent of advanced Web authoring tools and distributed comput-
ing technologies, has been picking up pace in the recent years and is the subject
of focus of major scientific publishing houses.

Federated e-Infrastructure. An e-Infrastructure which is composed of au-
tonomous (i.e. maintaining their own policies) e-Infrastructure providers.

(source: EGI Glossary of Terms)

GP GPU computing. The concept of using General Purpose Graphic Pro-
cessing Units to perform computations in applications traditionally handled by
Central Processing Units.

(source: http://en.wikipedia.org/wiki/GPGPU)

Grid. An IT infrastructure concerned with the integration, virtualisation, and
management of services and resources in a distributed, heterogeneous environ-
ment that supports collections of users and resources (Virtual Organisations)
across traditional administrative, trust and organisational boundaries (real or-
ganisations).

(source: OGF GFD-I.181)

Gridbean (extension used in the UNICORE middleware). An object
responsible for generating a job description for grid services and providing a
graphical user interface for handling input and output data. Typically, a gridbean
is composed of a job description generation module and a graphical user interface
module. The gridbean stores parameters with corresponding values and uses
them to generate the job description. The job description is requested by the
client application prior to submission, and is then received from the gridbean.

(source: P. Bala, K. Baldridge, E. Benfenati, M. Casalegno, U. Maran, K.
Rasch, B. Schuller: UNICORE – a successful middleware for Life Sciences Grids.
In: M. Cannataro (Ed.) Handbook of Research on Computational Grid Tech-
nologies for Life Sciences, Biomedicine and Healthcare IGI 2009, pp. 615-643)

GridSpace2. A novel virtual laboratory framework enabling researchers to con-
duct virtual experiments on Grid-based resources and other HPC infrastruc-
tures. GridSpace2 facilitates exploratory development of experiments by means
of scripts which can be expressed in a number of popular languages, including
Ruby, Python and Perl. The framework supplies a repository of gems enabling
scripts to interface low-level resources such as PBS queues, EGEE computing ele-
ments, LFC directories and other types of Grid resources. Moreover, GridSpace2
provides a Web 2.0-based Experiment Workbench supporting joint development
and execution of virtual experiments by groups of collaborating scientists.
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Incident (in Service Operation). An unplanned interruption to an IT service
or reduction in the quality of an IT service.

(source: ITIL glossary)

Intrusion Detection System (IDS). A group of computer security tools com-
prising all systems that are able to detect and report malicious activities within
the observed infrastructure(s).

Intrusion Prevention System (IPS). The next step in the evolution of
IDS, extending its capabilities to include active counter-measures against mali-
cious system(s) upon detection. Typical actions include blocking network traffic
to/from problematic host(s) and sending abuse reports to network owners.

ITIL. A set of Best Practice guidelines for IT Service Management. ITIL is
owned by OGC and consists of a series of publications providing guidance on
developing Quality IT Services, and on the processes and facilities needed to
support them.

Job Profile. An XML-based job definition language which allows the user to
specify the requirements of large-scale parallel applications together with the
complex parallel communication topologies.

(source: K. Kurowski, T. Piontek, P. Kopta, M. Mamoński, B. Bosak: Par-
allel Large Scale Simulations in the PL-Grid Environment. In: Computational
Methods in Science and Technology, Special Issue 2010, pp. 47-56)

Job Submission Description Language (JSDL). An extensible XML lan-
guage for describing the requirements of computational jobs for submission to
resources, particularly in Grid environments, though not restricted to the latter.
The JSDL language contains a vocabulary and a normative XML schema that
facilitates the expression of those requirements as a set of XML elements.

(source: Job Submission Description Language (JSDL) Specification, Ver. 1.0)

Large Hadron Collider (LHC). The world’s largest and most powerful par-
ticle accelerator, operated by CERN.

Meta-alert. A group of alerts aggregated by the correlation process. A meta-
alert is a directed, acyclic, connected graph with exactly one root node. A
meta-alert may consist of alerts and other meta-alerts, organized in parent-child
relations.

Multi Criteria Decision Analysis (MCDA). A subdiscipline of operations
research that explicitly considers multiple criteria in decisionmaking environ-
ments. Whether in our daily lives or in professional settings, there are typically
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multiple conflicting criteria (such as the cost and quality) that need to be eval-
uated when making decisions.

(source: http://en.wikipedia.com)

National Grid Initiative or Infrastructure (NGI). A legal organisation
that (a) has a mandate to represent its national Grid community in all matters
falling within the scope of EGI.eu, and (b) is the sole possessor of the mandate
described in (a) for its country, thus providing a single contact point at the
national level.

(source: EGI Glossary of Terms)

National Vulnerability Database (NVD). The NVD repository provides
combined knowledge about publicly known IT security vulnerabilities. It relies
on several other specification: a general description of the vulnerability from the
CVE database, the list of affected software based on appropriate CVE entries
and the severity level described with the help of the CVSS specification. The
database is maintained by the NIST Computer Security Division. It is publicly
available and updated approximately every two hours.

OGSA. The Open Grid Services Architecture (OGSA) is a set of standards
defining the way in which information is shared among diverse components of
large, heterogeneous grid systems. In this context, a grid system is a scalable wide
area network (WAN) that supports resource sharing and distribution. OGSA is
a trademark of the Open Grid Forum. OGSA definitions and criteria apply to
hardware, platforms and software in standards-based grid computing. OGSA is,
in effect, an extension and refinement of the service-oriented architecture (SOA).
It addresses ongoing issues and challenges such as authentication, authorization,
policy negotiation and enforcement, administration of service-level agreements,
management of virtual organizations and customer data integration.

(source: http://searchsoa.techtarget.com/definition/Open-Grid-
Services-Architecture)

Penetration test. A method of evaluating the security of a computer system or
network by simulating an an attack by malicious outsiders (who do not possess
authorized means of accessing the organization’s systems) and malicious insiders
(who have some level of authorized access).

PL-Grid Infrastructure. A federated infrastructure built and maintained by
the PL-Grid consortium. Services include various grid tools and other IT services
related to computing and storage resources. PL-Grid plays the role of the Polish
National Grid Initiative in EGI.
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Portal. A website designed to serve as a point of access for a specific group of
users. It aggregates various tools and features and presents them in a uniform
manner.

Public Key Infrastructure (PKI). A set consisting of hardware, software,
actors, policies and procedures required to create, manage, distribute, use, store
and revoke digital certificates.

Quality of Service (QoS). The collective effect of service performance that de-
termine the degree of satisfaction of a user of the service. Note that the quality of
service is characterized by the combined aspects of service support performance,
service operability performance, service integrity and other factors specific to
each service.

(source: TMF)

Resource Centre (RC). The smallest resource administration domain in an e-
Infrastructure. It can be either localised or geographically distributed. It provides
a minimum set of local or remote IT Services compliant with well-defined IT
capabilities, necessary to make resources accessible to users. Access is granted
by exposing common interfaces to users. Sometimes referred to as a site.

(source: EGI Glossary of Terms)

Science gateway. A set of tools designed to help solve a specific scientific
problem. Components in a science gateway are configured to work together and
assist the scientist. Typically, the process begins with a task definition, continues
with task execution and ends with analysis of results.

Security framework. A piece of software responsible for multiple features,
including: user authentication and access control (authorization) based on given
policies; ensuring confidentiality, integrity and non-repudiation of data stored
and processed by the system; providing some level of interoperability with other
security systems (e.g. external e-Infrastructures), etc.

Security Information Management (SIM). Software that collects data from
multiple agents distributed throughout an infrastructure. Upon being collected
in one place, the data can be processed and correlated.

Semantic-based Autonomic Monitoring and Management (SAMM).
A monitoring and management system which applies the ontology-based ap-
proach to resource and action description.

(source: W. Funika, M. Kupisz, P. Koperek: Towards autonomous semantic-
based management of distributed applications. In: Computer Science Annual of
AGH-UST, vol. 11, 2010, pp. 51-63, AGH Press, Kraków, 2010; ISSN 1508-2806)
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Service. Means of delivering value to users by facilitating the outcomes they
wish to achieve without requiring ownership of specific resources.

(source: ITIL V3, adapted)

Service Level Agreement (SLA). An agreement between an IT service
provider and a customer. The SLA describes the IT service, documents ser-
vice level targets and specifies the responsibilities of the IT service provider and
the customer.

(source: ITIL, adapted)

Service Operation. Deployment and maintenance of IT services in an
e-Infrastructure, as well as any related processes.

Site. See Resource Centre.

Software code audit. A comprehensive analysis of source code in a program-
ming project with the intent of discovering bugs, security breaches or violations
of programming conventions.

Static Security Control. An approach to control security in complex IT in-
frastructures, basing on analysis of configuration data obtained from each sys-
tem or application. An alternative approach is dynamic security control, based
on agents running on particular systems. While static control generally provides
less information than dynamic control, it can combine many pieces of infor-
mation that remain unchanged (or are rarely modified), permitting control of
systems where no additional software (e.g. monitoring agents) may be installed
and executed.

Storage resource. A system or device which stores data. Storage resources can
be volatile (e.g. operating memory) or persistent (e.g. hard disk). Volatile storage
resources require continuous power – otherwise they lose the stored information.
They are characterized by high speed and low capacity, thus they are usually
used for caching. Persistent storage devices do not lose information upon being
powered down. They are characterized by slow access rates and large capacities,
which means that their application area is wider than in the case of volatile
storage resources. Examples of persistent storage resources include magnetic
tapes, hard disks, compact disks, flash disks, etc.

UNICORE. The UNICORE software provides a general framework for run-
ning user applications. Jobs to be run on the same system can be grouped in
job groups. Jobs can have complicated structures that can be run on different
systems with various job subgroups and file transfers ordered with user-defined
dependency. The user input is mapped to system-specific commands and options
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by the UNICORE infrastructure. UNICORE is compliant with the Open Grid
Services Architecture and uses standards such as WSRF 1.2 and job submis-
sion definition language JSDL 1.0. UNICORE is based on a three-tier model,
involving users, servers and target systems. The user tier consists of a graphical
user interface written as a Java application. This interface enables jobs to be
prepared and controlled. It is also used to set up and maintain the user’s secu-
rity environment. UNICORE security is based on the Secure Socket Layer (SSL)
protocol and X.509 certificates.

(source: P. Bala, K. Baldridge, E. Benfenati, M. Casalegno, U. Maran, K.
Rasch, B. Schuller: UNICORE – a successful middleware for Life Sciences Grids.
In: M. Cannataro (Ed.) Handbook of Research on Computational Grid Tech-
nologies for Life Sciences, Biomedicine and HealthCare IGI, pp. 615-643 (2009))

UVOS. UNICORE VO Service (UVOS) is a client-server system, developed for
use as an additional tool for large distributed systems. Grid systems, especially
UNICORE grid middleware, are the mainstay of the UVOS system. Although
UVOS can be used with different systems, it is designed primarily for UNICORE.

(source: K. Benedyczak, M. Lewandowski, A. Nowiński and P. Ba�la: UNI-
CORE Virtual Organizations System. In: Parallel Processing and Applied Math-
ematics, Lecture Notes in Computer Science, 2010, Vol. 6068/2010, pp. 155-164)

Vine Toolkit. An open-source software framework that is used to create Grid-
aware web applications.

Virtual Laboratory. An interactive environment for creating and conducting
simulated experiments: a playground for experimentation.

(source: The Virtual Laboratory Environment @ Algorithmic Botany)
A heterogeneous distributed problem solving environment that enables a geo-
graphically distributed group of researchers to work together on a common set
of projects.

(source: Lester, http://lester.rice.edu/)
A heterogeneous distributed environment, which allows a group of scientists from
different sites to work on one project. As in all other laboratories, the equipment
and techniques are specific for a given field of activity.

Virtual Machine (VM). Virtualization technology that enables running op-
erating system instances in domains that share common system resources. Such
domains are isolated environments, managed by a hypervisor (a.k.a Virtual Ma-
chine Monitor – VMM). The hypervisor performs emulation of arbitrary hard-
ware resources, enabling a number of Virtual Machines to run concurrently. Each
VM has the illusion of owning hardware and is able to support an arbitrary guest
operating system. Hypervisors usually do not have fixed limits on the number
of OS instances and support fine-grained resource control settings.
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Virtual Machine Appliances. Pre-engineered and validated units of the IT
infrastructure that conform to standards and best practices set forth by design
patterns, facilitating deployment, scalability, security and ease of integration
with other services. Prepared VM appliance packages can be bundled as units
of assemblies with configuration templates defined by administrators, stored in
repositories and provisioned on demand. A VM appliance is a basic deploy-
ment object, partially configured to expose a database, an application server
or other element of functionality in the scope of various operating systems and
their versions. Reference configurations are prepared and tested on development
servers. Following validation, certification and approval, snapshots are created
and stored in a repository with metadata describing the installed software and
its VM versions.

Virtual Machine Set. A network of interconnected VM instances with prein-
stalled software (VM appliances). Each VM Set can be deployed on the provider’s
infrastructure and offered to the user for a specified period of time. The specifi-
cation of a VM Set consists of five parts, covering the properties of the desired
(i) VM Appliances, (ii) network interconnections, (iii) shared storage, (iv) user
access policy, and (v) lease period.

Virtual Organisation (VO). A group of people (e.g. scientists, researchers)
with common interests and requirements who need to work collaboratively and/or
share resources (e.g. data, software, expertise, CPU, storage space) regardless
of geographical location. They form a VO in order to access resources to meet
these needs, agreeing to a set of common rules and policies that govern their
access and security rights.

(source: EGI Glossary of Terms)

Wallet (IT security). A mechanism allowing secure storage of user creden-
tials such as passwords or keys. Its main goal is to provide confidentiality and
integrity of the stored data (e.g. by use of cryptography). It also needs to pro-
vide authentication and authorization mechanisms to ensure that the data is
accessible only to legitimate persons.

Web Services Notification (WSN). A set of specifications that standardize
the way Web services interact using “Notifications” or “Events”. These specifi-
cations provide a common way for a Web service to disseminate information to
other Web services, without requiring prior knowledge on these other Web ser-
vices. They can be thought of as a “Publish/Subscribe model for Web services”.

(source: www.oasis-open.org/committees/tc_home.php?wg_abbrev=wsn)

Worldwide LHC Computing Grid (WLCG). The Worldwide LHC Com-
puting Grid (WLCG) is a global collaboration which aims to build and maintain
a data storage and analysis infrastructure for the high-energy physics community
operating the Large Hadron Collider at CERN.
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WSRF. The purpose of the Web Services Resource Framework (WSRF) is to
define a generic framework for modeling and accessing persistent resources us-
ing Web services so that the definition and implementation of a service and the
integration and management of multiple services is made easier. WSRF intro-
duces the idea of an XML document description, called the Resource Properties
document schema, which is referenced by the WSDL description of the service
and which explicitly describes a view of the shopping cart, printer, print job, or
any other entity with which the client interacts.

(source: http://docs.oasis-open.org/wsrf/wsrf-primer-1.2-primer-
cd-02.pdf)
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