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Preface

Partially supervised learning (PSL) is a rapidly evolving area of machine
learning. In many applications unlabeled data may be relatively easy to col-
lect, whereas labeling these data is difficult, expensive or/and time consuming
as it needs the effort of human experts. PSL is a general framework for learning
with labeled and unlabeled data, for instance, in classification, it is assumed that
each learning sample consists of a feature vector and some information about its
class. In the PSL framework this information might be a crisp label, or a label
plus a confidence value, or it might be an imprecise and/or uncertain soft label
defined through a certain type of uncertainty model (fuzzy, Dempster–Shafer),
or it might be that information about a class label is not available.

The PSL framework thus generalizes many kinds of learning paradigms
including supervised and unsupervised learning, semi-supervised learning for
classification and regression, transductive learning, semi-supervised clustering,
policy learning in partially observable environments, and many others. Therefore
PSL methods and algorithms are of great interest in both practical applications
and theory. Research in the field of PSL is still in its early stages and has great
potential for further growth, thus leaving plenty of room for further development.

This First IAPR-TC3 Workshop on Partially Supervised Learning (PSL 2011),
whose proceedings are presented in this volume, endeavored to bring together
recent novel research in this area and to provide a forum for further discussion.
The workshop was held at the University of Ulm (http://neuro.informatik.uni-
ulm.de/PSL2011/), Germany, during September 15–16, 2011. It was supported
by the International Association of Pattern Recognition (IAPR) and by the
IAPR Technical Committee on Neural Networks and Computational Intelligence
(TC 3). IAPR-TC3 is one of the 20 Technical Committees of IAPR, focusing on
the application of computational intelligence to pattern recognition.

PSL 2011 focused on a number of different topics, covering methodological
issues as well as real-world applications of PSL. The main methodological issues
were: combination of supervised and unsupervised learning; diffusion learning;
semi-supervised classification, regression, and clustering; learning with deep ar-
chitectures; active leaning; PSL with vague, fuzzy, or uncertain teaching signals;
PSL in multiple classifier systems and ensembles; PSL in neural nets, machine
learning, or statistical pattern recognition; PSL in cognitive systems. Applica-
tions of PSL included: image and signal processing; multi-modal information
processing; sensor/information fusion; human–computer interaction; data min-
ing and Web mining; forensic anthropology; bioinformatics.

The workshop featured regular oral presentations and a poster session, plus
three brilliant invited speeches, namely: “Unlabeled Data and Multiple Views,”
delivered by Zhi-Hua Zhou (LAMDA Group, National Key Laboratory for
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Novel Software Technology, Nanjing University, Nanjing, China); “Online Semi-
Supervised Ensemble Updates for fMRI Data,” delivered by Catrin Plumpton
(University of Wales, Bangor, UK); and, “How Partially Supervised Learning
Can Facilitate and Enhance User State Analysis in Naturalistic HCI,” delivered
by Stefan Scherer (Trinity College Dublin, Ireland). It is our firm conviction
that all the papers in this book are of high quality and significance to the area
of PSL. We sincerely hope that readers of this volume may, in turn, enjoy it and
get inspired from the different contributions.

We would like to acknowledge the fact that the organization of the workshop
made its first steps within the framework of the Vigoni Project for interna-
tional exchanges between the universities of Siena (Italy) and Ulm (Germany).
Also, we wish to acknowledge the generosity of the PSL 2011 sponsors: IAPR,
IAPR-TC3, the University of Ulm which hosted this event, and the Transre-
gional Collaborative Research Centre SFB/TRR 62 Companion-Technology for
Cognitive Technical Systems for generous financial support. We are grateful to
all the authors who submitted a paper to the workshop, since their efforts and
invaluable contributions led to a great event. Special thanks to the local orga-
nization crew based in Ulm, namely, Michael Glodek, Martin Schels, Miriam K.
Schmidt and Sascha Meudt. The contribution from the members of the Pro-
gram Committee in promoting the event and reviewing the papers is gratefully
acknowledged. Finally, we wish to express our gratitude to Springer for publish-
ing these proceedings within their LNCS/LNAI series, and for their constant
support.

October 2011 Friedhelm Schwenker
Edmondo Trentin
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José Esparza, Stefan Scherer, and Friedhelm Schwenker

Algorithms

Semi-supervised Linear Discriminant Analysis Using Moment
Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Marco Loog

Manifold-Regularized Minimax Probability Machine . . . . . . . . . . . . . . . . . . 42
Kazuki Yoshiyama and Akito Sakurai

Supervised and Unsupervised Co-training of Adaptive Activation
Functions in Neural Nets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Ilaria Castelli and Edmondo Trentin

Semi-unsupervised Weighted Maximum-Likelihood Estimation of Joint
Densities for the Co-training of Adaptive Activation Functions . . . . . . . . . 62

Ilaria Castelli and Edmondo Trentin

Semi-Supervised Kernel Clustering with Sample-to-Cluster Weights . . . . 72
Stefan Faußer and Friedhelm Schwenker

Homeokinetic Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Simón C. Smith and J. Michael Herrmann

Iterative Refinement of HMM and HCRF for Sequence Classification . . . 92
Yann Soullard and Thierry Artieres

Applications

On the Utility of Partially Labeled Data for Classification of Microarray
Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Ludwig Lausser, Florian Schmid, and Hans A. Kestler



X Table of Contents

Multi-instance Methods for Partially Supervised Image Segmentation . . . 110
Andreas Müller and Sven Behnke

Semi-supervised Training Set Adaption to Unknown Countries for
Traffic Sign Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Matthias Hillebrand, Christian Wöhler, Ulrich Kreßel, and
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Unlabeled Data and Multiple Views

Zhi-Hua Zhou

National Key Laboratory for Novel Software Technology
Nanjing University, Nanjing 210093, China

zhouzh@lamda.nju.edu.cn

Abstract. In many real-world applications there are usually abundant
unlabeled data but the amount of labeled training examples are often
limited, since labeling the data requires extensive human effort and ex-
pertise. Thus, exploiting unlabeled data to help improve the learning
performance has attracted significant attention. Major techniques for
this purpose include semi-supervised learning and active learning. These
techniques were initially developed for data with a single view, that is, a
single feature set ; while recent studies showed that for multi-view data,
semi-supervised learning and active learning can amazingly well. This
article briefly reviews some recent advances of this thread of research.

1 Introduction

Traditional supervised learning approaches try to learn from labeled training
examples, i.e., training examples with ground-truth labels given in advance. In
many real-world tasks, however, there are often abundant unlabeled data but
limited amount of labeled training examples. Simply neglecting the unlabeled
data would waste useful information, while learning only from the limited labeled
data would be difficult to achieve strong generalization performance. Thus, it is
natural that exploiting unlabeled data to help improve learning performance,
especially when there are just a few training examples, has attracted significant
attention during the past decade.

Major techniques for this purpose include semi-supervised learning and active
learning. Semi-supervised learning [5, 30, 28] tries to exploit unlabeled data in
addition to labeled data automatically, without human intervention; while active
learning [17] assumes interaction with an oracle, usually human experts, by try-
ing to minimizing the number of queries on ground-truth labels for constructing a
strong learning model. Semi-supervised learning can be divided further into pure
semi-supervised learning which takes an open-world assumption that the trained
model may be applied to unseen unlabeled data, and transductive learning which
adopts a closed-world assumption that the test instances are exactly the given
unlabeled data. The idea of transductive learning can be traced back to [20],
where it was argued that we do not need to optimize the learning performance
on the whole instance space if we only care the generalization performance on a
specific set of test instances.

F. Schwenker and E. Trentin (Eds.): PSL 2011, LNAI 7081, pp. 1–7, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 Z.-H. Zhou

Data in many tasks have only a single view, i.e., a single feature set, and
each instance is described by a single feature vector in such situations. However,
there are also many real-world tasks where the data have multiple views, i.e.,
multiple feature sets, and each instance is described by multiple feature vectors in
different feature spaces simultaneously. For example, a web page can be classified
based on information appearing in the web page itself, or based on anchor texts
pointing to this web page; thus, features describing the information in the web
page itself constitute the first view, while features describing the information
in the anchor texts constitute the second view. Another example is multimedia
data, where text features, image features and audio features constitute three
different views, respectively. Formally, a single-view example appears as (xi, yi)
where xi is the instance and yi is the class label; while a multi-view example
appears as ([xi1, xi2], yi) where [xi1, xi2] is an instance pair in different views
(e.g., xi1 is a text feature vector while xi2 is an image feature vector). Rather
than simply concatenating xi1 and xi2 into a single instance, multi-view learning
deals with multi-view data by exploiting the views.

Semi-supervised learning and active learning techniques were initially devel-
oped for single-view data. It has been found that, however, for multi-view data,
semi-supervised learning and active learning can work amazingly well. This ar-
ticle briefly reviews some recent advances of this thread of research.

2 Semi-supervised Learning and Multi-view

Among mainstream semi-supervised learning techniques, the disagreement-based
approaches are particularly interesting. These approaches train multiple learners
for the task and exploit the disagreements among the learners during the semi-
supervised process [28]. A representative is the co-training approach [3] which
works with two views. This approach trains a classifier from each view, respec-
tively, using the original labeled data. Then, each classifier selects and labels
some highly-confident unlabeled instances to refine its peer classifier. The whole
process repeats until no classifier changes or a pre-set number of learning rounds
have been executed.

Such a learning process is simple yet effective, and it has many variants and
applications [28]. Theoretically, Blum and Mitchell [3] proved that if the two
views are “sufficient and redundant” (i.e., each view contains sufficient infor-
mation for constructing a strong classifier while the two views are conditionally
independent given the class label), the predictive accuracy of an initial weak
classifier can be boosted to arbitrarily high using unlabeled data by co-training.
Dasgupta et al. [7] showed that the generalization error of co-training is upper-
bounded by the disagreement between the two classifiers. In real-world tasks,
however, the requirement of sufficient and redundant views is too luxury. Actu-
ally, even for the motivating example of web page classification task given in [3],
it is arguable that whether the requirement holds or not. Thus, researchers tried
to find relaxed conditions for co-training to work.
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Abney [1] showed that the two views are not needed to be conditionally inde-
pendent, and a “weak independence” assumption is sufficient for co-training to
work. Balcan et al. [2] proved that even the weak independence is not needed if
PAC learners can be obtained on each view, and a weaker assumption of “expan-
sion” of the underlying data distribution is sufficient for co-training to work. All
the above analyses assumed two views. Wang and Zhou [21] disclosed that for
PAC learners, the key for co-training-style approaches is the existence of a “large
difference” between the two learners, while it is unimportant whether the differ-
ence is achieved by using two views or from other channels. This result provides
theoretical support to single-view variants of co-training which work well with-
out two views by training the two learners using different learning algorithms [9],
different parameter configurations [27, 10], etc.

As introduced above, more and more relaxed sufficient conditions for co-
training have been discovered; however, the sufficient and necessary condition
remained unknown for over ten years. Recently, through establishing a connec-
tion between the two mainstream semi-supervised learning approaches, that is,
disagreement-based and graph-based approaches, Wang and Zhou [24] addressed
this problem. They showed that the co-training process is equivalent to a com-
binative label propagation process over graphs corresponding to the two views,
and thus, sufficient and necessary conditions for co-training were discovered by
analyzing the properties of the corresponding graphs under different situations.
Wang and Zhou [24] also proved a necessary condition, which discloses that the
existence of two views is not really needed for co-training-style approaches.

Now it is known that multi-view is neither necessary [24] nor “tightly” suffi-
cient [21] for co-training-style approaches; however, when the data have multi-
ple views, amazing performances can be achieved. For example, Zhou et al. [29]
showed that, with sufficient and redundant views, it is possible to execute an
effective semi-supervised learning with a single labeled training example, owing
to helpful information contained in the correlation between the two views.

3 Active Learning and Multi-view

Active learning generally tries to query the labels of unlabeled informative in-
stances (e.g., [18]) or representative instances (e.g., [6]). Recently there are some
proposals of querying on informative and representative unlabeled instances
(e.g., [11]). Those principles can be accomplished in different ways, leading to
different active learning approaches. A simple yet effective multi-view active
learning approach, co-testing [14], trains two classifiers each from one view and
then picks their most disagreed unlabeled instance to query, with the intuition
that the most disagreed unlabeled instance would be the most informative for
improving learning performance.

Theoretically there are two situations of active learning; that is, realizable ac-
tive learning where the data can be perfectly separated by a hypothesis in the
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hypothesis class, and non-realizable active learning where the data cannot be
perfectly separated by any hypothesis in the hypothesis class because of noise.
For the realizable case, many studies showed that exponential improvement in
sample complexity can be achieved by active learning. Wang and Zhou [22]
proved that an multi-view active learning approach can also improve the sample
complexity remarkably in realizable case.

The realizability assumption, however, rarely holds in real practice, and the
non-realizable case is more important since it is closer to real setting. Kääriäinen
[12] showed that the lower bound of general non-realizable active learning is in
the same order as the upper bound of passive learning (i.e., common supervised
learning), implying that active learning in the non-realizable case is not as help-
ful as that in the realizable case if nothing is known about the noise model.
In analyses on non-realizable active learning, the Tsybakov noise model [19]
becomes more and more popular. It is known that exponential improvement
in sample complexity is achievable with bounded Tsybakov noise, but for un-
bounded Tsybakov noise which is more closer to real settings, several researchers
such as Castro and Nowak [4] concluded that it is hard to achieve exponen-
tial improvement, or in other words, active learning would not be remarkably
helpful. Recently, Wang and Zhou [23] proved that an multi-view active learn-
ing approach can exponentially improve the sample complexity in non-realizable
case with unbounded Tsybakov noise. This is a good news, implying that active
learning is possible to help remarkably if specific data properties are adequately
considered and exploited.

It is not difficult to combine multi-view active learning with semi-supervised
learning. For example, Muslea et al. [15] combined co-testing with co-EM [16],
a probabilistic variant of co-training, where co-EM iteratively learned two clas-
sifiers each from one view by exploiting unlabeled data, and the unlabeled in-
stances disagreed by the two classifiers were selected to query by co-testing.
Empirical studies showed that such an approach performed better than semi-
supervised learning. Zhou et al. [25] proposed a single-view active semi-supervised
learning approach for content-based image retrieval. They generated two learn-
ers from labeled images using different parameter configurations. Each learner
attempts to assign a rank to unlabeled images in the imagebase, and then passes
some irrelevant images with high confidence to its peer as additional negative
examples. The two learners are updated and such a process repeats. At the
meanwhile, rather than passively waiting for user feedback, a pool of images is
actively prepared for the user to give feedback. The pool is composed of im-
ages on which the two learners are both with high confidences but disagree, or
both with low confidences. The whole process leads to the active semi-supervised
relevance feedback scheme which is useful for information retrieval tasks. Theo-
retically, Wang and Zhou [22] proved that an multi-view active semi-supervised
learning approach is able to exponentially improve sample complexity in contrast
to pure semi-supervised learning.
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4 About the Views

Different assumptions can be made for the views, from the possibly weakest that
“each view contains information for training weak classifiers that are slightly bet-
ter than random guess”, to the possibly strongest that the views are “sufficient
and redundant”.

View split, i.e., splitting a single view into multiple views, is a possible solution
for applying multi-view approaches to single-view data. It was shown in [16] that
for data with a lot of redundant features, such as text data, a random split of
the features is able to generate two views to enable standard co-training. It
is evident, however, that a random split would not work in most cases. Du et
al. [8] tried several heuristics for view split and found that all heuristics failed
with insufficient labeled data. The necessary condition of co-training given in [24]
suggested that among all potential view splits, the one which enables the most
unlabeled instances connect with labeled examples in the combinative graph
is preferred; this was empirically verified in [24] and might give inspiration to
develop sound practical view split approaches.

Most previous studies on multi-view learning focused on two views, possibly
owing to the fact that less data sets with more than two views are publicly
available. With the increasing demand of multimedia data analysis, data with
more than two views become more accessible. Extending two-view approaches
to more views, however, is not trivial. This is because helpful information are
concealed in the relations between the views, while the relations become more
complicated with more views. A simple “view-invariant” approach is to train
one learner from each view, and then let the learners exploit unlabeled data
through the strategy of majority teach minority. This strategy has been found
effective in single-view multi-learner semi-supervised learning approaches tri-
training [26] and co-forest [13], and is expected to be helpful on multi-view data.
Furthermore, such a semi-supervised learning process would be easy to combine
with committee-based active learning approaches.

5 Conclusion

This article briefly reviews some recent advances in exploiting unlabeled data
with multiple views. Now it is known that multi-view is not really needed for
disagreement-based semi-supervised learning approaches such as co-training;
however, given adequate multiple views, amazing performances such as semi-
supervised learning with a single labeled example becomes possible. Multi-view
also enables exponential improvement of sample complexity for non-realizable ac-
tive learning with unbounded Tsybakov noise. Overall, multi-view brings great
potential of interesting new findings and strong learning approaches for exploit-
ing unlabeled data.
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Abstract. Advances in Eelectroencephalography (EEG) and functional
magnetic resonance imaging (fMRI) have opened up the possibility for
real time data classification. A small amount of labelled training data
is usually available, followed by a large stream of unlabelled data. Noise
and possible concept drift pose a further challenge. A fixed pre-trained
classifier may not always work. One solution is to update the classifier
in real-time. Since true labels are not available, the classifier is updated
using the predicted label, a method called naive labelling. We propose
to use classifier ensembles in order to counteract the adverse effect of
‘run-away’ classifiers, associated with naive labelling. A new ensemble
method for naive labelling is proposed. The label taken to update each
member-classifier is the ensemble prediction. We use an fMRI dataset
to demonstrate the advantage of the proposed method over the fixed
classifier and the single classifier updated through naive labelling.

Keywords: Semi-supervised learning, random subspace ensemble, fMRI.

1 Introduction

Functional Magnetic Resonance Imaging (fMRI) data provides a spatially accu-
rate account of activity within the human brain. Analysis of this activity allows
valuable insight into the architecture of the mind, and into human behaviour.

By using multivariate techniques such as classification, we can train a clas-
sifier to predict which stimuli are being presented to the subject, based upon
the acquired fMRI volume images. Traditionally, fMRI analyses are carried out
offline, once scanning has been completed. The question most often asked is
which brain regions are responsible for different behaviours and emotions? Re-
sponses of different brain regions can also be linked to illness such as depression
or schizophrenia. fMRI analysis pre and post treatment can be then used as a
measure of success of treatments [15], [35], [16].

By applying online and real time classification to the data as it is collected,
neuroscientists acquire feedback during the course of the trial. This facilitates

F. Schwenker and E. Trentin (Eds.): PSL 2011, LNAI 7081, pp. 8–18, 2012.
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neurofeedback and self-regulation type experiments, or for the controller to ad-
just the stimuli in accordance with the subject’s reaction. Typical real-time ex-
periments include using the mind to control an object, such as a pendulum [6],
or a ball in a maze [37], [28]. Similar techniques have been used to allow subjects
to form words using a character map [5]. Other real time experiments include
self-control of specific brain regions, for example those involved in pain percep-
tion [4] or sadness [33]. Such experiments are typically undertaken in a closed
loop brain computer interface (BCI) [8], [36], [3]. Whilst these works process
and classify data points online, classifiers are not updated online. Online clas-
sifiers learn incrementally, after each new instance is acquired. The classifier is
therefore able to update after every scan, and thus adapt with the data.

During fMRI experiments there may be inherent concept drift. This can be
attributed to head motion, physiological changes or low-frequency scanner drift
[24]. In addition to this, as stated by LaConte, (2010), future applications of
fMRI analysis may consider cases where changes in patterns are expected and
are a desirable outcome [24]. Experiments involving performance enhancement,
rehabilitation or therapy expect the brain response to change over time, with
trials being conducted weeks, months or even years apart. In these cases, pre-
trained classifiers will become less relevant and there is a need for a classifier
which adapts and trains over time. LaConte identifies this as one of the current
challenges in fMRI classification.

Unfortunately, in many cases, labelled data is not available beyond an ini-
tial training phase. Semi-supervised learning provides methods where unlabelled
data may be used to update and improve the classifier [29], [34]. One solution,
termed naive labelling, uses the predicted label of the incoming data point for
updates. In our previous work we use naive labelling within an ensemble frame-
work for i.i.d. (shuffled) fMRI data [32]. This approach however, should be used
with caution. If the original classifier is not sufficiently accurate, the online up-
dates may corrupt the the classifier instead of improving it [1]. We found that
with the correct parameter tuning the ensemble approach constrained the po-
tential negative behaviour of a classifier with naive updates. In practise, we do
not have the option of bespoke parameter tuning. This raises a question as to
what is the best strategy when there may be concept drift and unlabelled data.

The situation becomes a catch twenty two. We can either use a fixed pre-
trained classifier which we know will be inaccurate in cases of concept drift, or
naive labelling, which may improve the classifier, but runs the risk of making
it worse. In this paper we propose an alternative way to use naive labelling
within an ensemble framework for streaming fMRI data. We apply what we
term guided updates: the ensemble prediction is taken to be the ‘true’ label and
is used to update each member classifier instead if its own predicted label. In a
related work, [26] also use ensemble labels to boost accuracy in semi-supervised
learning, in an offline co-training approach.

The remainder of the paper is organised as follows. Section 2 describes the
algorithms. Section 3 introduces the dataset and experimental protocol. Our
results are presented in Section 4. Section 5 concludes the paper.
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2 Methods

2.1 Online Linear Discriminant Classifier

For this study we use the online linear discriminant classifier (O-LDC). The
O-LDC is an adaptation of the linear discriminant classifier, as described in [21].
It is chosen here because, in agreement with common wisdom [12], it was found
to be robust and accurate compared to other classifiers for online supervised
fMRI classification [31].

2.2 Naive Labelling

In the absence of known class labels we are forced either to use naive (predicted)
labels for updates, or to rely on a fixed, pre-trained classifier. A classifier which
has been trained solely on a small offline data set is likely to be inaccurate. In
addition to this, any concept drift will render a fixed classifier useless.

Training a classifier with naive labelling does not come without risk. The
classifier may be led astray should updates occur using incorrectly predicted
class labels. This may lead to ‘run-away’ behaviour where the classifier becomes
less accurate as training progresses [1]. The likelihood of runaway classifiers is
related to the amount of offline training data and on how well the underlying data
distribution model is guessed when designing the classifier [18]. It is expected
that the lower the amount of training data, the higher the chances of a runaway
classifier.

2.3 Random Subspace Ensemble

In general, classifier ensembles are less sensitive to noise and redundant features
than an individual classifier. Over-fitting is therefore less prevalent in classifier
ensembles. The Random Subspace ensemble (RS) is a classifier ensemble method
whereby ensemble members are trained on feature subsets rather than on the
entire feature set [14]. The ensemble decision is based on majority voting. By
using RS ensembles the dimensionality of the feature set is reduced, whilst re-
taining the number of training instances. This makes RS ensembles particularly
suitable for datasets with a large feature-to-instance ratio.

A good ensemble should be made up of diverse classifiers. The RS method
generates diversity by training each ensemble member on a different feature
subset. Define X = [x1, . . . , xn]T to be the set of n features. To create an RS
ensemble, we randomly select L feature subsets of size M by drawing without
replacement from a uniform distribution over X. Each subset makes up the
feature set for one of the L classifiers. Each of the L classifiers are trained and
tested using the respective M features. Ensemble decisions are made by majority
vote.

For full-brain fMRI data, the number of features may reach in excess of 80, 000.
With appropriate choices of L and M , the RS algorithm is computationally less
expensive than ensembles which train on all features, or even a single classifier
trained on all the whole dataset. RS ensembles have been shown to perform
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well for offline fMRI data [22] [23]. In [31] we used the RS ensemble for online
classification of labelled fMRI data. [32] shows naive labelling in an ensemble
framework to perform favourably against a fixed ensemble, for i.i.d. (shuffled)
fMRI data, provided sufficient offline training data was available. This study
builds upon our previous work with a modified version of the online naive update
strategy for an ensemble framework, results are shown on streaming fMRI data.

2.4 Guided Update Strategy

Classifier ensembles are deemed to be more accurate than individual classifiers
[19]. Intuitively, as a consequence, the ensemble predicted label is likely to be
more accurate than the predicted label from an individual ensemle member.
We hypothesize that by using the ensemble decision to update the individual
ensemble members we can reduce the likelihood of runaway classifiers. We expect
to see the ensemble with ‘guided’ updates perform better than an ensemble where
its members are updated using their individual predicted labels.

2.5 Theory and Simulations

Before applying the strategy to streaming fMRI data, we first provide the theory
for the i.i.d. case.

Consider an ensemble of L classifiers. The ensemble receives a sequence of N
i.i.d. data points whose class labels are unknown. If the classifiers in the ensemble
are not updated throughout the online run, the ensemble at data point N will be
equally accurate as the starting ensemble. Updating the classifiers can improve
ensemble accuracy.

Two update strategies can be employed, both within the naive labelling
approach.

– Naive (Individual) Update. Each classifier is updated using the label
proposed by the classifier as the true label.

– Guided (Ensemble) Update. Each classifier is updated using the label pro-
posed by the ensemble as the true label.

The naive update can be regarded as a Markov chain where each processed data
point is a step in the chain. Denote the initial accuracy of a classifier by p.
Assume that, if a correct label is used for the update, the accuracy increases to
p + ε, if an incorrect label is used, the accuracy decreases to p − ε, where ε is a
small positive constant. The transition matrix for the update step is

Before the update

After the update
wrong correct

wrong 1 − pt + ε pt − ε
correct 1 − pt − ε pt + ε
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Note that the accuracy is tagged by t, the time step. The transition matrix
contains the current accuracy pt which varies from one step to the next. Thus the
Markov chain is non-homogeneous, and asymptotic distributions are not readily
available.

The probability for correct classification at step t + 1 can be calculated from
the transition matrix

pt+1 = pt(pt + ε) + (1 − pt)(pt − ε) = pt + ε(2pt − 1). (1)

If the classifier is better than chance at the start (p > 0.5), the accuracy is
expected to increase progressively with t. For the naive update method, the
majority vote accuracy does not play a role in the update. Assuming independent
classifiers, the majority vote accuracy will increase with the increase of p.

For the guided update, the probability for correct classification of each indi-
vidual classifier at step t+1 depends on the ensemble accuracy, Pens in addition
to pt

pt+1 = Pens(pt + ε) + (1 − Pens)(pt − ε) = pt + ε(2Pens − 1). (2)

Since for independent individual classifiers Pens > pt, the improvement in the
individual classifier accuracy will benefit the ensemble updates. The assumptions
of i.i.d. data, independent classifiers and that updates lead to improvement (how-
ever small) if the correct label is used, cannot be guaranteed in practice.

Sections 3 and 4 introduce the application of this theory to streaming fMRI
data, and present our results for this non-i.i.d. case.

3 Experiment with fMRI Data

3.1 Dataset: Bangor 1

Bangor 1 is an fMRI dataset from the School of Psychology, Bangor University.
The experiment is of block design. Participants were tasked to invoke negative
emotion for blocks of 20s using negative emotional imagery. Blocks of activ-
ity were alternated with blocks of rest, lasting 14s each. There were 12 blocks
of emotion and 12 blocks of rest. Scans were taken every 2s resulting in 204
brain volumes, which in sequence, represent the change in brain activity over
the course of the experiment. The classification task is to distinguish between
emotion and rest. Each brain volume represents an instance, voxels within the
volume make up the feature set. The true class labels for the instances are taken
to be consistent with the stimulus being presented. This is line with one of the
protocols suggested by Pereira et al. [30]. This does not take into account the
Haemodynamic Reponse Function (HRF), however it is noted that the HRF
varies between subjects, psychological states, experimental conditions and dif-
ferent brain regions [11]. Also, as the transition between brain states is gradual,
it is unclear at which point we should say one state ceases and the next begins.
Assigning labels according to the stimuli standardises the experiment.
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Data was collected on a 3 Tesla Philips Achieva MR scanner (TR = 2 s, TE
= 30 ms, 30 slices, in-plane resolution 2 × 2mm2, 3 mm slice thickness). Pre-
processing of the data was performed using Brainvoyager QX (Braininnovation,
Maastricht, The Netherlands). The data were corrected for intra-subject angular
and translational motion and filtered to remove long-term drift [17].

3.2 Protocol

To simulate a real time scenario, the first 17 instances are taken to form an
offline training sample, T . These instances represent the first block of emotion
and first block of rest in the experiment. Following the recommended procedure
by De Martino et al. [2] in their work on feature selection, we use a univariate
method to pre-select K = 2000 features. An ANOVA test is used on T for feature
selection. The p-value of this test is used to rank the voxels. A subset of the K
voxels with the lowest p-values are chosen as features for the classification. The
remaining 187 instances, in sequence, make up the online training data, S.

An RS ensemble is trained on T using the algorithm described in Section 2.3.
The same base ensemble is used for each of the update strategies. Instances from
S are presented sequentially, with the following procedure being applied:

• Fixed strategy
Ensemble accuracy is tested on the instance. No update is carried out.

• Naive strategy
Ensemble accuracy is tested on the instance. Ensemble is updated using pre-
dicted labels from the individual classifiers.

• Guided strategy
Ensemble accuracy is tested on the instance. Ensemble is updated using the
ensemble decision.

We repeat the experiment for parameters L = [5, 9, 13], M = [20, 50, 100, 250].

4 Results

For each time-step t the cumulative error is calculated as
∑ t

j=0 e(j)

n , where e(j)
is 0, if the ensemble has labelled the point at time j correctly, and 1, otherwise.
Figure 1 plots of the cumulative error scores over time for parameters L = 13
and M = 20. The vertical lines indicate the class boundaries. The plot is taken
from t = 25, for lower values of t the plot appears noisy due to the calculation
of the cumulative error. Residual noise in the plot can be seen by the apparent
decline in error of the fixed ensemble up to t = 60. From this point, the error of
the fixed ensemble stabilises at 22.5%, the error of the other ensembles continues
to decline showing that the ensembles learn and adapt with the data.

The presence of a sequence of multiple instances from the same class (due to
the block design of the experiment) can be seen to affect the ensembles in that
with every class change a small peak is seen in the error level. This peak arises
where the ensemble sees data points from the ‘transition’ period, where the true
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Fig. 1. Cumulative error progression comparing the three strategies for L = 13, M =
20. Vertical lines represent class boundaries.

state of the brain is uncertain. The transition is the period when we expect the
ensemble to make most mistakes.

The ‘final’ error scores for all parameter combinations, taken at t = 187, are
given in Table 1.

Table 1. Error (%) ‘F’, ‘N’ and ‘G’ correspond to Fixed, Naive and Guided strategies
respectively

M = 20 M = 50 M = 100 M = 250
F N G F N G F N G F N G

L = 5 22.2 19.6 18.35 21.7 18.9 18.2 22.0 19.6 19.5 22.0 20.2 21.22
L = 9 22.0 18.9 17.8 21.9 18.6 18.1 22.0 18.9 19.4 22.0 20.9 22.1
L = 13 21.8 18.9 17.95 21.9 18.4 17.8 22.0 19.1 19.4 22.0 20.6 21.9

Direct comparison of the naive and guided strategies with the fixed ensemble
is offered in Table 2. Strategies which perform better than the fixed classifier
are indicated by a ‘+’, strategies which perform worse are indicated by a ‘−’.
Significant results, tested using a paired t-test with significance α = 0.05, are
indicated by ⊕ and � respectively. Both the naive and guided ensembles can be
seen to perform significantly better than the fixed ensemble for the vast majority
of parameters.

For each strategy and parameter set, strategies are tested in a pairwise man-
ner. Results are tested for significance using a paired t-test (at significance
α = 0.05). We compare both the final error scores and the average error. The
average error corresponds to the area under the curve and thus gives an indica-
tion of the learning capability of the strategy. As we have 12 parameter sets and
3 strategies, a total of 36 pairwise comparisons are made. The numbers of wins
versus losses are plotted in Figure 2. The best point is at 24 wins and 0 losses,
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Table 2. Direct comparison of the naive and guided strategies with the fixed ensem-
ble. Strategies which perform better than the fixed classifier are indicated by a ‘+’,
strategies which perform worse are indicated by a ‘−’. Significant results are indicated
by ⊕ and � respectively.

L = 5 L = 9 L = 13
Naive Guided Naive Guided Naive Guided

M = 20 ⊕ ⊕ ⊕ ⊕ ⊕ ⊕
M = 50 ⊕ ⊕ ⊕ ⊕ ⊕ ⊕
M = 100 ⊕ ⊕ ⊕ ⊕ ⊕ ⊕
M = 250 ⊕ ⊕ ⊕ - ⊕ +

the worst point at 0 wins and 24 losses. The fixed strategy is seen to have the
worst results in each plot. The guided strategy performs best, albeit by a small
amount. This indicates that using the ensemble decision to update the classifiers
is beneficial. Making use of the higher accuracy of the ensemble decision con-
strains potential runaway behaviour in individual ensemble members, which in
turn leads to a more accurate ensemble.

Average Error: All Average Error: Significant
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Fig. 2. Pairwise wins vs losses. Significance calculated at α = 0.05.
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5 Conclusion

Real-time fMRI classification faces challenges of unlabelled data and concept
drift. This study proposes a solution in the form of classifier ensembles. The
solutions have been tested and illustrated on streaming fMRI data. The experi-
ments show that the ensembles benefit from updating during the online phase.
Both proposed update strategies are shown to perform significantly better than
the fixed strategy across a variety of parameters.

The guided update strategy offers a possible solution to the combination of
unlabelled data and concept drift. Results from the update strategy compare well
with the standard naive classifier ensemble, and perform significantly better than
the fixed classifier ensemble. The guided ensemble has the lowest error score of
the three ensembles tested in seven out of twelve parameter combinations.

Future work may apply the strategies across a wider range of parameters, and
on more datasets, in particular those with known concept drift. Other direc-
tions include combining the strategy with different base classifiers or a different
ensemble framework or voting strategy.
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Bangor 1 dataset.
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Abstract. Automatic emotion classification is a task that has been sub-
ject of study from very different approaches. Previous research proves
that similar performance to humans can be achieved by adequate combi-
nation of modalities and features. Nevertheless, large amounts of training
data seem necessary to reach a similar level of accurate automatic classi-
fication. The labelling of training, validation and test sets is generally a
difficult and time consuming task that restricts the experiments. There-
fore, in this work we aim at studying self and active training methods
and their performance in the task of emotion classification from speech
data to reduce annotation costs. The results are compared, using con-
fusion matrices, with the human perception capabilities and supervised
training experiments, yielding similar accuracies.

Keywords: Human perception of emotion, automatic emotion classi-
fication, semi-supervised learning, active learning, emotion recognition
from speech.

1 Introduction

Emotion classification relies, as all classification problems, in the features that
support it and their variability for the different classes considered. Literature
shows that in the case of emotion classification, there exist many situations
where not even an expert - human - is capable of emitting a decision with
absolute confidence, due to real overlappings between the different classes. For
these scenarios, where cross-class confusions are unavoidable in some cases, large
training sets are often required in order to achieve accurate enough results.

Previous research aimed at emulating human perception capabilities shows
that by means of choosing appropriate feature sets and exhaustive training,
similar accuracies and confusions may be obtained by using large training sets.
This, however, implies a tedious labelling process conducted by experts which, in
general, may represent a very expensive and time consuming effort. Further, not
all manual annotations might improve the automatic classifier’s performance,
as uninformative data (e.g. data far from decision boundaries) hardly influences
the discriminative performance of the classifier.

F. Schwenker and E. Trentin (Eds.): PSL 2011, LNAI 7081, pp. 19–31, 2012.
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Obtaining unlabelled samples, however, does not necessarily incur in high
costs and large amounts of data should be exploitable even without annotations.
For this reason, there is continuous research being conducted with the aim of
using unlabelled data for training. To make use of this unlabeled training data,
different approaches and research lines, each of them focusing on different prop-
erties of the training process, exist. There is research conducted, for example, on
semi-supervised learning, where both labelled and unlabelled data are used for
model training ([3], [20], [2]), unsupervised learning, where only unlabelled data
is used (eg. Clustering algorithms - [4]) or active learning, where the system is
allowed to choose its training data from a pool of samples [8].

In this work we use both a semi-supervised approach based on k-nearest neigh-
bor algorithm providing preliminary fuzzy estimates and an active learning ap-
proach for training multi-classifier multi-class support vector machines (SVM).
Eight separate feature sets extracted from speech data are combined to assess
the performance on a standard emotion dataset.

The remainder of the paper is organized as follows: Section 3 introduces the
used datasets and the human perception benchmarks, reported as confusion
matrices. Section 4 then describes the employed feature sets, as well as the
encoding of sequential features. The experimental setup is briefly described in
Section 2 and the results are reported in Section 5. The automatic classification
performances are then compared with the human perception in Section 6, and
Section 7 concludes the paper.

2 Methods

The experiments were conducted on the full WaSeP dataset with six target
categories. The gender-independent experiment was conducted with data from
both male and female speakers. For each feature set and class, two hidden
Markov models (HMM) are trained with male-only data and another 2 with
female-only data. To train the SVM, also equal amount of data from male and
female speakers was used. Results were calculated without considering whether
the test samples were produced by a male or female speaker. In the following
the three separate experimental setups are introduced briefly.

2.1 Supervised Learning Experiment

For the supervised learning, which serves as a benchmark for the latter experi-
ments, we utilized the F2SVM introduced in [16]. For each feature set an F2SVM
was trained separately. The different fuzzy outputs of each SVM are combined
by a simple multiplication fusion and normalization. A ten fold cross validation
with a 90% training and 10% test data-set split for the evaluation was conducted.

2.2 Self-training Experiment

In this experiment, we would like to aim at automatically generate fuzzy la-
bels for unseen data, starting from a small reference set, for which labels are
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available, before training the same F2SVM architecture as in Section 2.1. Al-
though there exist different techniques for self-training, only k-nearest neigh-
bour (k-NN) is utilized in this work, with k = 5. For each unlabeled point, a
new fuzzy label is generated by averaging the labels of the closest k reference
points. The newly generated label is then included into the reference set and
considered as correct for all the still unlabeled samples, thereby the reference set
increases iteratively. The iterations are repeated for all the unseen data-points.
When the new fuzzy labels are generated, the SVMs are trained in a supervised
style, assuming that the automatically generated labels are correct, leading to
a semi-supervised approach. In order to control the amount of error introduced
by the automatically generated labels, they are processed discrimination process
with a pivot parameter p. Labels with a confidence higher than p are used for
training the SVMs and those with a lower confidence are discarded. A graphical
representation of the process and the training set selection can be seen in Figures
1 and 2 respectively.

Initially
Labeled

Data

Unlabeled 
Data

Reference

k-NN

Reference

Confidence > p? Discard

Test

SVM Training

Trained SVM

Fuzzy 
Classification

Stop

Yes

No

Automatic Labeling Process Confident Label Selection & Evaluation

Fig. 1. k-NN Flow Chart

2.3 Active Learning Experiment

Traditional machine learning approaches rely on a large amount of labelled data
distributed over the feature spaces with as much information as possible con-
cerning the underlying generative distribution. These experiments are aimed at
reducing the required amount of training data by letting the system choose the
samples itself. The most striking research question here is of course the choice
and selection of the most relevant samples that could improve the performance.

First of all, the whole available dataset with available labels is divided in two
groups (i.e. training and test1). The training set, represents the pool of available

1 Note that the test set remains unchanged during the whole process.



22 J. Esparza, S. Scherer, and F. Schwenker

Labeled

Not
Labeled

Labeled

k-NN
Label

Labeled

k-NN
Conf > p

k-NN
Conf < p

Training

Post k-NN
sets

Initial
sets

Sets
discriminated 
by confidence

Final
training

set

Fig. 2. k-NN Training sets

Training

Eval.
Eval.

Eval.
Eval.

Training
Training

Training

Test

Fig. 3. Active learning training-evaluation-test sets evolution

data from which the system will decide on every iteration which labels it wants to
have labels for and use for training. The evolution of the sets over the iterations
is represented in Figure 3.

A small number of labels is initially used for the training, then evaluation is
conducted on the unused training points. For each of these points, the SVMs
produce a fuzzy output label that represents the degree of membership to all
the classes. The accumulated membership to the classes must be equal to 1 and,
therefore, considering the highest membership in one label also accounts for the
most likely class. It is then possible to define the confidence of the label as the
degree of membership to the most likely class.

Considering only the most likely class for each label can be assumed to provide
a measure of how confident a decision is. In this case the more confident a decision
might be the less relevant for improvement it might be. Under this assumption, it
makes sense to believe that low confidence labels are the ones that the system has
trouble in classifying. Further, while considering the architecture of the utilized
classifiers, i.e. F2SVM, low values indicate proximity to the decision boundary.
Therefore, these samples might be the most informative influencing the decision
boundary in further iterations. On the other hand, for the output labels that
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show a good confidence, the system does not require more information since they
represent an easier task for it. A flow chart representing the whole learning and
evaluation process is presented in Figure 4.

3 Dataset Description

The experiments in this work are based on the “Corpus of spoken words for
studies of auditory speech and emotional prosody processing” (WaSeP c©) [19],
which consists of two main parts: a collection of German nouns and a collection
of phonetically balanced pseudo words, which correspond to the phonetical rules
of German language, such as “hebof”, “kebil”, or “sepau”. For this study the
pseudo words have been chosen as the basis. This pseudo word set consists of 222
words, repeatedly uttered by a male and a female actor in six different emotional
prosodies: neutral, joy, sadness, anger, fear, and disgust. The average duration
of the speech signals depends on the specific emotion, ranging from .75 sec. in
the case of the “neutral” prosody, to 1.70 sec. in the case of “disgust”. The
data was recorded using a Sony TCD-D7 DAT-recorder and the Sennheiser MD
425 microphone in an acoustic chamber with a 44.1 kHz sample rate and later
down-sampled to 16 kHz with a 16 bit resolution. Furthermore, a perception
test has been conducted with 74 native German listeners, who were asked to
rate and name the category or prosody that they were just listening to, resulting
in an overall accuracy of 78.53%. Table 1 shows the confusion matrix of the
human perception test. It was also observed that the most confused emotion is
“disgust”, which is conform with the assumptions of [12].
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Table 1. Confusion matrix of the human performance test generated from the available
labels for each of the utterances listed in the WaSeP database, [18]

F D H N S A

Fear 0.77 0.01 0.08 0.03 0.10 0.01
Disgust 0.05 0.72 0.06 0.03 0.07 0.07
Happiness 0.01 0.00 0.75 0.22 0.02 0.00
Neutral 0.01 0.02 0.05 0.79 0.00 0.13
Sadness 0.05 0.01 0.04 0.13 0.76 0.01
Anger 0.01 0.03 0.00 0.01 0.01 0.94

4 Features

In similar work, different combinations of audio features are said to perform well
in classification of emotional audio data [7]. Given the characteristics of the used
data set, the chosen features for this work are the following:

1. MFCC / ΔMFCC : based on the human perceptual scale of pitches. For the
MFCC extraction a window length of 25 ms and a shift time of 10 ms is
used, with a total of 20 cepstral coefficients, as well as their derivatives [11].

2. modSpec: implemented in an attempt to measure the modulation of the spec-
tral coefficients. This is a way of accounting how much and how fast the
features vary over time [9,5].

3. Voice Quality: the dynamic use of voice qualities in spoken language can
reveal useful information on a speakers attitude, mood and affective states.
The exact set of the utilized features is described in detail in [13].

4. f0: it is possible to obtain different values of f0 over time. From the f0 trail
different statistics are calculated: mean, standard deviation, maximum and
quartile values, forming the feature set.

5. Energy: the frame average energy is calculated using a window size of 32 ms
with an overlap of 16 ms. Similar statistics to those of f0 are used for this.

6. PLP : perceptual linear predictive (PLP) analysis is based on perceptually
and biologically motivated concepts, the critical bands, and the equal loud-
ness curves, as described in [6].

7. Periodicity: This set is designed based on correlation measures of the speech
signals. From the idea that vowels have a higher periodicity than consonants,
this measures can be considered as an indicator of the syllables speed. For
this purpose, different statistics from the relation of periodic segments over
the total length are used as feature. Similar parameters are also obtained
from the energy distribution.

Emotion classification from speech data proves to be a challenging problem due
to the sequential nature of the data. Therefore, dynamic features extracted on
short segments of speech (32ms windows) are useful for the classification of ex-
pressive clips. However, in order to be able to compare and combine these sequen-
tial features in a multi-classifier architecture with static features it is necessary
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to encode them into vectors of a fixed length. There exist different approaches
for dealing with this type of situations. In this work, vectorial HMM, as in [1],
are used to encode the sequential data to a new representation space, where
every sequence can be represented in terms of a fixed number of dimensions.

Additionally, since the feature spaces are usually very heterogeneous, data
normalization is performed. During the training of the system, mean and stan-
dard deviation (μtrain and σtrain) are calculated in each feature domain and for
each class, prior to the HMM training. To remove the effect of outliers, all values
above and below the 95% and 5% percentiles, respectively, are discarded. With
the normalized data, the HMM are trained and the same normalization values
(μtrain and σtrain) are later used to normalize the unseen data in the test step,
before calculating their likelihood values.

5 Experiments

Confusion matrices have been computed to analyse decisions. Every row sums
up to one, showing how much data from one class is classified by the system as
belonging to any of the possible ones. The columns (which do not necessarily
sum up to one) show how much data from all classes is classified as part of a
given one. Results for supervised learning experiment results are also included
for comparison with the partially-supervised experiments performance.

5.1 Supervised Learning

The classification accuracy in the gender-independent test is resulted in an aver-
age accuracy of 84%. Happiness produces the lowest number of hits, being highly
confused with fear and neutral. A paired t-test shows a highly statistically signif-
icant improvement for the fusion over the single best feature set, namely MFCC
(p < .001). For example, in the case of disgust or happiness (the categories with
the lowest accuracy), an increase of .08 in F1 measure can be achieved. The
confusion matrix is shown in Table 2.

Table 2. Confusion matrix of fused features for the gender-independent automatic
classification experiments, conducted with the WaSeP dataset

F D H N S A

Fear 0.80 0.03 0.08 0.01 0.02 0.06
Disgust 0.01 0.88 0.05 0.00 0.04 0.03
Happiness 0.08 0.02 0.71 0.12 0.04 0.03
Neutral 0.00 0.01 0.16 0.82 0.01 0.00
Sadness 0.02 0.00 0.03 0.01 0.95 0.00
Anger 0.01 0.07 0.02 0.03 0.00 0.86

5.2 Self-training Experiment

Several experiments have been conducted within this approach with the aim
to produce a significant improvement in the classification performance when the
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Discrimination parameter p

F D H N S A

Fear 0.58 0.05 0.14 0.04 0.08 0.12
Disgust 0.05 0.71 0.04 0.02 0.09 0.08
Happiness 0.16 0.13 0.34 0.17 0.12 0.09
Neutral 0.04 0.06 0.13 0.74 0.02 0.01
Sadness 0.01 0.02 0.01 0.01 0.95 0.00
Anger 0.04 0.09 0.02 0.06 0.02 0.76

F D H N S A

Fear 0.65 0.02 0.15 0.06 0.07 0.05
Disgust 0.05 0.77 0.05 0.01 0.05 0.06
Happiness 0.12 0.10 0.50 0.17 0.07 0.04
Neutral 0.02 0.07 0.17 0.73 0.01 0.00
Sadness 0.03 0.02 0.03 0.02 0.91 0.00
Anger 0.03 0.09 0.03 0.04 0.01 0.80

F D H N S A

Fear 0.63 0.04 0.18 0.04 0.06 0.05
Disgust 0.05 0.77 0.08 0.01 0.05 0.05
Happiness 0.10 0.08 0.50 0.16 0.07 0.08
Neutral 0.02 0.06 0.14 0.74 0.01 0.01
Sadness 0.03 0.02 0.02 0.02 0.92 0.00
Anger 0.06 0.07 0.04 0.04 0.00 0.79

Fig. 5. Average accuracy obtained for different values of the discrimination parameter
p. The confusion matrices obtained for values of p 0.1 and 0.8 are shown. As well as
these, the confusion matrix that represent the baseline for this experiment is obtained
for a value of p equal to 1, since this is the highest value of the discrimination parameter
and only real labels are able of reaching it.

system is trained with a reduced set of crisp labels, extended with a large number
of fuzzy automatically generated labels.

The baseline in this experiment has been lowered to resemble a situation with
small amounts of data available. This baseline provides an average accuracy of
73% for the gender-independent case, with only 20 samples per emotional cate-
gory available. A sweep analysis over the parameter p shows that the maximum
is found for a discrimination value of p = 0.8, achieving also an average of 73%.
Graphical representation of this analysis is shown in Figure 5, where gender-
independent results obtained are also shown as confusion matrices for values of
the discrimination parameter p equal to 0.1, 0.8 and 1. Since no improvement
is observed by extending the SVM training set with automatically labelled sam-
ples, it seems logical to believe that either the used confidence measure is not
valid or the generated kNN labels contain too much error.

A second experiment has been carried out to check the effect of the error
introduced into the labels by the k-NN algorithm. For this purpose, a larger
reference set was used for generating k-NN labels, but not completely used for
training the SVMs, as described in Figure 6. In this way it is possible to observe
the effect of the discriminative parameter p over the system accuracy, as shown
in Figure 7.

5.3 Active Learning Experiment

In the iterative training and evaluation process, each iteration represents an
increase of 10 samples in the training set. For evaluation of the results obtained in
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Fig. 7. Classification accuracy for different values of p using k-NN labels generated
with a large reference set. The reference set was later reduced and only a 10% of it was
used in the SVM training together with the new labels.

this section, Figure 8 has been generated. This figure shows the average accuracy
of the trained system for each step of the iterative process. Table 3 shows the
confusion matrix of the active learning experiment after the last iteration (with
all the available training data used). Average accuracy in this case, 88.2% is
higher than the 84% obtained in section 5.1 due to a larger training set utilized
for a better representation of the effect produced by the active learning. Further,
it should be noted that after only a few iterations some sort of saturation point
is reached, that comprises only a small portion of the available data for training.
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Fig. 8. Active learning accuracy over iterations, for the gender-independent case con-
ducted with the WaSeP dataset. Each iteration represents 10 new labels used for
training.

Table 3. Confusion matrix of the gender-independent active learning experiments

F D H N S A

Fear 0.83 0.01 0.11 0.01 0.01 0.02
Disgust 0.01 0.89 0.05 0.01 0.02 0.03
Happiness 0.05 0.02 0.79 0.10 0.02 0.02
Neutral 0.01 0.00 0.10 0.88 0.00 0.01
Sadness 0.01 0.00 0.02 0.01 0.97 0.00
Anger 0.01 0.02 0.02 0.01 0.00 0.93

6 Discussion

The confusion matrix provided in Section 5 provides a good basis for the com-
parison of human and machine capabilities and errors, as well as the different
training approaches under study. A first glance at the numbers shows that hu-
man and machine performances are quite similar on an overall scale. With the
WaSeP dataset, the 84% accuracy rate obtained is exactly the same as that of
humans in average. These figures, however, shall be used to compare the wellness
of the experiments conducted within the partially-supervised framework.

As for the semi-supervised experiments with the data labelled by the k-NN
algorithm, analysis of the obtained results (see Figure 5) shows that the use
of unlabelled data in the training process does not improve the baseline. The
baseline in this experiment has been lowered to resemble a situation with small
amounts of data available (i.e. only 20 samples per category). This baseline
provides an average accuracy of 73% for the gender-independent case. As already
commented in section 5.2, a sweep simulation over different values of p was
conducted, finding its maximum at p = 0.8. This maximum, however, is not
an increase with respect to the case where no unlabelled data is considered for
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training. Given the large amount of automatically generated labels used in the
training, it is wise to think that the style in which the experiments were designed
was not correct. There might be different reasons for this, like a bad selection
of the confidence measure or the excessive amount of error present in the self-
labelled samples. Assuming that the chosen confidence measure is correct, better
results are to be expected if the artificial labels are more accurately generated. To
prove this assumption, a second experiment has been conducted where the aim
was to reduce the error artificially put into the k-NN labels. The set of labelled
data used for training the SVMs is now reduced in order to be able to measure the
accuracy with most of the training data obtained by the k-NN process. As can
bee seen in Figure 7, when not a large amount of error is introduced artificially,
good performance improvements can be achieved if training with unlabelled data.
It makes sense to believe that with an automatically labelling algorithm that
inserts less error than k-NN it may be possible to use semi-supervised learning
with good accuracy results. As, the utilised confidence measure proved to give
good results when the artificial labels contain more correct information.

In opposition to the poor results encountered with the semi-supervised ap-
proach, active learning proved to be a very good approach for reducing the
amount of labelled data required. It can be seen that after approximately 60
iterations (100 training samples per class) the accuracy already reaches a sim-
ilar level performance to that of the supervised learning approach, using twice
as much data. This means a large reduction of the required amount of labelled
data, proving that the approach works and produces good results. In Figure 8
it is observed that after a certain iteration, the addition of new labelled data
does not lead to an accuracy increase. We can, therefore, affirm that the active
learning works well and can significantly reduce the required amount of data
without penalising the obtained results.

7 Conclusions

In the task of emotion classification, there is documented prove that humans
perform with higher error rates than in other recognition tasks. In this work,
we compared automatic emotion classification with the human performance and
studied different partially supervised approaches for training a classifier. In par-
ticular, we proved that a semi-supervised approach with artificial labels gener-
ated by k-NN does not produce good results due to a large amount of error
introduced automatically by the system. In opposition to these, good results
were obtained for experiments conducted in an active learning style, where a
reduction of the training data with respect to the supervised training case still
produces an accuracy comparable to that achieved in the human perception
tests. Future work should include the study of more sophisticated self-labelling
methods in order to improve the poor self-training results obtained. As for the
active training, different approaches to the one utilized exist and should also be
studied [15,14,10,17]. Further, as the utilized datasets were composed of acted
speech segments, future work should include the study of natural data as well as a
deeper knowledge of the representative characteristics of each different emotion.



30 J. Esparza, S. Scherer, and F. Schwenker

Acknowledgment. This paper is based on work done within the Transregional
Collaborative Reserach Centre SFB/TRR 62 Companion Technology for Cogni-
tive Technical Systems funded by the German Research Foundation (DFG).

References

1. Bicego, M., Murino, V., Figueiredo, M.: Similarity-Based Clustering of Sequences
using Hidden Markov Models. In: Perner, P., Rosenfeld, A. (eds.) MLDM 2003.
LNCS, vol. 2734, pp. 95–104. Springer, Heidelberg (2003)

2. Blum, A., Mitchell, T.: Combining labeled and unlabeled data with co-training.
In: Proceedings of the Eleventh Annual Conference on Computational Learning
Theory, COLT 1998, pp. 92–100. ACM, New York (1998)

3. Druck, G., Mann, G., McCallum, A.: Learning from labeled features using gener-
alized expectation criteria. In: Proceedings of the 31st Annual International ACM
SIGIR Conference on Research and Development in Information Retrieval, SIGIR
2008, pp. 595–602. ACM, New York (2008)

4. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification, 2nd edn. Wiley, New
York (2001)

5. Hermansky, H.: The modulation spectrum in automatic recognition of speech. In:
Proceedings of IEEE Workshop on Automatic Speech Recognition and Understand-
ing, pp. 140–147. IEEE (1997)

6. Hermansky, H., Morgan, N.: Rasta processing of speech. IEEE Transactions on
Speech and Audio Processing, special issue on Robust Speech Recognition 2, 578–
589 (1994)

7. Li, D., Sethi, I.K., Dimitrova, N., McGee, T.: Classification of general audio data
for content-based retrieval. Pattern Recognition Letters 22(5), 533–544 (2001)

8. Lomasky, R., Brodley, C.E., Aernecke, M., Walt, D., Friedl, M.: Active Class Selec-
tion. In: Kok, J.N., Koronacki, J., Lopez de Mantaras, R., Matwin, S., Mladenič, D.,
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Abstract. A semi-supervised version of Fisher’s linear discriminant
analysis is presented. As opposed to virtually all other approaches to
semi-supervision, no assumptions on the data distribution are made,
apart from the ones explicitly or implicitly present in standard super-
vised learning. Our approach exploits the fact that the parameters that
are to be estimated in linear discriminant analysis fulfill particular re-
lations that link label-dependent with label-independent quantities. In
this way, the later type of parameters, which can be estimated based on
unlabeled data, impose constraints on the former and lead to a reduction
in variability of the label dependent estimates. As a result, the perfor-
mance of our semi-supervised linear discriminant is expected to improve
over that of its supervised equal and typically does not deteriorate with
increasing numbers of unlabeled data.

1 Introduction

We devise a semi-supervised scheme tailored to classical, widely-used, maxi-
mum likelihood-based linear discriminant analysis (LDA) [14] (a.k.a. Fisher lin-
ear discriminant, or normal-based linear discriminant function [18]). The build
on a principle that has been presented in an earlier work on semi-supervision
for nearest mean classification [15]. It suggests to exploit known relationships
between the class-specific parameters to be estimated in the learning phase and
certain label-independent statistics. Enforcing these constraints during semi-
supervision, yields label-dependent estimates that have smaller expected devia-
tion from the true parameter value, which, in turn, lead to reduced classification
errors. Where [15] presents a straightforward way to enforce labeled-unlabeled
constraints merely involving class means and overall means, in this paper we
show how to deal with known constraints on the second order moments. These
moments are relevant to LDA and somewhat more difficult to deal with.
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A key feature of the approach is that no assumptions beyond those intrinsically
present in the parameters have to be made. This is in contrast with the major
share of the current approaches to semi-supervised learning that stress the need
for additional assumptions on the available data, such as the cluster assumption,
the smoothness assumption, the assumption of low density separation, and the
manifold assumption [6,20,24]. As soon as the underlying model assumptions do
not fit the data, however, there is the real risk that adding unlabeled data leads
to a severe deterioration of classification performance [7,8,19].

The next section continuous with an overview of closest related work and
introduces, among others, so-called self-learning or self-training. Section 3 re-
capitulates [15], which discusses nearest mean classification and illustrates the
suggested approach in some more detail. Subsequently, Section 4 provides a par-
ticular implementation of the main idea geared to semi-supervision for LDA.
Section 5 provides experimental results on various real-world data sets in which
our constrained approach is compared to regular LDA and self-learned LDA.
Section 6 completes the paper, providing a discussion and conclusions.

2 Related Work

There are few works that focus on semi-supervised LDA in particular. The most
relevant contributions come from statistics and have been published mainly in
the sixties and seventies. Hartley and Rao [12] suggest to maximize the likelihood
over all permutations of possible labelings for the unlabeled data. Realizing that
this approach is infeasible, [16,17] proposes to follow an iteratively maximization
of the likelihood. In a first step, the linear discriminant is trained on the labeled
data only. This trained classifier is then used to label all unlabeled instances.
Together with the already labeled data, all now-labeled data is employed to
retrain the classifier based on which one can relabel the initially unlabeled data.
This process of relabeling originally unlabeled data may be repeated until all
these instances do not change label anymore.

The former is basically a form of what nowadays is also known as self-learning,
self-training, Yarowsy’s algortihm [22]. The appealing feature of self-learning is
that it basically can be used to train any known classification scheme in a semi-
supervised way. When dealing with density-based, generative classifiers, one can
avoid the hard assignments in every iteration of self-learning, explicitly include
a term for the unlabeled data in the probabilistic model, and maximize its likeli-
hood. Typically, the use of an expectation maximization algorithm is necessary
to optimize the parameters in these models [19]. The similarity between meth-
ods using self-learning and expectation maximization, in some cases equivalence
even, has been noted in various papers, e.g. [1,3], and it is to no surprise that such
approaches suffer from the same drawback: As soon as the underlying model as-
sumptions do not fit the data, there is the risk that adding unlabeled data leads
to a substantial decrease of classification performance [7,8,19].
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An approach seemingly different from self-learning goes under the name of
label propagation. It makes a smoothness assumption that is expressed in the
supposition that closer data points tend to belong to the same class. Various
instantiations of this idea exist, most of which are closely related to graph-based,
manifold learning, or spectral clustering methods [21,23,5]. The propagation of
label information through such graph structure can also be thought of as a
particular instance of the iterative expectation maximization and self-learning
methods, especially if the underlying classifier is, for instance, a Parzen or a
k nearest neighbor classifier. Another, more explicit connection between self-
learning and graph-based propagation methods can be found in [9].

We note that there are also semi-supervised approach to LDA as a dimen-
sionality reduction technique. As we consider LDA as a classifier, we do not
discuss these approach here except for the work in [10], which comes close to
ours in some sense. It aims to improve the estimates of particular parameters
by including unlabeled data in the estimation procedure as well. It notes that
the Fisher criterion, which typically employs the between-class and within-class
covariance can also be expressed in such a way that the total covariance matrix
replaces one of the other two (cf. [11]). Obviously, the total covariance can be
better estimated using all data, both labeled and unlabeled, which in turn might
result in better performance of the dimensionality reduction scheme. Our work,
however, aims at LDA for classification in which the total covariance does not
directly play a role and therefore we cannot resort to the simple and straightfor-
ward suggestion made in [10]. Still, the possibility to have such an ameliorated
estimate of a covariance matrix is also at the basis of our approach as will be
clarified in Section 4. In the next section, however, we first provide a brief review
of constrained nearest mean classification for semi-supervision [15].

3 Semi-supervised Nearest Means

The semi-supervised version of the nearest mean classifier (NMC) proposed in
[15] is rather simple but seems effective nonetheless. Firstly, note that when
employing an NMC, the K class means, mi with i ∈ {1, . . . , K}, and the overall
mean of the data, m, fulfill the constraint

m =
K∑

i=1

pimi , (1)

where pi is the prior of class i. Now, when we have additional unlabeled data,
one can improve the estimate of m, because it does not depend on labeled data.
In this case, the constraint in Eqation (1) is violated, however. The core idea in
[15] is that one can get improved estimates of the class means by adapting them
such that the constraint is fulfilled again.

The solution from [15] simply alters all K sample class means mi by the same
shift such that the overall sample mean m′ =

∑K
i=1 pim

′
i of the shifted class

means m′
i coincides with the total sample mean mt. The latter overall mean has
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been obtained using all data, both labeled and unlabeled. More precisely, one
performs the following update of the class means

m′
i = mi −

K∑
i=1

pimi + mt (2)

for which one can easily check that
∑K

i=1 pim
′
i indeed equals mt.

4 Semi-supervised LDA

Equation (1) constrains the possible configurations that the class means can take
on by linking label dependent parameters with label independent parameters. For
LDA, an additional, known constraint that provides such parameter constraints
equates the sum of the estimates of the between-class covariance matrix B and
within-class covariance W to the total covariance over all data T (cf. [11]), i.e.,

T = W + B , (3)

where

T :=
1
N

K∑
i=1

Ni∑
j=1

(xi,j − m)(xi,j − m)t =
1
N

N∑
n=1

(xn − m)(xn − m)t (4)

in which xi,j is the jth feature vector from class i, Ni is the number of samples
from class i, m is the estimated overall mean, and N is the total number of
samples. The index n enumerates all instances in the data set and makes explicit
that T can indeed be determined in a label-independent way. For the remaining
variable in Equation (3), we have the following definitions.

W :=
K∑

i=1

piCi , (5)

where Ci is the estimated covariance matrix for class i, and

B :=
K∑

i=1

pi(mi − m)(mi − m)t . (6)

The parameters of interest for LDA are the class means mi and the within-class
covariance matrix W and we would like to estimate these parameters from both
labeled and unlabeled data under the constraints provided by Equations (1) and
(3). In both equations the left hand side is fixed and determined by all data
available, both labeled and unlabeled. Let us denote the estimated total mean
based on all of the data by μ and let the corresponding total covariance matrix
be denoted by Θ; m and T are the corresponding mean and covariance based
only on the labeled data. The matrices W and B, the vectors mi, and the scalars
pi are the free parameters to be determined.
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Now, we suggest the following—in principle—very easy and effective solution.
To start with, transform every labeled datum x as follows:

x ← Θ
1
2 T− 1

2 (x − m) + μ . (7)

The transformation sees to it that the overall mean and covariance statistics
of the labeled data match the respective statistics as measured on all data.
That is, on the transformed data, the corresponding m and T equal μ and Θ,
respectively. Finally, the crucial idea is to simply train a regular LDA in this
transformed space. The estimates for mi and W obtained in this way are our
semi-supervised estimates.

By means of Equation (6) we can also determine the corresponding B in the
transformed space and by construction we now have

μ =
K∑

i=1

pimi (8)

and
Θ = W + B . (9)

Because the transformation that is applied is affine, we can actually estimate
the mis and the W directly in the original space. Given the class means m′

i and
the within-class covariance matrix W′ determined on the labeled data only, we
can write

mi = Θ
1
2 T− 1

2 (m′
i − m) + μ (10)

and
W = Θ

1
2 T− 1

2 W′Θ
1
2 T− 1

2 , (11)

which expresses the mi and W in terms of first and second order statistics in
the original space.

Note that the foregoing transformation is not necessarily unique and it de-
pends on the precise definition of what is meant by the square root of a matrix.
One consequence of this is that the transformation might not have the proper
invariance properties, e.g. it might not be invariant to linear transformations.
For that reason, we always pre-whiten the data such that Θ = I or T = I and
determine the data transformation starting from the pre-whitened data.

Note also that in the foregoing, it has been tacitly assumed that the matrix T
is not singular, which is rather restrictive considering that semi-supervision may
especially be interesting in case there are only few labeled instances available.
Therefore, in the remainder, we replace the inverse with the Moore-Penrose
generalized matrix inverse even though more clever choices might be possible.

5 Experimental Setup and Results

We carried out several experiments to substantiate some of the earlier find-
ings and claims and to potentially further our understanding of the novel semi-
supervised approach. We are interested to what extent LDA can be improved
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by semi-supervision and a comparison is made to the standard, supervised set-
ting and an LDA trained by means of self-learning [16,22]. Similar results are
obtained by explicit EM approaches [12,19].

As it is not directly of interest to this work, we do not consider learning curves
for the number of labeled observations. We experimented mainly with ten and a
hundred labeled training objects in total. In all cases we made sure every class has
at least one training sample. We do consider learning curves as a function of the
number of unlabeled instances. This setting easily disclosed both the sensitivity
of the self-learning to an abundance of unlabeled data and the improvements
that may generally be obtained given various quantities of unlabeled data. The
number of unlabeled objects considered in the main experiments are 2, 8, 32,
128, 512, 2048, and 8192.

In the experiments, we occasionally suffer from a singular within-class covari-
ance matrix, whose inverse is needed to apply LDA. Like for T, the problem is
essentially solved by proper use of a Moore-Penrose generalized inverse for W,
making the appropriate subspace considerations. Another possibly would be to
use a regularized version of W in the LDA.

Table 1. Basic properties of the nine real-world data sets

data set number of objects dimensionality smallest class prior

haberman 306 3 0.26
ionosphere 351 33 0.36
parkinsons 195 22 0.25
pima 768 8 0.35
sonar 208 60 0.47
spect 267 22 0.21
spectf 267 44 0.21
transfusion 748 3 0.24
wdbc 569 30 0.37

Nine real-world data sets, all having two classes, are taken from the UCI
Machine Learning Repository [2]. The UCI data sets used are haberman,
ionosphere, parkinsons, pima, sonar, spect, spectf, transfusion, and wdbc
for which some specifications can be found in Table 1.

On these, extensive experimentation has been implemented in which for every
combination of number of unlabeled objects and labeled objects 1,000 repetitions
were executed. In order to be able to do so on the limited amount of samples in
the UCI data sets, we allowed to draw instances with replacement. This approach
enabled us to properly study the influence of the constraint estimation on real-
world data without having to deal with the extra variation due to cross validation
or the like. This approach basically assumes that the empirical distribution of
every data set is its true distributions and allows us to measure the error rates
on the full data set. For different flexible classifiers this might give unacceptably
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Fig. 1. Error rates for the supervised, semi-supervised, and self-learned classifiers on
the nine real-world data sets for various unlabeled sample sizes and a total of ten
labeled training samples

biased results. In our case, however, we are comparing different version of LDA,
and we believe that the we can compare the various techniques based on these
experiments.

Figures 1 and 2 provide the average learning curves for 10 and 20 labeled
samples respectively. In the first place, one should notice that in most of the
experiments the constrained LDA performs best of the three schemes employed.
In addition, the self-learner leads to deteriorated performance with increasing
unlabeled data sizes in close to all cases. An other interesting observation is
that adding only a moderate amount of unlabeled objects already allows our
semi-supervised constrained approach to outperform regular supervised LDA.
In some cases our approach seems to perform worse, notably for haberman and
wdbc. In those cases, however, the difference with supervised LDA is in the third
or fourth decimal only.
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Fig. 2. Error rates for the supervised, semi-supervised, and self-learned classifiers on
the nine real-world data sets for various unlabeled sample sizes and a total of a hundred
labeled training samples

6 Discussion and Conclusion

We proposed to perform semi-supervised linear discriminant analysis (LDA) by
making use of known constraints that link label-independent to label-dependent
parameters (cf. [15]). Provided that the parameters that should be estimated in
the learning phase of the classifier are part of these constraints together with
the fact that the label-independent can be estimated more accurately when ad-
ditional unlabeled data is available, this has the effect that also the parameters
of interest can be estimated more precisely. A clear additional advantage is that
our semi-supervised LDA is as easy to train as the regular LDA with no need for
complex regularization schemes or iterative procedures as in [12,16,17,19]. We
basically only need a preprocessing step that transforms the original data after
which we can construct a standard LDA.

The proposed semi-supervised approach to LDA is a significant advance over
the earlier proposed semi-supervised nearest mean classifier [15] as our approach
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allows to take into account important constraints on second-order moments and
not only simple constraints on sample means.

The experiments show convincingly that rather substantial improvements can
be obtained by enforcing the parameter constraints. This is contrasted with re-
sults obtained by self-learned LDA that often times performs dramatically worse,
even compared to the performance of regular, supervised LDA. Nevertheless, we
seem not to be there yet. Our current version of the semi-supervised constrained
LDA may also lead to deteriorations in performance, however small they are.
At this time, however, we do no clear idea about the reasons for these slight
deteriorations.

The idea of linking label-dependent and label-independent estimates is of
course more broadly applicable, the problem however is that it is not directly
clear which constraints to apply to most of the other classical decision rules,
if at all applicable. One of the main questions is if there is a general principle
of constructing and applying such constraints. On the other hand, even if the
principle would proof to be of limited applicability when dealing with other clas-
sifiers, one should realize that LDA acts as a basis for a broad class of penalized,
flexible, and kernelized variations, as described in [4,13] and [14], for instance.
Our procedure can be applied to these and as such provides a large class of
semi-supervised classification schemes.
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Abstract. In this paper we propose Manifold-Regularized Minimax
Probability Machine, called MRMPM. We show that Minimax Proba-
bility Machine can properly be extended to semi-supervised version in
the manifold regularization framework and that its kernelized version
is obtained for non-linear case. Our experiments show that the pro-
posed methods achieve results competitive to existing learning methods,
such as Laplacian Support Vector Machine and Laplacian Regularized
Least Square for publicly available datasets from UCI machine learning
repository.

1 Introduction

The goal of semi-supervised learning is to utilize many unlabeled samples to
improve generalization performance obtained from a few labeled samples. Many
semi-supervised learning methods have been proposed recently from different
viewpoints, such as density-based, cluster-based or graph-based (e.g. [3, 6, 16,
18]) and correspondingly by formulating different forms of loss function and/or
regularization terms based on the original objective function.

In most of the proposals of these learning methods, they have extended ex-
isting learning methods to be used in semi-supervised setting. Seeing these ap-
proaches, we follow the way and extend minimax probability machine (MPM) to
semi-supervised framework and propose a manifold-regularized minimax proba-
bility machine (MRMPM) based on graph-based regularization as explained in
[3]. We also mention that the proposed MRMPM can be kernelized appropriately
for non-linear case.

Our experiments show that our proposed methods achieve the competitive
result to the existing manifold-regularized support vector machine and regu-
larized least-square, called Laplacian Support Vector Machine (Lap-SVM) and
Laplacian Regularized Least-Square (Lap-RLS) respectively, using the publicly
available data sets from UCI machine learning repository.

The paper is organized as follows. In Section 2 we describe related works on
which our proposed method is based. In Section 3 we describe a way to extend
MPM to semi-supervised version and to derive our proposed method and show
kernelized version can properly be obtained. In Section 4 we present empirical
results of our experiments and compare the proposed method with the existing
semi-supervised methods, Lap-SVM and Lap-RLS.

F. Schwenker and E. Trentin (Eds.): PSL 2011, LNAI 7081, pp. 42–51, 2012.
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2 Related Work

In this section, we briefly summarize MPM proposed by [14] and explain Mani-
fold Regularization framework proposed by [3] because our proposed method is
significantly based on these. In Section 2.1 MPM is described and in Section 2.2
Manifold Regularization framework is explained and other graph-based works
are mentioned.

2.1 Minimax Probability Machine

Consider the hyperplanes denoted by H(a, b) = {aT z− b|a, z ∈ R
d, b ∈ R}, as in

[14], which hopefully separate two classes X and Y. MPM maximizes α, a lower
bound of membership probability to each class with respect to all distributions
having the prescribed means and covariance matrices. This is expressed as:

max
α,a �=0,b

α s.t. inf
x∼(x,Σx)

Pr{aTx ≥ b} ≥ α (1)

inf
y∼(y,Σy)

Pr{aTy ≤ b} ≥ α,

where a random vector x ∈ X ⊂ R
d, a mean vector x ∈ R

d, and a positive
definite covariance matrix Σx ∈ R

d×d in class X ; likewise for Y. By exploiting
Marshall and Olkin Theorem ([5, 14]), we can rewrite (1) as:

max
α,a �=0,b

α s.t. b ≤ aT x − κ(α)
√

aT Σxa (2)

b ≥ aTy + κ(α)
√

aT Σya.

where κ(α) =
√

α
1−α . Since maximizing α is equivalent to maximizing κ(α),

we can maximize κ without considering α. Further, considering the inequality
constraints for b, we can eliminate b. Without loss of generality, we can set
aT (x − y) = 1. Finally the problem (2) reduces to the optimization problem
with respect to a:

κ−1
∗ = min

a
(‖Σ1/2

x a‖2 + ‖Σ1/2
y a‖2) s.t. aT (x − y) = 1 (3)

The problem (3) can be solved, i.e., we can obtain the optimal a∗. Also, the
optimal b can be computed as b∗ = aT∗ x − κ

√
aT∗ Σxa∗

2.2 Manifold Regularization

For utilizing unlabeled samples, a manifold regularization framework was pro-
posed by [3] which introduces a regularization that exploits the geometry of the
marginal distribution. Suppose that there is a probability distribution P on X×R

according to which examples are generated. Labeled examples are (x, y) pairs
generated according to P . Unlabeled examples are x ∈ X generated according
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to the marginal distribution PX of P . In the framework, the manifold regulariza-
tion imposes a smoothness condition on possible solutions f by adding a penalty
term ‖f‖2

I where the norm is defined on a manifold M, the support of PX . Since
PX is unknown in most applications, an approximation based on the labeled and
unlabeled data is considered. The choice in [3] is to use

∫
M〈∇Mf,∇Mf〉 as ‖f‖2

I

and to approximate it on the basis of labeled and unlabeled data using the graph
Laplacian. The graph here is an approximation to the manifold M where a node
x in the graph is a point in M and the weight wij on an edge connecting two
nodes xi and xj is the adjacency of the nodes. If wij = exp[−σs‖xi−xj‖2

2], when
the number of points goes infinity, after appropriate scaling, the graph Laplacian
converges to the true Laplace-Beltrami operator on the manifold (Theorem 3.1
in [2]). Therefore we consider 1

(�+u)2

∑�+u
i,j=1 wij(f(xi)−f(xj))2 in place of ‖f‖2

I .
Suppose that we are given a set of labeled samples {xi, yi}�

i=1 and a set of
unlabeled samples {xj}�+u

j=�+1 and ‖f‖2 is an appropriate smoothness condition
on f in the function space of possible solutions, the optimization problem with
the manifold regularization is:

argmin
f

1
	

�∑
i=1

V (xi, yi, f) + γA‖f‖2 +
γI

(	 + u)2

�+u∑
i,j=1

wij(f(xi) − f(xj))2

= arg min
f

1
	

�∑
i=1

V (xi, yi, f) + γA‖f‖2 +
γI

(	 + u)2
fT Lf , (4)

where f = [f(x1), . . . , f(x�+u)]T , V (xi, yi, f) is some loss function, γA and γI

control the complexity of f in the function space and in the intrinsic geom-
etry of PX respectively, and L = D − W called graph Laplacian. Here W is
the edge weights matrix of the data adjacency graph having the element wij ,
D ∈ R

(�+u)×(�+u) is a diagonal matrix whose elements ∀i Dii =
∑�+u

j=1 wij ,
otherwise 0.

In this manifold regularization framework, by choosing squared loss (yi −
f(xi))2 and hinge loss max[0, 1 − yif(xi)] as loss function for RLS and SVM
respectively, RLS and SVM are extended to those semi-supervised versions, Lap-
RLS and Lap-SVM [3].

Other related works based on the manifold-regularization framework are pre-
sented in [11, 17]. They incorporated dissimilarity into their objective function.
In [7], the graph Laplacian was combined with Semi-Supervised Support Vector
Machine. Also, smoothness measure analogous to the manifold regularization
was used in [15].

3 Semi-supervised Minimax Probability Machine

In this section, we show that MPM can also be extended to Manifold-Regularized
version and propose an algorithm, block coordinate descent, to solve the
MRMPM optimization problem. Furthermore, we can obtain a kernelized ver-
sion of MRMPM, called MRKMPM, based on a theorem similar to Corollary
5 in [14].
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3.1 Manifold-Regularized Minimax Probability Machine

Our goal here is to construct MRMPM by utilizing the unlabeled samples.
In order to incorporate the manifold regularization framework, we introduce
a manifold-regularization term to the objective in the optimization problem (3)
by following [3]. Therefore, the optimization problem (3) becomes the following
optimization problem:

κ−1
∗ = mina

(
‖Σ1/2

x a‖2 + ‖Σ1/2
y a‖2 + γI

(�+u)2

∑�+u
i,j=1 wij(f(ti) − f(tj))2

)
(5)

s.t. aT (x − y) = 1,

where t ∈ {xi}Nx

i=1 ∪ {yi}Ny

i=1 ∪ {zi}Nz

i=1, where {z}Nz

i=1 are the unlabeled samples,
and f ∈ H(a, b). Since (f(ti)−f(tj)) in the problem (5) is equal to (aT ti−aT tj),
the optimization problem (5) can be rewritten to the following form:

κ−1
∗ = mina(‖Σ1/2

x a‖2 + ‖Σ1/2
y a‖2 + γI

(�+u)2 a
T ZLZTa) (6)

s.t. aT (x − y) = 1,

where Z ∈ R
d×n is a matrix composed of all labeled and unlabeled samples,

n = Nx + Ny + Nz, and L is the graph Laplacian given by L = D − W .
Although the introduction of the manifold regularization term is straightfor-

ward, it is clear that the first and second terms appearing in the objective of (6)
and the third term are different in scale and/or dimension. We therefore intro-
duce the square root of the manifold-regularization term as our regularization
term where the normalizing factor 1

(�+u)2 and regularization parameter γI are
coerced to one parameter. Therefore, our optimization problem is:

κ−1
∗ = mina(‖Σ1/2

x a‖2 + ‖Σ1/2
y a‖2 + ‖λ1/2M1/2a‖2) (7)

s.t. aT (x − y) = 1,

where M = ZLZT and λ is the regularization parameter. Since we add the
manifold-regularization term to the problem (3), the expression of b∗ in terms
of a∗ is changed. Before obtaining b∗, we trace back through the consideration
on transforming (2) to (3), and obtain the counterpart of (2) which leads to the
previous optimization problem (7):

max
α,a �=0,b

α s.t. b ≤ aT x − κ(α)(
√

aT Σxa +
1
2

√
λaT Ma) (8)

b ≥ aTy + κ(α)(
√

aT Σya +
1
2

√
λaT Ma).

Comparing the optimization problem (8) with (2), one may think that the fea-
sible region of α in the constraints of (8) is smaller than that of (2); however,
we allow it since it is compensated by utilization of unlabeled samples. The op-
timization problem (8) indicates b∗ = aT∗ x − κ∗(

√
aT∗ Σxa∗ + 1

2

√
λaT∗ Ma∗) by

applying the same transformation of (2) to (3), to (8).
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3.2 Algorithm

There is a transparent way to solve the optimization problem (3), i.e., block-
coordinate descent ([10, 14]). We used the block-coordinate descent for the
experiments described in the following. In what follows, we describe the block-
coordinate descent for solving the MRMPM optimization problem.

The algorithm to solve MRMPM optimization problem is based on a sim-
ple iterative procedure, in which we make the optimization problem (7) uncon-
strained by writing a = a0 + Fu, where a0 = (x − y)/‖x − y‖2

2, u ∈ R
d−1,

and F ∈ R
d×(d−1) whose columns is orthogonal to (x − y). Simultaneously, by

squaring each term in the objective of (7) and introducing other variables to be
optimized, we get the following form:

inf
u,β,η,γ

β +
1
β
‖Σ1/2

x (a0 + Fu)‖2
2 + η +

1
η
‖Σ1/2

y (a0 + Fu)‖2
2 +

γ +
λ

γ
‖M1/2(a0 + Fu)‖2

2. (9)

The optimization problem (9) is equivalent to (7) because if we differentiate (9)

with respect to β, η, and γ, we obtain βk+1 =
√

aT
k Σxak, ηk+1 =

√
aT

k Σyak,

and γk+1 =
√

λaT
k Mak by setting each derivative as 0 at k-th iteration.

In the iterative procedure, we update β, η, γ as expressed above and u alter-
natively. Updating u is to solve least-square problem with respect to u by fixing
β, η, and γ. Pseudo-code of the algorithm is presented in Algorithm 1.

Algorithm1

Get Estimates x, y, Σx, Σy, M

Compute a0 ← a0 + Fu
F : columns of F are orthogonal to(x − y)

G ← F T ΣxF

H ← F T ΣyF

M ← λF T MF

g ← F T Σxa0

h ← F T Σxa0

m ← λF T Ma0

Initialize β1 = 1, η1 = 1, γ1 = 1, k = 1

Repeat MLS ← G/βk + H/ηk + M/γk + δI
bLS ← −(g/βk + h/ηk + m/γk)
solve MLSuk = bLS w.r.t uk

ak ← a0 + Fuk

βk+1 ←
√

aT
k Σxak

ηk+1 ←
√

aT
k Σyak

γk+1 ←
√

λaT
k Mak

k ← k + 1
Until stop criterion satisfied or convergence

Assign a ← ak

κ ← 1/(βk + ηk + γk)

b ← aT x − κ(βk + 1
2 γk)
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3.3 Kernelization

We now proceed to kernelizing the MRMPM optimization problem (7). Following
the conventional way where an inner product between nonlinear mappings is
replaced by a given kernel, k(ti, tj) = φ(ti)T φ(tj) where φ : R

d �→ R
f and

R
f is a higher-dimensional feature space, we first change t to φ(t), secondly

obtain appropriate expressions of mean vectors and covariance matrices in order
to make the inner product appear in a process of formulation, thirdly state a
theorem similar to the representer theorem, and finally utilize the theorem for
constructing the kernelized version of MRMPM.

First, let us consider in the mapped feature space a linear decision hyperplanes
H(a, b) = {aT φ(z) − b|a, φ(z) ∈ R

f , b ∈ R} which separate two classes X and
Y and the MRMPM problems described so far. Since the same discussion in
the linear case is applicable to the nonlinear case, we obtain an optimization
problem for the non-linear MRMPM

κ−1
∗ = mina(‖Σ1/2

φ(x)a‖2 + ‖Σ1/2
φ(y)a‖2 + ‖λ1/2M

1/2
φ(t)a‖2) (10)

s.t. aT (φ(x) − φ(y)) = 1,

where φ(x), φ(y), Σφ(x), and Σφ(y) will be estimated in a similar way as ex-
plained in Theorem 1, Mφ(t) = ΦLΦT , Φ = (φ(t1), . . . , φ(tn)), L is graph
Laplacian, and t ∈ {xi}Nx

i=1 ∪ {yi}Ny

i=1 ∪ {zi}Nz

i=1.
Next, let us state the following theorem parallel to Corollary 5 in [14].

Theorem 1. Let {xi}Nx

i=1, {yi}Ny

i=1 be the labeled training samples in the classes
corresponding to X and Y respectively and {zi}Nz

i=1 be the unlabeled training
samples. If x,y,Σx,Σy can be written as

x =
Nx∑
i=1

λixi, y =
Ny∑
i=1

ωiyi,

Σx = ρxId +
Nx∑
i=1

Λi(xi − x)(xi − x)T ,

Σy = ρyId +
Ny∑
i=1

Ωi(yi − y)(yi − y)T

where Id is the identity matrix of dimension d, then the optimal a will lie in the
span of the labeled samples {xi}Nx

i=1, {yi}Ny

i=1, and unlabeled samples {zi}Nz

i=1.

Proof. We can write any a as ad + ap, where ad is the projection of a in the
span of the samples (vector space spanned by all samples {xi}Nx

i=1, {yi}Ny

i=1 and
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{zi}Nz

i=1), whereas ap is the orthogonal component to the samples. One can then
easily check that

√
aT Σxa =

√√√√ad

Nx∑
i=1

Λi(xi − x)(xi − x)Tad + ρx(aT
d ad + aT

p ap),

√
aT Σya =

√√√√ad

Ny∑
i=1

Ωi(yi − y)(yi − y)Tad + ρy(aT
d ad + aT

p ap),

√
aT ZLZTa =

√
aT

d ZLZTad,

aT (x − y) = aT
d (x − y),

because aT
p ti = 0, i ∈ {1, 2, . . . , Nx + Ny + Nz} and aT

d ap = 0. Thus, an or-
thogonal component ap of a won’t affect the equality constraint in (7). Since the
objective is to be minimized, we get ap = 0, therefore a = ad: the optimal a will
lie in the span of the labeled samples {xi}Nx

i=1, {yi}Ny

i=1, and unlabeled samples
{zi}Nz

i=1. ��
We can easily check that the optimization problem (7) can be entirely expressed
in terms of the inner product between the samples only, so one can write a as a
linear combination of the samples.

Finally, by applying Theorem 1 to samples mapped by non-linear mapping
and using a simple algebraic manipulation, we can write the manifold-regularized
kernelized version of MPM (MRKMPM) as follows:

κ−1∗ = minγ

√
γT LT

xLxγ +
√

γT LT
yLyγ +

√
λγT KLKT γ

s.t. γT (lx − ly) = 1 (11)

where

L =
(

Kx − 1Nx l
T
x

Ky − 1Ny l
T
y

)
=
(√

NxLx√
NyLy

)
, K =

⎛
⎝Kx

Ky

Kz

⎞
⎠ , Kij = φ(ti)T φ(tj)

(lTx )i = 1
Nx

∑Nx

j=1 K(xj , ti), (lTy )i = 1
Ny

∑Ny

j=1 K(yj , ti),

i ∈ {1, 2, . . . , Nx + Ny + Nz}.

Note that K is arranged in order of the labeled samples {x}Nx

i=1, {y}Ny

i=1, and
unlabeled samples {z}Nz

i=1, as t ∈ {x}Nx

i=1 ∪ {y}Ny

i=1 ∪ {z}Nz

i=1, and 1m is a column
vector having all ones and of dimension m ∈ {Nx, Ny}. The optimal b is obtained
as b∗ = γT

∗ lx − κ∗(
√

γT∗ LT
xLxγ∗ + 1

2

√
λγT∗ KLKT γ∗). Once finding the optimal

parameters γ, we can evaluate:

sign(aT
∗ φ(tnew) − b∗) = sign(

Nx+Ny+Nz∑
i=1

[γ∗]iK(ti, tnew) − b∗).
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If this value is +1, a new sample t is classified to class X , otherwise to class Y.
It is straightforward to solve the MRKMPM optimization problem (11) by

modifying the Algorithm 1 for the non-linear case.

4 Experiment

In this section, we show the performances of our proposed MRMPM and
MRKMPM in comparison with other semi-supervised learning methods, Lap-
SVM, Lap-RLS, their kernelized versions Lap-KSVM and Lap-KRLS.

The datasets we used are ones from UCI machine learning repository. In
our experiments we randomly selected 3 labeled samples in each class and 500
unlabeled samples (total number of training samples is 3 times of the number of
classes plus 500), except for datasets which contain less than 500 samples. In such
datasets we randomly selected 3 labeled samples in each class and used the rest
samples as the unlabeled samples. These selected samples were used for training,
the others and the unlabeled samples were used for test. The experiments in this
setting were conducted 10 times for each dataset. For datasets which contain
more than two classes, we use pairwise technique.

Regularization parameters γA, γI for Lap-SVM, Lap-RLS, Lap-KSVM,
and Lap-KRLS, and λ for MRMPM and MRKMPM were set from
{10−2, 10−1, 1, 10, 102}. We used RBF kernel as a kernel function in the from
k(xi,xj) = exp [−σk‖xi − xj‖2

2] and the same one in the same form as the
edge weight in the adjacency graph. The hyperparameter σk in RBF ker-
nel and the edge weight parameter σs in the graph Laplacian were set from
{10−2, 10−1, 1, 10, 102}. We used the normalized graph Laplacian as L̃ =
D−1/2(D − W )D−1/2 instead of using graph Laplacian.

The best results in terms of average accuracies among the results for all possi-
ble combination of parameters described above in the experiments are reported
with standard deviations in Table 1.

Table 1. The average accuracies with standard deviations. The accuracies are best in
all the possible combinations of parameters tried in the experiments described in the
main text. Three methods are compared in their linear and kernelized versions. The
bold numbers mean best performance in the same row.

MRMPM MRKMPM Lap-SVM Lap-KSVM Lap-RLS Lap-KRLS

abalone 52.37 (1.65) 48.36 (4.78) 49.60 (4.91) 48.84 (2.84) 52.15 (1.64) 49.94 (1.78)
glass 87.35 (14.37) 86.89 (15.42) 55.71 (12.63) 93.16 (2.57) 92.09 (3.81) 96.02 (2.49)
liver 59.76 (10.59) 56.46 (8.81) 61.09 (5.87) 59.62 (4.77) 62.63 (5.55) 59.56 (5.01)
magic 70.11(6.30) 79.31(10.57) 62.40(4.65) 64.85(4.47) 67.22(9.45) 64.84(4.61)
mammographic 75.43(16.63) 63.19(12.51) 67.14(14.27) 69.70(15.55) 69.65(14.73) 70.73(17.66)
spect 71.36 (12.43) 83.85 (32.05) 82.96 (1.81) 73.58 (16.51) 84.63 (0.53) 74.85 (17.15)
spectf 70.11(19.69) 79.31(30.07) 33.91(23.53) 62.57(19.09) 59.69(17.28) 63.56(21.11)
usps 70.40(6.27) 65.37(12.87) 62.11(12.40) 74.51(7.47) 72.13(10.82) 74.31(7.37)
wine 82.60(16.05) 55.62(13.96) 63.96(13.70) 69.64(14.25) 83.79(14.14) 70.86(15.72)

simple average 71.05 68.71 59.88 68.50 71.55 69.41
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Table 1 shows that our semi-supervised learning methods outperform the
other semi-supervised learning methods in four datasets and achieve the com-
petitive results in the other datasets. The table also shows that in linear ver-
sions, our method outperforms others in four datasets and is comparative in
one dataset; in kernelized versions, ours wins three, Lap-KSVM wins two, and
Lap-KRLS wins four out of nine datasets. If we take simple average of the ac-
curacies for the nine datasets, we could see that our methods are comparative
with Lap-RLS and Lap-KRLS and outperform Lap-SVM and Lap-KSVM. But
clearly the standard deviations are so large that we could not derive statistically
meaningful conclusions. The relatively high standard deviations in the results
come from the fact that we only choose 3 labeled samples in each class.

5 Discussion

We proposed Manifold-Regularized Minimax Probability Machine and its ker-
nelized version, for both of which theorems analogous to representer theorem
hold. The experiments show that the proposed methods achieved competitive
performances to the existing semi-supervised learning methods.

However, there remains several issues to be addressed. The manifold regular-
ization framework helps to attain better generalization performance; however,
when we estimate a mean vector and covariance matrix of a class we use only
labeled samples, which may result in causing poorer generalization performance.
In Algorithm 1 to solve MPM problems, we take inverse of a matrix, (MLS in Al-
gorithm 1). Usually matrix inversion takes O(n3) of time, where n is the number
of columns (or rows) of a matrix, the complexity makes MRMPM inapplicable
to large scale problems. In addition, we sometimes fail into the numerical insta-
bility problem when we take inverse of a matrix. Another issue is the number of
parameters we have to tune. In our experiments we show the best performance
for each dataset because the number of labeled samples we used was a few, where
we could not employ usual parameter tuning techniques, e.g. cross-validation.
In such situation the larger the number of parameters is, the harder we tune
parameters.

Therefore, our future directions are three; 1) combining EM-algorithm and
metric learning methods ([9, 12, 13]) with MPM to obtain better estimate of
mean vectors and covariance matrices, which may lead to better generalization
performance and small standard deviation in semi-supervised setting; 2) search-
ing for other algorithms to solve MPM optimization problems more efficiently
by approximating inverse of matrices; 3) exploring parameter tuning techniques
which are not based on labeled samples only.
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Abstract. In spite of the nice theoretical properties of mixtures of lo-
gistic activation functions, standard feedforward neural network with
limited resources and gradient-descent optimization of the connection
weights may practically fail in several, difficult learning tasks. Such tasks
would be better faced by relying on a more appropriate, problem-specific
basis of activation functions. The paper introduces a connectionist model
which features adaptive activation functions. Each hidden unit in the net-
work is associated with a specific pair (f(·), p(·)), where f(·) (the very
activation) is modeled via a specialized neural network, and p(·) is a
probabilistic measure of the likelihood of the unit itself being relevant
to the computation of the output over the current input. While f(·)
is optimized in a supervised manner (through a novel backpropagation
scheme of the target outputs which do not suffer from the traditional
phenomenon of “vanishing gradient” that occurs in standard backpropa-
gation), p(·) is realized via a statistical parametric model learned through
unsupervised estimation. The overall machine is implicitly a co-trained
coupled model, where the topology chosen for learning each f(·) may
vary on a unit-by-unit basis, resulting in a highly non-standard neural
architecture.

Keywords: Co-training, partially unsupervised learning, adaptive acti-
vation function.

1 Introduction

Neural networks are one of the most common models used in the machine learn-
ing community: they have been successfully used for regression, classification and
function approximation tasks. In spite of their popularity and their nice theo-
retical properties, practical training difficulties are often met in severe learning
tasks. Indeed, the model could require a high number of hidden units in order
to perform well. This would lead to an architecture with a high number of free
parameters, more difficult to train, prone to overfit the training data and to get
stuck into poor local minima of the criterion function. In this paper we introduce
a neural model having adaptive activation functions, learned during the training
procedure itself. The aim is to define a more flexible model (yet possibly simpler
overall) in which the hidden units can compute arbitrary functions. Learning
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problems that would require a huge number of logistic activation functions are
expected to turn up way simpler once their solution relies on a basis of “right”,
problem-specific activation functions. Since no such basis is known in advance,
the approach we propose suggests learning the functions from scratch, accord-
ing to the very nature of the data at hand. Each function is specialized over
the input space by means of a well-defined likelihood criterion. This can be for-
malized by saying that each hidden unit in the model is associated with a pair
(f(·), p(·)) where f(·) is the unit-specific, adaptive activation function, while p(·)
is the corresponding likelihood measure.

Neural networks are usually trained over a supervised dataset defined as D ={(
xk,yk

)
, k = 1 . . . N

}
, where xk ∈ R

d is a vector of observed features and
yk ∈ R

n is a target vector. The net is taught to reproduce the target output
yk when the feature vector xk is presented in input. Usually, a gradient descent
algorithm, like backpropagation [1], is used in order to minimize the criterion
function

C(w) =
1

2

N∑
k=1

n∑
i=1

(
yki − ỹki (w)

)2
(1)

where w are the connection weights, yki and ỹki (w) are the target and the output
of the i-th output unit of the network over k-th input pattern, respectively. Each
unit j in layer Ll, receives an activation given by aj =

∑
u∈Ll−1

quwju, where
qu is the output of u-th unit in the previous layer and wju is the connection
weight from unit u ∈ Ll−1 to unit j ∈ Ll. The output of the unit is computed
applying an activation function fj(·) to aj , namely oj = fj(aj). According to
the universal approximation theorem of neural networks [2], multilayer percep-
trons (MLPs) having one hidden layer made of sigmoidal units (see figure 1a)
are universal approximators on a compact subset of Rd. Although this theorem
guarantees the existence of a network able to approximate any function given
at least one hidden layer and sigmoid transfer functions, the network may need
an arbitrary amount of weights. From a practical point of view, the number of
hidden units required could be arbitrarily high, leading to difficulties during the
training phase and to limited generalization capability. In the following, we out-
line a viable way out relying on adaptive activation functions. It is worth noting
that using such functions f(·) realized via connectionist models will not affect
the overall network’s capability of being a “universal approximator”, due to the-
oretical results drawn from the investigation of non-sigmoid activation functions
[3,4]. As we say, a probabilistic weighting strategy is used in order to train and
apply f(·) within the overall learning machine. A unit-specific likelihood measure
p(·) is associated with f(·), affecting its optimization and its contribution to the
computation of the network outputs. A co-training procedure of a supervised
model f(·) and a partially unsupervised model p(·) will emerge. To all practi-
cal ends, the underlying idea is that p(·) forces f(·) to focus on input patters
that are likely to be drawn from a specific probability distribution (whilst stan-
dard backpropagation implicitly assumes a uniform distribution over all input
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patterns), simplifying the learning task by reducing it to easier sub-tasks whose
support is homogeneous (meaning that it presents certain regularities).

The idea of learning activation functions while training the network has been
investigated in [5] where Catmull-Rom splines are proposed. In so doing, a re-
duction in terms of model complexity is achieved, but the constraints imposed
on the number of hidden units do not guarantee universal approximation. Con-
versely, if we do not impose any constraint on the number of hidden units and we
use a MLP to model the activation functions, the whole model is still a universal
approximator.

In order to realize a network of adaptive activation functions, a simple MLP
architecture (the outer network) with a limited number m of hidden units is ini-
tialized and trained with backpropagation (BP) first. If the learning task is not
trivial, the connectionist solution obtained this way is expected to be far sub-
optimal. Once BP training has been completed (e.g., when the generalization
error evaluated over a validation set does not improve any longer) the hidden
units are replaced with simple MLP architectures (the inner networks). The ar-
chitecture of the inner networks may differ on a unit-by-unit basis. This results
in a non-standard, not-fully-connected topology (figure 1b). Inner networks are
then trained in order to contribute solving the overall learning problem. The al-
gorithm for our trainable-adaptive multilayer perceptron (TA-MLP) is presented
in detail in the next section. In the following we assume that the outer network
has only one hidden layer, while the extension of the algorithm to deeper archi-
tectures is presented in the companion paper [6]. Furthermore, since the tech-
nique does not rely on straightforward BP of the partial derivatives of the error
function w.r.t. the parameters, it does not suffer from the phenomenon of “van-
ishing gradient” which may be met in multilayer standard networks. It turns out
that estimation of p(·) may take a variety of forms, either entirely unsupervised
or partially-unsupervised. Explicit solution of the latter estimation problem is
presented in the companion paper, where an experimental demonstration of the
overall algorithm is given. Preliminary conclusions are drawn in Section 3.

oj

a j

...

...j

(a)

... ... ... ...

...

...

(b)

Fig. 1. (a) Classical MLP - (b) MLP with adaptive activation functions
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2 The Training Algorithm

In order to train the inner networks, a training setDh =
{(

xk
h, o

k
h

)
, k = 1, . . . , N

}
must be specified for each net h, with h = 1, . . . ,m. Note that both xk

h and okh
are scalar quantities. Regular backpropagation can then be applied. Section 2.1
elaborates on how Dh is generated. Once the creation of the network-specific
training sets is accomplished, the probabilistic technique presented in Section
2.2 is applied for weighting individual input patterns on a network-by-network
basis. Partially-supervised maximum-likelihood estimation of the quantities in-
volved in the probabilistic weighting scheme is outlined in Section 2.3.

2.1 Generation of Locally-Supervised Training Sets

The k-th input pattern xk
h for the h-th inner network can be easily obtained

from its activation ah:

xk
h =

∑
u∈L0

xk
uwhu (2)

where xk
u is the u-th entry of the original input vector xk and L0 is the input layer.

More effort is required in order to define the target outputs. The supervision is
available only at the output layer of the outer network, then it is necessary to
define a strategy to back-propagate it. For each output unit i of the outer net,
and for each pattern k, values of okh are sought that satisfy the following equation:

ỹki = fi

(
m∑

h=1

okhwih

)
. (3)

First of all, we compute the target activations ai of the output units of the
outer network, by inversion of their activation function. In both cases of linear
or sigmoidal activation function, computing the inverse is trivial. In the former
case we have yi = fi(ai) = ai, that is ai = yi. If the activation is a sigmoid,
i.e. yi = 1/(1 + exp(−ai)), then ai = − log(1 − yi) + log(yi). In the latter case
it is assumed that yi ∈ (0, 1). Then, the target activations ai should be further
backpropagated in order to compute the desired outputs okh for each inner net.
For clarity, the overall procedure is outlined in figure 2a and 2b. The former
shows the trivial case where the outer network only has one output unit, while
in the latter the straightforward extension to several output units is represented.
Two different methods may be exploited: gradient descent and inversion of the
weight matrix. Both are effective, and they generally lead to closely similar
solutions. Of course, the target outputs okh must be determined for each pattern
in the training set, but for notational convenience we concentrate on a generic
target oh (i.e., from now on we drop the index k).

A gradient descent procedure can be exploited in almost exactly the same
way as in the backpropagation algorithm. We are interested in minimizing the
criterion function C(·) (see equation (1)) w.r.t. the output of the inner networks,
oh, with h = 1, . . . ,m. At this stage the weights between hidden and output
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Fig. 2. Back-propagation of the target with (a) single a (b) multiple output units

layer of the outer MLP are considered to be constants (i.e., they are kept fixed
at the values reached after the BP initialization of the outer network). At every
iteration of BP the target output oh of the generic h-th inner network is updated
to a new value o′h, according to the following rule:

o′h = oh +Δoh = oh − η
∂C

∂oh
(4)

where η is the learning rate and, for instance, if the output activation is linear

∂C

∂oh
=

∂

∂oh

{
1

2

n∑
i=1

(yi − ỹi)
2

}

=
1

2

n∑
i=1

∂

∂oh
(yi − ỹi)

2

=
n∑

i=1

(yi − ỹi)
∂

∂oh

⎛⎝yi −
m∑
j=1

wijoj

⎞⎠
= −

n∑
i=1

(yi − ỹi)wih (5)

where n is the number of output units of the outer network, yi and ỹi are respec-
tively the target and current output of the i-th output unit of the
outer net.

A faster approach (albeit possibly less stable from a numeric standpoint)
is provided by the inversion of the weight matrix of the outer network WOH ∈
R

nxm that connects the hidden to the output layer. Upon inversion of the output
activation functions, we are provided with the array of desired activation at the
n output units of the outer MLP, AO ∈ R

n. If OH ∈ R
m is the desired array of

outputs of the inner networks, then AO = WOHOH and

OH = W−1
OHAO. (6)
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Since the matrix WOH usually does not have full rank, its pseudo-inverse is
exploited. At this point, we have a generic, basic technique for creating the
training sets for the inner networks. The next section investigates how a proba-
bilistic weight p(·) is associated with each inner MLP. It will turn out that such
probabilistic weights affect the very generation of target data, namely equation
(5) and (6).

2.2 Probabilistic Weighting of Patterns

Since m hidden units are available, the original learning problem can be split
into m smaller and easier tasks, and every inner net is specialized on one of
such problems. This would be easily done having a method to evaluate the
“competence” of each inner net on a given pattern. For this purpose, the posterior
probability P (h | xk) of the h-th inner net given pattern xk, can be exploited.
Explicit calculation of P (h | xk) relies on a neuron-specific probability density
function (pdf), namely ph(·), that is the probabilistic quantity p(·) which we
associate with each of the adaptive activation functions f(·) as anticipated in
Section 1. In order to train inner networks we define a modified, neuron-specific
criterion function in which every pattern xk is weighted by P (h | xk), i.e. its
probability of being in the region of competence of h-th inner net:

Ch (wh) =
1

2

N∑
k=1

P (h | xk)
(
okh − õkh

)2
(7)

where wh are the connection weights of the inner net itself and õkh is its output.
In so doing, the individual contribution each pattern xk gives to the training
of h-th inner MLP is proportional to the probability of the very MLP being
competent over xk. Probabilistic weighting are also exploited while computing
target data for inner networks. Indeed, each inner net is expected to contribute to
the activation of the output units of the outer net proportionally to P (h | xk).
The weights from the hidden to the output units of the outer MLP can then
incorporate the probabilistic weight. This means that, when the outer net is fed
with pattern xk, the activation of its i-th output unit is

ai =

m∑
h=1

okhwihP (h | xk) =

m∑
h=1

okhw̃ih (8)

where we defined the variable weight w̃ih (as a function of xk) as w̃ih = wihP (h |
xk). Computation of the target dataset for inner networks (see equation (6)) is
then redefined in terms of these modified weights:

AO = W̃OHOH and OH = W̃−1
OHAO. (9)

Two examples drawn from a synthetic, one-dimensional regression task (gener-
ated as discussed in the companion paper [6]) are presented in figures 3a and
3b. The dots indicate the datasets obtained applying equation (9), while dashed
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lines represent the probabilistic weights themselves. Finally, note that the con-
straint imposed through equation (8) makes it possible to recover the target
output during the feedforward phase. The next section outlines the steps for the
actual calculation of P (h | xk).
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Fig. 3. Synthetic training set (dots) and the corresponding probabilistic weights
(dashed line) generated for (a) first inner network and (b) second inner network

2.3 Partially Supervised Maximum-Likelihood Estimation of the
Probabilistic Weights

In this section we point out how the probabilistic weights P (h | xk) may be
computed. Let us introduce a general, fully unsupervised framework first. Later
on, we will extend the approach in a semi-supervised fashion, such that the
probabilistic weights can be estimated by taking benefit from the knowledge of
the neuron-specific target outputs during training. According to Bayes theorem
the posterior probability P (h | x) of the h-th inner net given the pattern x is

P (h | x) = p(x | h)P (h)

p(x)
.

In practice, we associate a pdf ph(x) = p(x | h) with each adaptive neuron h =
1, . . . ,m. A classical Gaussian mixture model (GMM) can be used to estimate
the likelihood term p(x | h) [1]. If we denote with θ the parameters of the GMM,
then

P (h | x, θ) = p(x | h, θ)P (h)

p(x | θ) . (10)

Assuming that the feature vectors x1, . . . ,xN in the training sample are i.i.d.
according to p(x | θ), the likelihood of the parameters given the data is

p(x1, . . . ,xN | θ) =
N∏

k=1

p(xk | θ)
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where (following the usual GMM approach for a generic pattern x)

p(x | θ) =
c∑

j=1

P (ωj)p(x | ωj , θj)

=

c∑
j=1

P (ωj)N (x;μj , Σj) (11)

where c is the number of Gaussian components, μj , Σj and P (ωj) are respec-
tively the mean, the covariance matrix and the probability of the j-th component
N (x;μj , Σj), and θj = (μj , Σj). Since we are interested in computing a proba-
bilistic measure for each inner network h, we associate each activation function
with a specific component density of the Gaussian mixture, i.e. c = m. In so
doing, we are implicitly giving a rough probabilistic interpretation of the sig-
moids realized by standard activation functions. In fact, the sigmoid (with a
specific bias b and smoothness σ) is the cumulative distribution function of a
corresponding logistic density function, that is close to a Gaussian distribution
having mean b and variance (π2/3)σ2 (technically, the gap between multivariate
Gaussian components and univariate distributions is going to be closed shortly).
Standard maximum-likelihood estimation techniques can now be applied [6] in
order to find θj, j = 1, . . . ,m, providing us with a complete algorithm.

So far, a viable and fully unsupervised approach has been outlined. A partially-
supervised extension of the framework may benefit from the knowledge of the
target outputs for the adaptive neurons during training. We perform an estima-
tion of the joint probability of input and output data, i.e. instead of applying
equation (11) we are interested in computing

p
(
xk,yk | θ) = c∑

j=1

P (ωj)p(x
k,yk | ωj, θj). (12)

A GMM can still be used. When the outer network is fed with pattern xk,
the latter is projected first onto a subspace defined by the weight matrix WHI

(i.e., the connections between the input and the hidden layer). This defines the
activations of the hidden units, that forms the input of the inner nets. Each
Gaussian component is then defined on a different, univariate subspace, depend-
ing on the weights w′

h = (wh1, wh2, . . . , whd) connecting the input layer to the
h-th adaptive hidden unit (see figure 4).

This translates in defining m univariate Gaussian probability density func-
tions, each one defined on the subspace obtained applying to the input pat-
terns the linear transformation given by the weights WHI . Equation (12) is
rewritten as

p
(
xk,yk | θ) = c∑

j=1

P (ωj)p
′(xk,yk | ωj , θj) (13)
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Fig. 4. Projection in hidden subspaces

where, referring to the h-th hidden unit,

p′(xk,yk | ωj , θj) = p(w′
hx

k,yk | ωj , θj). (14)

In this notation w′
h is meant to be a row vector and xk is a column vector,

then w′
hx

k is a scalar quantity. If we let zk =
(
w′

hx
k,yk

)
then we can rewrite

equation (13) in the form

p
(
xk,yk | θ) = c∑

j=1

P (ωj)p(z
k | ωj , θj) (15)
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Fig. 5. (a) Pattern assigned to each Gaussian component after EM - (b) Gaussian
components projected in input space - (c) probabilistic weights
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An explicit maximum-likelihood solution of this estimation problem (including
the probabilistic weighting of pattern we outlined in Section 2.2) based on the
expectation-maximization (EM) algorithm, is developed in the companion paper
[6]. During the test phase, the target yk is not available, and then it is not
possible to compute the exact value of P (h | xk,yk). In practice, we project the
Gaussian components in the original input space.

A graphic, illustrative example (taken from the same regression task plotted
in figure 3a and 3b) is given in figure 5. Figure 5a shows the partition of the
input patterns after running the EM algorithm. Each pattern xk is assigned to
the Gaussian component h for which P (h | xk) is higher. Figures 5b and 5c
show respectively the two Gaussian components projected in input space and
the probabilistic weights (the posterior probabilities P (h | x) for h = 1, 2).

3 Preliminary Conclusions

The paper introduced the idea of adaptive activation functions in order to im-
prove the learning capability of ANNs. A general form for the gradient-based
training algorithm was outlined. Each adaptive activation is associated with a
probabilistic measure p(·). Estimation of the latter may take place according
to a standard, unsupervised maximum-likelihood, or in a partially unsupervised
framework which exploits the joint pdf of feature vectors and target outputs. Ex-
plicit solution of the ML estimation in the latter scenario are developed in the
companion paper [6], where the extension of the algorithm to multi-layer archi-
tectures is pointed out, too, and an experimental demonstration of the proposed
model is given.
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Abstract. The paper presents an explicit maximum-likelihood algo-
rithm for the estimation of the probabilistic-weighting density functions
that are associated with individual adaptive activation functions in neu-
ral networks. A partially unsupervised technique is devised which takes
into account the joint distribution of input features and target out-
puts. Combined with the training algorithm introduced in the companion
paper [2], the solution proposed herein realizes a well-defined, specific in-
stance of the novel learning machine. The extension of the overall training
method to more-than-one hidden layer architectures is pointed out, as
well. A preliminary experimental demonstration is given, outlining how
the algorithm works.

Keywords: Expectation maximization, partially unsupervised learning,
co-training, adaptive activation function.

1 Introduction

In the companion paper an extension of the multilayer perceptron (MLP), named
trainable-activations multilayer perceptron (TA-MLP), is introduced [2]. A TA-
MLP is a flexible neural model having adaptive activation functions learned
during the training procedure. The hidden units can compute task-specific ar-
bitrary functions, learned according to the nature of the data. Each of them
specializes over the input space according to a probabilistic criterion. The latter
can be formalized by associating a pair (f(·), p(·)) with each hidden unit in the
model, where f(·) is the adaptive activation function and p(·) is the correspond-
ing likelihood measure. The quantity f(·) is realized by means of a MLP.

A partially-unsupervised probabilistic framework is used in order to let each
hidden unit specialize on a part of the original problem. Each hidden unit h
contributes to the output according to the probability P (h | x) of that unit
being “competent” on pattern x. As explained in [2], a maximum-likelihood
estimation of the parameters of a Gaussian mixture model (GMM) is required
in order to compute P (h | x). The GMM is expected to have as many component
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densities as the number of hidden units in the TA-MLP (basically, each neuron
specializes over a Gaussian distribution). The estimate of the GMM is then used
within Bayes theorem in order to determine P (h | x) [2].

As we say, each adaptive activation function relies on a standard MLP, called
inner network. Flexibility of the overall learning machine can be increased further
(e.g., when facing severe learning tasks) by replacing the inner net, in turn, with
a TA-MLP. This may be applied recursively, as many times as necessary. In so
doing, multiple levels of model expansion and adaptation are obtained. At each
level, estimation of a new GMM is needed. Given an inner network h, let us call gh

its g-th hidden unit. When estimating P (gh | x), i.e. the posterior probability of
the gh-th inner network (within the h-th hidden unit of the outer MLP) given its
input x, we need to take into account the probabilistic weight introduced at the
previous level(s), i.e. P (h | x). Then, maximum likelihood estimation (after the
very first level) involves a weighting factor inherited from the previous levels. In
Section 2 we introduce a simple refinement of the usual expectation-maximization
(EM) algorithm for the estimation of GMM parameters [1] that accounts for this
peculiar “pattern weighting” mechanism. Furthermore, as observed in [2], cal-
culations occur in the joint input-output space at training time (taking benefit
from knowledge of the target outputs). On the other way around, at test time
the optimal parameters are projected back onto the bare input subspace. The
overall training algorithm emerging from the combination of the general scheme
proposed in [2] and the weighted estimation technique introduced below can be
further extended to more-than-one hidden later (outer) MLPs, as well. The com-
plete algorithm is handed out in Section 3. A preliminary experimental demonstra-
tion of how the TA-MLP works is given in Section 4, while Section 5 draws some
conclusive remarks.

2 Maximum Likelihood Estimation with Weighted
Patterns

Let us define a dataset D =
{(

xk, yk
)
, k = 1, . . . , N

}
, where xk ∈ R

d is a vector
of observed features and yk ∈ R

n is a target vector. In our partially-supervised
framework we take benefit from the knowledge of the target outputs during
training [2], and we define zk =

(
w′

hxk, yk
)
, where w′

h = (wh1, wh2, . . . , whd) is
the vector of weights that connect the input layer to the h-th adaptive hidden
unit. In this notation w′

h is meant to be a row vector and xk is a column
vector, that is, w′

hxk is a scalar quantity. Then, let us define the dataset D′ ={
zk, k = 1, . . . , N

}
. In what follows we will work with the generic h-th inner

net, i.e. all the input patterns xk, k = 1, . . . , N , are projected onto the subspace
defined by the weights w′

h. Assuming that z1, . . . , zN are i.i.d., the likelihood
of the parameters given D′ is

p(D′ | θ) =
N∏

k=1

p(zk | θ) (1)
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and p(zk | θ) is expressed as a Gaussian mixture model (GMM):

p(zk | θ) =
c∑

j=1

P (ωj)p(zk | ωj , θj). (2)

where θj = (μj, Σj) are the parameters of the j-th Gaussian component (i.e.
the mean and the covariance matrix) and P (ωj) is its mixing parameter. If each
pattern zk has a weight vk associated to it (in our case it is the probabilistic
weight), equation (2) becomes

p(zk | θ) = vk
c∑

j=1

P (ωj)p(zk | ωj , θj). (3)

We can write the log-likelihood as

log p(D′ | θ) =
N∑

k=1

log
{
p(zk | θ)

}
. (4)

In order to optimize the log-likelihood w.r.t. its parameters θ the estimation
of the optimal parameters for each component of the mixture is needed. We
assume that θi is functionally independent from θj when i �= j. We assume
also identifiability of the components of the mixture, i.e. θ �= θ̃ ⇒ ∃z ∈ D′ :
p(z | θ) �= p(z | θ̃). Then, we compute the gradient of equation (4) w.r.t. the
parameters of the generic i-th component, θi, and set it equal to zero:

∇θi
log p(D′ | θ) =

N∑
k=1

1
p(zk | θ)

∇θi

⎧⎨⎩vk
c∑

j=1

P (ωj)p(zk | ωj, θj)

⎫⎬⎭
=

N∑
k=1

1
p(zk | θ)

∇θi

{
vkP (ωi)p(zk | ωi, θi)

}

=
N∑

k=1

vkP (ωi)
p(zk | θ)

∇θi

{
p(zk | ωi, θi)

}

=
N∑

k=1

vkP (ωi | zk, θ)
p(zk | ωi, θi)

∇θi

{
p(zk | ωi, θi)

}

=
N∑

k=1

vkP (ωi | zk, θ)∇θi
log

{
p(zk | ωi, θi)

}
= 0 (5)

where 0 is a vector whose entries are all equal to zero. Compared to the classical
unweighted estimation, we have the additional weighting factors vk. Since each
component of the mixture is Gaussian, θj = (μj , Σj), we have:

log p(zk | ωj, θj) = − log
{

(2π)d/2 | Σj |1/2
}
− 1

2
(zk −μj)ᵀΣ−1

j (zk −μj). (6)
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Taking the gradient of (6) w.r.t. μj we obtain

∇μj
log p(zk | ωj , θj) = Σ−1

j (zk − μj) (7)

and equation (5) can be rewritten as

N∑
k=1

P (ωj | zk, θ)vkΣ−1
j (zk − μj) = 0 (8)

that is a set of d+d2 equations that represent necessary conditions to be satisfied
by the maximum-likelihood estimator. It follows that

N∑
k=1

P (ωj | zk, θ)vkΣ−1
j zk =

N∑
k=1

P (ωj | zk, θ)vkΣ−1
j μj (9)

and then

μj =
∑N

k=1 P (ωj | zk, θ)vkzk∑N
k=1 P (ωj | zk, θ)vk

(10)

In a similar manner, the gradient of (6) w.r.t. Σj can be calculated, yielding:

Σj =
∑N

k=1 P (ωj | zk, θ)vk(zk − μj)(zk − μj)ᵀ∑N
k=1 P (ωj | zk, θ)vk

. (11)

Finally, the mixing coefficients can be calculated taking the gradient of the log-
likelihood w.r.t. P (wj) while imposing the constraint

∑c
i=1 P (wi) = 1. This can

be done using a Lagrange multiplier and maximizing the quantity

L =
N∑

k=1

log
{
p(zk | θ)

}
+ λ

(
c∑

i=1

P (ωi) − 1

)

=
N∑

k=1

log

{
vk

c∑
i=1

P (ωi)p(zk | ωi, θi)

}
+ λ

(
c∑

i=1

P (ωi) − 1

)
(12)

We then calculate the partial derivative of equation (12) w.r.t. the generic mixing
parameter P (wj) and set it equal to zero:

∂L

∂P (ωj)
=

∂

∂P (ωj)

N∑
k=1

log
{
p(zk | θ)

}
+ λ

(
c∑

i=1

P (ωi) − 1

)

=
N∑

k=1

1
p(zk | θ)

∂

∂P (ωj)

{
vk

c∑
i=1

P (ωi)p(zk | ωi, θi)

}
+ λ

=
N∑

k=1

vk p(zk | ωj, θj)
p(zk | θ)

+ λ

=
N∑

k=1

vk P (ωj | zk, θ)
P (ωj)

+ λ = 0 (13)
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where we used the equality

p(zk | ωj , θj)
p(zk | θ)

=
P (ωj | zk, θ)

P (ωj)
(14)

given by Bayes theorem. Multiplying both sides of equation (13) by P (wj) and
summing over j making use of the constraint

∑c
i=1 P (wi) = 1, we obtain

λ = −
c∑

j=1

P (ωj)
N∑

k=1

vk P (ωj | zk, θ)
P (ωj)

= −
N∑

k=1

vk
c∑

j=1

P (ωj)P (ωj | zk, θ)
P (ωj)

= −
N∑

k=1

vk
c∑

j=1

P (ωj | zk, θ)

= −
N∑

k=1

vk (15)

Substitution of (15) into (13) gives

∑N
k=1 vkP (ωj | zk, θ)

P (ωj)
=

N∑
k=1

vk. (16)

Finally, solving for P (ωj):

P (ωj) =
∑N

k=1 vkP (ωj | xk, θ)∑N
k=1 vk

. (17)

Note that the derived maximum-likelihood estimation does not have a closed-
form analytical solution. Then, following the classical EM approach [1] an itera-
tive algorithm based on a gradient ascent procedure is exploited. Parameters θ
(i.e. μj , Σj and P (ωj), for each Gaussian component j) are initialized arbitrarily
(to this end, the k-means algorithm [1] is applied in this paper). Then, at each
iteration, the E-step consists in computing P (ωj|zk, θ) according to the current
value of θ and for each component j. In the M-step parameters are re-estimated
using such values of P (ωj |zk, θ) according to equations (10), (11) and (17) [1,3].

3 Extension to Multiple Hidden Layers

In this section we extend the training algorithm presented in the companion pa-
per [2] to more-than-one hidden layer architectures. Algorithm 1 hands out the
pseudo-code. The (outer) MLP is assumed to have L layers (L− 1 hidden layers
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with a layer-specific number of hidden units, and an output layer). The extension
is rather straightforward. The basic idea requires an initialization via standard
backpropagation (BP) as in [2]. The activation functions of the topmost hid-
den layer are basically trained as in the single-hidden-layer setup (called routine
Train in the pseudo-code), via computation of the inverse of the output activa-
tion functions and backpropagation of the target outputs (referred to as routine
BackpropagateTargets in Algorithm 1), as explained in [2]. Estimation of the
corresponding GMM takes place according to the calculations given in Section 2.
The weighted, joint pdf estimation of the GMM parameters is referred to as rou-
tine EstimateGMM in the pseudo-code. So far, the only novelty is that the input
dataset (for estimation of the GMM and the training of the inner networks) is no
longer obtained from the original input patters, but from the outputs yielded by
the previous hidden layer (computed via routine FeedForward). Estimation of
GMMs and training of inner MLPs within the lower hidden layers (down to the
bottom-most) occur in an iterative fashion, following (i) a forward propagation
of the original inputs up to the required layer, and (ii) a progressive backward
propagation step of target outputs.

In Algorithm 1 actual inputs to l-th layer, for the k-th pattern are referred
to as xk(l), while x̂k(l) indicate the desired inputs (i.e. obtained through inver-
sion of the activation functions for the L-th layer, and through MLP-inversion
for the hidden layers, see below). The target outputs backpropagated at l-th
layer is referred to as ok(l) [2]. Dh(l) =

{(
xk

h(l), ok
h(l)
)
, k = 1, . . . , N

}
denotes

the training set for the h-th inner net in l-th layer, where xk
h(l) and ok

h(l) are
the h-th entry of vector xk(l) and ok(l), respectively. Finally, DGMM (l) ={(

xk(l), ok(l + 1)
)
, k = 1, . . . , N

}
is the dataset used for GMM estimation at

l-th layer.
The only catch is the definition of suitable target outputs at a generic layer,

starting from the outputs of the upper layer. This is accomplished by means of
the so-called MLP inversion method [5], according to the calculations outlined
in [4]. The method is conceptually simple: starting from a neural network which
realizes a transformation y = φ(x,w) for a given (pre-trained) set of weights w,
the MLP inversion principle prescribes the transformation of the input patterns
x into new patters x′ which better fit the target criterion function C(·). The
update rule for creating x′ follows the usual gradient descent approach, aimed
at minimizing C(·) w.r.t. x (while the weights w are clamped to their original
values). In summary, we let

x′ = x − η∇xC(·) (18)

whose explicit calculation is accomplished in a way similar to standard BP,
η ∈ R

+ being a learning rate. The routine realizing such an inversion scheme
over a generic MLP is referred to as Invert() in the pseudo-code, and it has to
be applied to all inner networks in the model.
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Algorithm 1. Training multilayer networks with adaptive activation functions

Input: D =
{(

xk , yk
)
, k = 1 . . . N

}
L← number of layers (except input layer)
for l = 1 to L− 1 do

m(l)← number of units in l-th layer
end for
for k = 1 to N do

x̂k(L)← inverse of activation functions of L-th layer over yk

ok(L) = yk

end for
for l = L− 1 down to 1 do

DGMM(l)← ∅
for h = 1 to m(l) do

Dh(l)← ∅
end for
for k = 1 to N do

xk(l)← FeedForward(xk ) up to l-th layer
DGM M (l)← DGM M (l)

⋃{(xk(l), ok(l + 1))}
end for
EstimateGMM over DGM M (l)
for k = 1 to N do

ok(l)← BackpropagateTargets(x̂k (l + 1))
for h = 1 to m(l) do

Dh(l)← Dh(l)
⋃{(xk

h(l), ok
h(l))}

end for
end for
for h = 1 to m(l) do

Train h-th inner net on Dh(l)
end for
for k = 1 to N do

x̂k(l)← Invert(inner networks)
end for

end for

4 Demonstration

In this section we present a preliminary evaluation of the proposed model on a
synthetic regression task. We generated piecewise functions defined over three
intervals. In each interval the function is a mixture of basic functions, namely:
a sinusoid multiplied by a quadratic function, a Gaussian mixture multiplied by
a linear function and a cubic function. The order of the intervals is randomly
generated for each piecewise function. Finally, random Gaussian noise was added
to the function. The standard deviation of the noise is a random value varying
between 0.01 and 0.05. The input and output range were normalized in [−1, 1]
and [0, 1], respectively. The cardinality of the training, validation and test sets
was 200, 100 and 200 patterns, respectively.
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The model was evaluated making use of two common criteria, namely the
mean squared error (MSE), that is MSE = 1

N

∑N
k=1

(
yk − ỹk

)2, and the inte-

grated squared error (ISE), defined as ISE =
∫
I
(
f(x) − f̃(x)

)2

dx, where I is
the interval where the x variable is defined. The integral was evaluated using
Simpson method. To this end, the range of the input variable was divided into
1000 intervals. Figure 1a shows the original function (solid line) and the training
set obtained by adding Gaussian noise (later used to train the outer network).
We set m = 2 and then replaced each of the hidden units with the correspond-
ing inner MLPs. The architecture of the latter ones was determined through a
cross-validation procedure.
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Fig. 1. (a) Synthetic function and training set - (b) Comparison between MLP and
TA-MLP

Figures 2a and 2b show the training set, the probabilistic weights and the
activation function learned by the two inner networks, respectively.

Table 1 shows the comparison between standard MLPs and TA-MLPs. For
each network we indicate the total number of free parameters of the model, the
number of hidden units (in case of TA-MLPs, the number of units of inner net-
works is also indicated in brackets), the MSE on both training and test sets, and
the ISE. The best five results for both models are reported (in the order) in the
table. The first row of the table shows that for a fixed number of free parameters
(for both models) the TA-MLP achieves slightly better result than the MLP in
terms of ISE and MSE, on both training and test sets. This confirms the algo-
rithm is effective. Moreover, increased flexibility of the model over the training
sample does not affect its generalization capabilities (i.e. proper, non-overfitting
activation functions are actually learned). The subsequent rows show how the
performance of TA-MLPs remains stable when the number of free parameters
decreases. In traditional MLPs, on the other end, an increased number of free
parameters does not entail a comparable improvement in terms of performance.

Figure 1b shows the approximations obtained with the best TA-MLP (solid
line) and with the best standard MLP (dashed line), respectively, along with
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Fig. 2. Activation functions learned by (a) first inner network and (b) second inner
network (solid lines), together with their training set (points) and their probabilistic
weights (dashed lines)

Table 1. Comparison between MLPs and TA-MLPs

MLP TA-MLP

#Par #Hid MSEtrain MSEtest ISE #Par #Hid MSEtrain MSEtest ISE

40 13 0.033 0.037 0.00137 40 2(5-6) 0.032 0.035 9.25e-4

49 16 0.046 0.052 0.00390 37 2(4-6) 0.033 0.035 9.42e-4

46 15 0.047 0.052 0.00393 34 2(4-5) 0.034 0.038 9.55e-4

34 11 0.047 0.052 0.00392 43 2(6-6) 0.033 0.035 9.67e-4

37 12 0.047 0.052 0.00399 37 2(5-5) 0.035 0.038 9.97e-4

the corresponding training sets. It is seen that modeling the first peak exhibited
by the training data turned up infeasible via standard MLP, while using the
TA-MLP the very peak turns out to be modeled suitably (via the inner network
which focused on the corresponding, specific region). The activation functions
learned by the two inner networks (problem-specific, and quite different from
regular sigmoids) are shown in solid lines in figures 2a and 2b.

5 Conclusion

The paper developed an explicit, weighted maximum-likelihood solution to the
problem of estimating the density functions (defined over the joint input/output
space) associated wit the neurons of neural nets having adaptive activation func-
tions. Combining the result with the generic training scheme introduced in the
companion paper [2], a complete algorithm for this family of connectionist mod-
els emerges. The algorithm was extended to multi-layer architectures in a natu-
ral way. A preliminary experimental demonstration (over a synthetic regression
task) proved the resulting approach being effective. It is seen that in the 1-
hidden-layer scenario the overall machine can be described as a particular case
of the traditional mixture of neural experts [6], having a novel training/gating
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policy. In the multi-layer setup this dual interpretation does not hold any longer,
and we are faced with a novel, non-standard neural network (non fully-connected,
and possibly having different depths along separate branches of its graphical
structure), where the probabilistic measures associated with each adaptive neu-
ron are defined over non-linearly transformed images of the original data. Efforts
are currently focused toward (i) the definition of a robust, automatic technique
for the selection of suitable, neuron-specific topologies for the inner MLPs (re-
lying on the evaluation of a cross-validated log-likelihood criterion), as well as
on (ii) a thorough experimental comparative analysis of the behavior of the
proposed machine.
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Abstract. Collecting unlabelled data is often effortless while labelling
them can be difficult. Either the amount of data is too large or sam-
ples cannot be assigned a specific class label with certainty. In semi-
supervised clustering the aim is to set the cluster centres close to their
label-matching samples and unlabelled samples. Kernel based clustering
methods are known to improve the cluster results by clustering in feature
space. In this paper we propose a semi-supervised kernel based clustering
algorithm that minimizes convergently an error function with sample-to-
cluster weights. These sample-to-cluster weights are set dependent on
the class label, i.e. matching, not-matching or unlabelled. The algorithm
is able to use many kernel based clustering methods although we suggest
Kernel Fuzzy C-Means, Relational Neural Gas and Kernel K-Means. We
evaluate empirically the performance of this algorithm on two real-life
dataset, namely Steel Plates Faults and MiniBooNE.

1 Introduction

Given a mixture of labelled and unlabelled data the semi-supervised cluster-
ing methods aim to improve the cluster results with emphasize on the labelled
data. In contrast the unsupervised clustering methods set the cluster centres
independent on the data labels. Often only a small amount of labelled data is
available as the task to label them is expensive. Most common the collected un-
labelled data are too numerous to label it by hand or the human expert is unsure
about the class labels of some of the data. Also problematic for fully supervised
classification methods are ill-set class labels.

In the Learning-Vector Quantization (LVQ1) method (Kohonen 1997 [1]) the
prototypes are attracted to the samples with the matching label and repulsed
to the samples with the non-matching label by a modification of the learning
rate. While this simple method delivers good results with data having many
class labels it is known to not converge for samples with differing labels that
overlap in the input space. Later on the Batch-LVQ method has been extended
by fuzzy sample-to-cluster memberships (FSLVQ, Wu et al. 2003 [2]) but without
considering the sample labels.

For a set of Must-Link (ML) and a set of Cannot-Link (CL) constraints on
the data, the Hidden Markov Random Fields (HMRFs) algorithm for semi-
supervised clustering (Basu et al. 2004 [3]) minimizes an error function with
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penalty cost for violating the ML or CL constraints. While this method de-
scribes a sound way of semi-supervised clustering it needs at least one large ma-
trix for the constraints and directly operates in the input space. In many cases
samples are nonlinear distributed in input space and are easier to partition in
feature space which makes kernel methods more useful. Two semi-supervised
kernel based clustering algorithm one using seeded initialization sets of sample-
to-cluster assignments (Seeded Kernel K-Means) and the other constraining sam-
ples from leaving their hard cluster assignment to their label-matching cluster
(Constrained Kernel K-Means) have been shown to perform better than their
non-kernel counterparts and HMRFs method (Yan et al. 2006 [5]). Later on
it has been shown that the HMRFs method is similar to the Weighted Ker-
nel K-Means algorithm for a linear kernel (Kulis et al. 2008 [4]). In the same
article the authors introduced Semi-Supervised Kernel K-Means (SS-KERNEL-
KMEANS) being basicly identical to Kernel K-Means but using a kernel matrix
that embeds a constrained penalty matrix. In a very recent work Hu et al. (2010)
([6]) studied the semi-supervised kernel matrix learning (SS-KML) and tackled
some of the performance problems by learning from a small kernel and propa-
gating it into a larger-sized kernel. An interesting study that compares generally
the semi-supervised classification of large-scale data can be found in Weston
2008 ([7]).

Our contribution in this paper is a novel semi-supervised kernel based clus-
tering algorithm related to the Weighted Kernel K-Means algorithm with class
labels. It is generalized to integrate multiple kernel based clustering methods.
Specifically we integrate Kernel Fuzzy C-Means, Relational Neural Gas and Ker-
nel K-Means (see section 2.1). This expands the algorithm by soft memberships.
Further we broaden this algorithm to consider sample-to-cluster weights instead
of only sample weights. We call this algorithm the Semi-Supervised Kernel Clus-
tering with Sample-to-Cluster Weights (SKC). The objective function of this
EM-style algorithm that it converges to is shown (see section 2). It is discussed
how to set the sample-to-cluster weights based on the cluster and sample la-
bels. In the end of section 3 it is discussed how to determine the cluster labels
in a winner-takes-it all manner. Lastly in section 4 we evaluate empirically the
performance of SKC on two real-life dataset, one being Steel Plates Faults with
seven classes and the other being MiniBooNE with two classes.

2 Sample-to-Cluster Weighted Error Function

Assume that we want to partition N samples x1, x2, . . . , xN with its assigned
class labels l1, . . . , lN in K disjoint sets or cluster and each cluster has a repre-
senting prototype ck and a class label lk. The class labels for cluster and samples
are both restricted to the same range of labels, i.e. li, lk ∈ {0, 1, . . . , M} where
li = 0 represents an unlabelled sample. We can then formulate the unnormalized
sample-to-cluster weights βk(i):
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βk(i) =

⎧⎪⎨⎪⎩
1 if li = 0,

max(1, C |li=0|
|li �=0| ) if li = lk,

0.01 if li �= lk

(1)

For the case where all samples have a label li �= 0 the sample-to-cluster weights
βk(i) rewards samples whose label matches to the cluster label by 1 and penalizes
the samples with not-matching labels by 0.01. If there are unlabelled samples
then the summed weights of the labelled samples differ from the summed weights
of the unlabelled samples by the factor C ≥ 1. Further the normalized sample-
to-cluster weights αk(i) are:

αk(i) =
βk(i)∑N

j=1 βk(j)
(2)

Compared to the unnormalized sample-to-cluster-weights, the normalized sample-
to-cluster weights αk(i) all sum to unity for each cluster k, i.e. αk(i) > 0, ∀i and∑N

i=1 αk(i) = 1. Therefore the sample labels only effect the weights within the
same cluster. Having defined the normalized sample-to-cluster weights we can
now introduce the sample-to-cluster weighted quantization error as follows:

E(ck) =
K∑

k=1

N∑
i=1

fk(i)αk(i)d(ck, xi) (3)

where fk(i) is a hard or bounded soft assignment of sample i to cluster k and
d(ck, xi) is the distance between sample xi and cluster prototype ck. If d(ck, xi)
is measured by the euclidean distance, αk(i) = 1/N, ∀i, ∀k and fk(i) is a hard
assignment then E(ck) is the exact quantization error that K-Means minimizes.
The steps of the K-Means algorithm are 1. updating fk(i): hard assign samples
to clusters based on their distance to their nearest prototypes and 2. updating
ck: move prototypes to their cluster centres. Both steps are repeated until the
prototypes converges locally. If we consider the euclidean distance then we can
derive the positions of the prototypes ck by gradient descent, i.e. calculating
∂E(ck)

∂ck
= 0. This results in the following general function to calculate the cur-

rent prototype positions given the sample-to-cluster assignments fk(i) and the
sample-to-cluster weights αk(i):

ck =
∑N

i=1 αk(i)fk(i)xi∑N
i=1 αk(i)fk(i)

Analyzing this formula a cluster centre is more attracted to samples with match-
ing class labels, less attracted to unlabelled samples and almost unaffected to
samples with opposing class labels. Now suppose that we would transform all
samples xi ∈ X and prototypes ck ∈ X to a feature space using the mapping
function φ : X → F that maps X from input space to a possible high-dimensional
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feature space F. Note that X can be an arbitrary set, e.g. R
n. This would al-

low us to calculate the prototypes in feature space. The benefit is that it can
be easier to partition the samples in the feature space than in the origin input
space. Unfortunately such mapping functions are costly and often unknown. Still
we can calculate the distance between such (theoretically) transformed samples
using a positive-definite and symmetric kernel κ(xi, xj) and applying the kernel
trick, i.e. define the prototypes as linear combinations of existing transformed
samples. Considering the prior defined sample-to-cluster weights we can then set
up the new sample-to-cluster-weighted distance function dweighted(φ(ck), φ(xi))
in feature space. The distance function dweighted(φ(ck), φ(xi)) can be written as:

dweighted(φ(ck), φ(xi)) = ||φ(xi) −
∑N

j=1 fφ
k (j)αk(j)φ(xj)∑N

j=1 fφ
k (j)αk(j)

||2 (4)

= 〈φ(xi), φ(xi)〉 − 2

〈
φ(xi),

∑N
j=1 fφ

k (j)αk(j)φ(xj)∑N
j=1 fφ

k (j)αk(j)

〉
+〈∑N

j=1 fφ
k (j)αk(j)φ(xj)∑N

j=1 fφ
k (j)αk(j)

,

∑N
j=1 fφ

k (j)αk(j)φ(xj)∑N
j=1 fφ

k (j)αk(j)

〉

= κ(xi, xi) −
2

∑N
j=1 fφ

k (j)αk(j)κ(xi, xj)∑N
j=1 fφ

k (j)αk(j)
+

∑N
j=1

∑N
l=1 fφ

k (j)fφ
k (l)αk(j)αk(l)κ(xj , xl)

[
∑N

j=1 fφ
k (j)αk(j)]2

While minimizing the quantization error in input space (e.g. standard K-Means)
can be achieved by repeatedly moving the cluster prototypes this is not directly
possible in feature space. Instead the aim is to set the cluster assignments to such
values that the quantization error (see equation (3)) will be minimized. This can
be done by iteratively updating the assignments by calculating and comparing
the distances. Note that an update of the cluster assignments f also implicitely
changes the positions of the prototypes in feature space.

2.1 Weighted Kernel Based Methods for Clustering

Having defined the sample-to-cluster weighted distance function (see equation
(4)) we can now use this distance measure in feature space and define the sample-
to-cluster assignment functions for the most common divisive kernel clustering
methods. Selecting one of the clustering methods is as simple as selecting one of
the following assignment functions f . This is possible as these kernel clustering
methods only differ by their sample-to-cluster assignment function f . As for
Sample-to-Cluster Weighted Kernel K-Means the assignment update step is:
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fφ
k (i) =

⎧⎪⎨⎪⎩
1 if dweighted(φ(ck), φ(xi)) < dweighted(φ(cm), φ(xi)),

m = 1, . . . , K, m �= k

0 else
(5)

For Sample-to-Cluster Weighted Relational Neural Gas (for the basic method
see Hammer et al. 2007 [9]) the assignment update step is:

fφ
k (i) = exp

(−rank(φ(ck), φ(xi))
λ

)
(6)

where rank(φ(ck), φ(xi)) = |{φ(cm) | dweighted(φ(cm), φ(xi)) < dweighted(φ(ck),
φ(xi)), m = 1, . . . , K, m �= k}| ∈ {0, . . . , K − 1}. Lastly the assignment up-
date steps for Sample-to-Cluster Weighted Kernel Fuzzy C-Means (for the basic
method see Zhang et al. 2002 [8]) gets:

fφ
k (i) =

1∑K
n=1[

dweighted(φ(ck),φ(xi))
dweighted(φ(cn),φ(xi))

2
m−1 ]

(7)

Comparing the three algorithms, Kernel Fuzzy C-Means and Relational Neural
Gas are more insensitive to initializations as both algorithms update their indi-
rectly defined prototypes not only by their greedy winner samples but also by
other samples determined through neighborhood size λ (Relational Neural Gas)
or fuzzifier m (Kernel Fuzzy C-Means). For Relational Neural Gas this neighbor-
hood size reduces during the increasing iteration steps t, e.g. by N/(2 · t). The
Kernel Fuzzy C-Means algorithm however uses and returns soft assignments,
i.e. gives possibly more information on the data. On the other hand if fuzzifier
m → 1 then this algorithms behaves exactly like Kernel K-Means.

3 Semi-Supervised Kernel Clustering with
Sample-to-Cluster Weights

Given the samples xi with sample labels li, a kernel function κ, the number of
cluster K, their assigned cluster labels lk and the kernel clustering method, i.e.
the method to calculate the sample-to-cluster assigments fk(i) (see section 2.1)
we can formulate the Semi-Supervised Kernel Clustering with Sample-to-Cluster
Weights (SKC) algorithm in algorithm 1. The algorithm has converged to a lo-
cal minima if the cluster assignments and therefore also the cluster prototypes do
not change anymore or the sum of the differences between the old and new clus-
ter assignments gets below a certain threshold. The output of this algorithm are
then the assignments f that determines the hard (Relational Neural Gas, Kernel
K-Means) or soft (Kernel Fuzzy C-Means) assignments of the given samples to
K cluster. Further the distances of samples that have not been deployed in the
above algorithm can be calculated to the resulting prototypes using equation (4).
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Algorithm 1. Semi-Supervised Kernel Clustering with Sample-to-Cluster
Weights (SKC) algorithm
Input: samples xi ∈ XN with labels li ∈ {0, . . . , M}, cluster labels lk, kernel function

κ, number of cluster K and kernel clustering method (Kernel K-Means, Kernel Fuzzy
C-Means, Relational Neural Gas)

Output: final cluster assignments f
Arbitrary set sample-to-cluster-assignments f
Calculate sample-to-cluster weights using equation (2)
repeat

Calculate dweighted(φ(ck), φ(xi)) of the samples xi to the cluster centres ck in
feature space using equation (4)
Calculate f given the kernel clustering method

until convergence

This is possible as the resulting prototypes are defined in feature space as a linear
combination of the used samples, the final cluster assignments f and the calcu-
lated sample-to-cluster weights α. Therefore this algorithm can be used to 1. semi-
supervised cluster data with all known labels or 2. semi-supervised cluster data
with some known labels and 3. use the resulting prototypes to detect the labels of
new samples. The given cluster labels can be estimated based on the amounts of
known sample labels, i.e. ∼ K · |li|li �=0|∑

j |lj|lj �=0| cluster with the label lk = li.
Although it is possible in the SKC algorithm to only know a small amount

of sample labels, it might impose some problems. Suppose to know only a small
amount of sample labels, i.e. most sample labels are li = 0. Now estimating the
real amount of sample labels and therefore distributing the class labels to the
cluster is no easy task. On the other hand we can roughly guess the cluster label
lk by the current given hard assigned samples:

lk = argmax
j=1,...,M

(|li = j, xi ∈ ck|) (8)

In this winner-takes-it-all method the cluster label lk ∈ {1, . . . , M} gets the label
that currently the most hard assigned samples have. Also this equation directly
maximizes the Purity (see section 4). Integrated in the prior defined algorithm
SKC the class-label winner-detection is performed after calculating the sample-
to-cluster assignments f (after step 2). Further the sample-to-cluster weights
(equation (2)) have to be calculated each time the cluster label changes. The
cluster-label need not be initialized but can be determined by initial f using this
method.

4 Experiments and Results

To evaluate empirically the performance of our SKC method we have tested
it on two real-life dataset (Steel Plates Faults and MiniBooNE). We compared
the performance to the de-facto standard Constrained Kernel K-Means with
Seeded Sets (CKKMEANS, Yan et al. 2006 [5]) and the basic kernel clustering
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methods without labels. For the smaller dataset (Steel Plates Faults) we either
randomly removed some of the sample labels (70 percent) or used all sample
labels for the semi-supervised clustering and then calculated the summed Total-
Within Cluster Variation with the resulting cluster centres (TWCV, see equation
(3) but with hard sample-to-cluster assignments fk(i) and αk(i) = 1/N, ∀i, ∀k).
Further we show the external cluster validation measures Purity and Normalized
Mutual Information (NMI) with all known sample labels. The Purity is the
summed number of highest sample labels in each cluster divided by the number
of samples N , i.e. Purity = 1

N

∑K
k=1 maxli,xi∈ck

|li|. If the number of clusters
are higher than the number of class labels then a better criteria can be the NMI:
nMI(C, K) = I(C,K)√

H(C)·H(K)
where I(C, K) measures the mutual information

between the classes C and the cluster K normalized by the entropy of classes
C (H(C)) and the entropy of cluster K (H(K)). Both Purity and NMI range
between 0 and 1, higher values are better. For the large-scale dataset MiniBooNE
we chose the first 1000 samples for each class and calculated additionally the
TWCV, Purity and NMI with all ∼ 130, 000 samples. As for the parameter we
set λ for RNG to linear decrease from N/2 to 0.01, fuzzifier m for KFCMEANS
to 1.25 and factor C = 2 (see equation (1)) for all experiments.

4.1 Steel Plates Faults Dataset

The Steel Plates Faults Dataset (UCI repository [10]) consists of 1, 941 samples
∈ R

27 with seven class labels. It describes the visual image of a steel plate by
luminosity, orientation, edges etc. where each sample has one of seven faults, i.e.
pastry, Z-scratch, K-scratch, stains, dirtiness, bumps and other. We normalized
the samples to zero mean and unit variance and used the RBF-Kernel to calculate
the similarities between the samples:

κ(xi, xj) = exp(−||xi − xj ||2
2σ2

) (9)

Several values for parameter σ were tested with basic Kernel K-Means for K = 14
cluster to maximize Purity and the NMI value and to minimize the TWCV.
Therefore any improvements to the KKMEANS results are significant. Parame-
ter σ = 4. The results for SKC with given cluster labels as well as cluster-label
winner detection can be seen in table 1. Our SKC algorithm combined with
KKMEANS, KFCMEANS or RNG are best both in terms of external cluster
validation (Purity and NMI) as well as the quantization error (TWCV) com-
pared to the standard kernel methods (KKMEANS, KFCMEANS and RNG)
as well as the Constrained Kernel K-Means (CKKMEANS) method. The Pu-
rity could be increased from 58.8 to 64.5 percent (SKC-RNG). Most interesting
the CKKMEANS algorithm that we compare to has a good Purity and NMI
value but too high TWCV for all label samples (label amount 1.0). For this
case the algorithm is so constrained that it simply cannot cluster but only re-
turn the given seed set. However our SKC algorithm has only slightly higher
quantization errors with all sample labels than with some or no sample labels,
i.e. still produces good clusterings in terms of the TWCV.
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Table 1. Cluster validations on Steel Plates Faults dataset. The values are averaged
over 30 testruns (with small variances, omitted). All methods had to partition the
samples in K = 14 cluster. Second column (label amount) describes the factor of
known sample labels. The third column describes if cluster-labels are predefined (n) or
detected during the algorithm (y). External cluster validation measures are given in
the fourth and fifth column. The internal cluster validation measure (TWCV) is given
in the last column.

fac. det. Purity NMI TWCV

KKMEANS - - 0.593 0.3357 761
KFCMEANS - - 0.602 0.3412 762
RNG - - 0.588 0.3321 761

CKKMEANS 0.3 n 0.618 0.3534 798
CKKMEANS 1.0 n 0.647 0.37 1001

SKC-KKMEANS 0.3 y 0.615 0.3501 796
SKC-KFCMEANS 0.3 y 0.619 0.3526 789
SKC-RNG 0.3 y 0.617 0.3507 777

SKC-KKMEANS 0.3 n 0.617 0.3549 794
SKC-KFCMEANS 0.3 n 0.623 0.3528 778
SKC-RNG 0.3 n 0.627 0.3538 777

SKC-KKMEANS 1.0 n 0.646 0.37 808
SKC-KFCMEANS 1.0 n 0.645 0.3688 809
SKC-RNG 1.0 n 0.645 0.3672 802

4.2 MiniBooNE Dataset

In the MiniBooNE Dataset from the UCI repository (see [10]), electron neu-
trinos (signal) have to be divided from muon neutrinos (background). It is a
large-scale dataset with 130, 065 samples ∈ R

50 and two class labels. For the
(semi-supervised) clustering we chose the first 1000 samples of each class, i.e.
clustered 2000 of the samples. We normalized the 50 particle id attributes to
zero mean and unit variance and used the RBF-Kernel (see equation (9)) with
parameter σ = 3 for the similarity measure. The result of the clustering algo-
rithm can be seen in table 2. This time we compared additionally the Purity, NMI
values and TWCV of all samples to the resulting prototypes. If 30 percent of the
sample labels are known then our SKC algorithm performs best versus all other
methods (KKMEANS, KFCMEANS, RNG and CKKMEANS) in terms of lower
TWCV and higher NMI and Purity values. However for all known sample labels
the CKKMEANS algorithm performs slightly better than SKC-KKMEANS for
Purity and NMI but has much worse TWCV. Similar results have been observed
for the Steel Plates Faults dataset (see section 4.1) where we have concluded that
the CKKMEANS algorithm is too constrained for all known samples and unable
to cluster. The SKC-RNG algorithm however has about the same NMI and Pu-
rity values and much better TWCV than CKKMEANS. The NMI for SKC-RNG
could be increased from 14.02 to 17.58 percent (0.3 labels) respectively to 18.82
percent (1.0 labels).
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Table 2. Cluster validations on MiniBooNE dataset. The values are averaged over 30
testruns (with small variances, omitted). All methods had to partition the samples in
K = 6 cluster. Second column (label amount) describes the factor of known sample
labels. The third column describes if cluster-labels are predefined (n) or detected during
the algorithm (y). The external cluster validation measures are given for the clustered
samples (fourth and fifth column) and for all samples (sixth and seventh column). The
internal cluster validation measure (TWCV) is given in the last column for all samples.

fac. det. Purity NMI Purity NMI TWCV
all all all

KKMEANS - - 0.761 0.1893 0.78 0.1626 24815
KFCMEANS - - 0.759 0.1854 0.793 0.1591 24754
RNG - - 0.737 0.1626 0.783 0.1402 24740

CKKMEANS 0.3 n 0.768 0.1914 0.786 0.164 25830
CKKMEANS 1.0 n 0.796 0.2069 0.838 0.1856 37034

SKC-KKMEANS 0.3 y 0.779 0.1978 0.793 0.1728 25013
SKC-KFCMEANS 0.3 y 0.777 0.1971 0.8 0.171 24892
SKC-RNG 0.3 y 0.789 0.2057 0.796 0.1758 24831

SKC-KKMEANS 0.3 n 0.771 0.191 0.794 0.1653 24894
SKC-KFCMEANS 0.3 n 0.755 0.1786 0.801 0.1552 24789
SKC-RNG 0.3 n 0.774 0.1936 0.801 0.1648 24629

SKC-KKMEANS 1.0 y 0.788 0.2051 0.81 0.177 24964
SKC-KFCMEANS 1.0 y 0.781 0.1977 0.81 0.1746 25071
SKC-RNG 1.0 y 0.8 0.2185 0.8 0.1882 25074

5 Conclusion

We have defined an objective function based on the quantization error and
with sample-to-cluster weights. Using this error function we derived the semi-
supervised kernel based clustering algorithm that integrates multiple kernel
methods specifically Kernel K-Means, Kernel Fuzzy C-Means and Relational
Neural Gas. We have shown how to set these sample-to-cluster weights and how
these weights influence the positions of the cluster centres. Further we extended
the algorithm to detect the cluster-labels in a winner-takes-it-all manner. We
have performed experiments on two real-life dataset. For the large-scale dataset
(MiniBooNE) we clustered with 2000 samples and have shown the TWCV, Pu-
rity and NMI values with the resulting cluster centres and all (∼ 130, 000) sam-
ples. We have shown empirically for both dataset that our algorithm (SKC) has
better TWCV, Purity and NMI values than the basic kernel clustering meth-
ods (KKMEANS, KFCMEANS and RNG) and the Constrained Kernel K-Means
(CKKMEANS) method. What remains of interest is how the SKC algorithm per-
forms with kernels that include sample label informations or sample-to-sample
constraints.
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Abstract. In order to find a control policy for an autonomous robot by
reinforcement learning, the utility of a behaviour can be revealed locally
through a modulation of the motor command by probing actions. For
robots with many degrees of freedom, this type of exploration becomes
inefficient such that it is an interesting option to use an auxiliary con-
troller for the selection of promising probing actions. We suggest here
to optimise the exploratory modulation by a self-organising controller.
The approach is illustrated by two control tasks, namely swing-up of a
pendulum and walking in a simulated hexapod. The results imply that
the homeokinetic approach is beneficial for high complexity problems.

1 Introduction

Reinforcement Learning, discrete [1,12,13] as well as continuous [5], aims at
solving dynamical optimisation problems. For this purpose a utility function
and/or a control policy is constructed. Optimal performance can be reached
asymptotically under certain conditions. However, because often Markovian state
transitions and slow decay of the learning rate cannot be asserted in practical
problems, only suboptimal solutions are found.

Additionally, in high dimensions, the exploration of the state space is time
consuming. Gradient-based reinforcement learning can speed-up the optimisa-
tion process, but is prone to local optima, and if the gradient is not known then
probing actions must be used in order to obtain gradient information. High-
frequency probing [14] tests two alternative actions virtually at the same time
which seems appropriate for an autonomous agent which may not be able to
apply different actions in the same state. In addition, the set-up of the prob-
ing actions requires some domain knowledge and becomes cumbersome in high
dimensions. Furthermore, what priorities should be used when sequentially prob-
ing the manifold of behaviours in robots with many degrees of freedom? A robot
with a reinforcement learning (RL) controller is biased to keep trying the path
that is expected to give him the best reward in the future, thus seemingly non
rewarding nearby states are less likely to be explored.

We propose to use an auxiliary algorithm that learns to probe the system. For
this purpose we will not follow the gradient of the utility function, but will aim at
maximising the learning success achieved by the probing actions. This will help
to obtain a more reliable representation of the utility function in shorter time,

F. Schwenker and E. Trentin (Eds.): PSL 2011, LNAI 7081, pp. 82–91, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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while the reinforcement learning component will be responsible for the actual
increase of the expected reward.

The probing algorithm relies on a self-organising (SO) control paradigm de-
scribed in Ref. [10]. The SO controller generates motors signals based on esti-
mated next sensor values. This signal will be used by the reinforcement learning
controller as exploration mode and to update the parameters values in an actor-
critic configuration. A representation of the world and the controller are modelled
and updated based on the time loop error, see [3,4]. In Fig. 1 a scheme of the
architecture can be seen, the reinforcement learning controller generates a motor
signal ut given the actual states xt and the exploratory signal nt provided by
the SO controller. Given the actual motor signal and the actual state the model
predicts the next sensor input which is used to calculate the time loop error and
to update the SO controller. It is essential to the approach followed here that
the full loop through the environment is monitored by the robot. This loop can
be represented by a map of previous to new sensor values, but as well also as
a map from previous to new motor commands. The latter case is actually more
convenient if as often the dimensionality of the motor space is lower than that
of the sensor space.
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Fig. 1. Architecture of the sensorimotor loop (RL: Reinforcement learning controller,
HK: Homeokinetic controller; for other symbols see Section 2)

We present a comparison of our approach with a standard version of contin-
uous reinforcement learning [5] in the low dimensional task of swinging up a
pendulum with limited torque and in an hexapod robot with twelve degrees of
freedom where walking speed is to be optimised.

2 Reinforcement Learning in Continuous Space and Time

Following [5], the control command is given by

ut = Ut (xt) = s
(
A
(
xt; wA

)
+ σnt

)
, (1)
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where s is the output function, n is a probing input of strength σ and

A
(
xt; wA

)
= N (x)

∑
i

wA
i exp

(
−‖xt − μi‖2

2ρ2
i

)
(2)

is a policy function that depends on parameters wA (ρi and μi are assumed

to be fixed). The factor N (x) =
(∑

i exp
(
− ‖xt−μi‖2

2ρ2
i

))−1

normalises the actor

output. The parameters wA are updated according to

ΔwA
i = ηAδtnt

∂A
(
xt; wA

)
∂wA

i

, (3)

where ηA is a learning rate.
While the last term in (3) is easily obtained from (2), the essential part of

this learning rule includes the correlation of the probing input n and the delta
error

δt = rt − 1
τ

Vt + V̇t (4)

The utility function V is represented by another parametrised function which is
simultaneously updated.

There are various ways of choosing the probing excitation of the robot control
in Eq. 1. Gullapalli [7] suggested to use noise while others [14,2] have proposed
high-frequency oscillatory modulations of the motor command. Our experiments
confirm that the type of the probe does not matter in low-dimensional problems.
For robots with many degrees of freedom, the dynamics of the correlation among
the degrees of freedom of the controlled system becomes crucial such that the
choice of the probing stimulus becomes non-trivial. In high-dimensional prob-
lems it is obviously not possible to test all actions in all states infinitely often as
it would be required in discrete reinforcement learning algorithms. Also for con-
tinuous algorithms orienting the exploration to promising directions is essential.
We propose to use an approach in the present context that we have previously
developed in a different setting [8].

3 Learning in Motor Space

Instead of using noisy probing, we propose to modulate the motor command (1)

ut = s
(
A
(
xt; wA

)
+ σK (xt)

)
(5)

by an exploratory controller

K (xt) = g (Cxt + C0) . (6)

This controller receives the current sensory input vector xt and determines the
direction of exploration in dependence on the multidimensional parameters C ∈
R

m×n and C0 ∈ R
m and a further nonlinear function g. In order to adapt the
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parameters C and C0, the new sensory inputs are compared with a prediction
x̂ by a world model M based on previous inputs or outputs. For simplicity we
use a linear predictor that uses only the motor commands (5) and receives thus
information about previous inputs only indirectly.

x̂t+1 = M (ut) = Dut + D0 (7)

The comparison of the corresponding sensory input xt+1 and its estimate by the
internal model x̂t+1 results in the prediction error ξt+1 = x̂t+1 − xt+1 which is a
vector in the perceptual space.

In order to formulate a learning rule for the exploratory controller (7) we will
follow the procedure in Ref. [8] and express the error in the motor space which
can be achieved by defining a transformed error ηt via

M (ut) + ξt+1 = M (ut + ηt) . (8)

Because M (ut) + ξt+1 = xt+1, the motor error η can be interpreted as the
control correction required to compensate the inaccuracy of the model M . η is
a retrospective error that can be determined only after the event of receiving
the new stimulus xt+1. Nevertheless, minimisation of η is a relevant goal for
the adaptation of the system. The definition (8) is implicit and may be empty
which calls for the use of a regularised inverse of M to explicitly obtain an
approximation of η. Practically, Eq. 8 is transformed into a motor level error
exploiting the assumed linearity of the model (7),

ηt = M ′+ξt+1, (9)

where M ′+ is the pseudo-inverse of the derivative of the model (7), i.e. the
pseudoinverse of D in Eq. 7. In analogy to Ref. [3] this defines a homeokinetic
error function in the motor space

Et = η�
t

(
JtJ

�
t

)−1
ηt (10)

where J is the Jacobian of the sensorimotor loop, see below. We are going to
perform a gradient descent with respect to this error function in order to adapt
the parameters of the controller (6).

To calculate the Jacobian, we use the derivatives M ′
u = D and U ′

x = s′ ◦(
∂A
∂x + σg′ ◦ C

)
such that we find from Jt = φ′

u = U ′
x (xt)M ′

u (xt−1; ut−1)1

Jt =
(

∂A

∂x
+ σg′t ◦ Ct

)
Dt.

This gives rise to the following formulation of the shift ν, i.e. the change in motor
command that would have been required to correctly predict the following motor
command, namely

νt−1 = J−1
t ηt

1 The dependence dx
du

of the new sensory input on the motor command is approximated
here based on the assumption of a correct model (certainty equivalence). The symbol
◦ denotes component-wise multiplication.
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While the above interpretation (9) of η as retrospective error connects sensor and
motor space, we have here a connection between the two points in time within
the motor space that reflects the dynamical properties of the full sensorimotor
loop. The error function (10) becomes thus simply

Et = ν�
t−1νt−1

which lead to a convenient update rule of the controller matrix C. Omitting the
time indices we find

1
εC

ΔC = −∂E

∂C
= −2ν� ∂ν

∂C
= 2ν�J−1 ∂J

∂C
J−1η − 2ν�J−1 ∂η

∂C

using the rule ∂Y −1

∂X = −Y −1 ∂Y
∂X Y −1. The derivative ∂η

∂C cannot be determined,
because we have no information of the dependence of the prediction error on the
controller parameters, therefore we set ∂η

∂C = 0 and are left with

1
εC

ΔC = 2ν�J−1 ∂J

∂C
J−1η = 2ν�J−1 ∂J

∂C
ν

where
∂Jt

∂C
=

∂

∂C

(
∂A

∂x
+ σg′t ◦ Ct

)
Dt.

We may ignore the effect of the controller on the sensitivity of the actor in the
reinforcement learning component, i.e. set ∂

∂C
∂A
∂x = 0. We may also assume that

the details of the actor are not specified by the reward but will follow essentially
the homeokinetic control. In this case the term ∂

∂C
∂A
∂x is parallel to the remainder

and the resulting numerical factor can be absorbed into the learning rate. We
have thus arrived at essentially the same learning rule as in Ref. [8],

1
εC

ΔC = χ (Dν)� − χ� ∂g′−1 ◦ η

∂C
,

which, however, is to be evaluated at the controller with the reinforcement learn-
ing component.

Inserting the correct time indexes we obtain

1
εC

ΔC = χt−1 (Dtνt−2)
� − 2

(
χt−1 ◦ gt−2 ◦

(
g′t−2

)−1 ◦ ηt−1

)
x�

t−2

with χt−1 =
(
R�

t

)−1
νt−2. The update rule for C0 can be found analogously,

1
εC

ΔC0,t = −2
(
χt−1 ◦ gt−2 ◦

(
g′t−2

)−1 ◦ ηt−1

)
4 Homeokinetic Reinforcement Learning: Experiments

In order to test our approach two nonlinear control task were implemented. The
first one is the pendulum swing-up task (number of sensors n = 2, number of
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motors m = 1) where a pendulum has to be brought to the upright position to
obtain the maximum reward. The second task consist in teaching an hexapod
robot (n = 12, m = 12) to walk based on a measure of the overall speed. Both
pendulum and robot are realised in the LpzRobots simulator [11].

For comparability, we follow the procedure in Ref. [5] and compare the per-
formance to an RL controller configured as an actor-critic, see Eq. 1 for the
actor output, and Eq. 3 for the learning rule. The critic is approximated by the
relation V̇ (t) ∼= (V (t)−V (t−�t))/�t using the backward Euler approximation,
which rises from the error signal (4)

δ (t) =r (t) +
1
�t

[(
1 − �t

τ

)
V (t) − V (t −�t)

]
. (11)

The update of the wi follows a gradient descent with respect to δ.

ẇi = ηCδ (t)
∂V (x (t −�t) ; w)

∂wi
, (12)

where ηC is a learning rate.
Actor and critic functions are implemented as a normalised Gaussian net-

work. The sigmoid function is defined as s (x) = 2
π arctan

(
π
2 x
)
. In the classic

RL approach we use coloured noise with a correlation length of 0.1 as prob-
ing input with strength σ, in the case of self-exploring RL controller the same
value σ is used to weigh the output n of the SO controller. The strength of
the probing signal is weighted by σ, following the idea of [7], while the reward
become bigger the probing input should become weaker, the value is calcu-
lated by σ = σ0 min

{
1, max

{
0, V1−V (t)

V1−V0

}}
where V0 and V1 are the minimal

and maximal levels of the reward. For the SO controller the activation function
g (·) = tanh(·) is used.

4.1 Performance in a Toy Example

In a pendulum swing-up task, we use the same configuration as in Ref. [5] where
the actor and the critic function are implemented in a 15×15 grid with the angle
θ ∈ [−π, π] against the vertical line and the angular velocity ω ∈ [−2π, 2π].
The reward function r(θ) = cos(θ) assumes the maximum at the upright and
the minimum at the downward position of the pendulum. Each trial lasts for 20
seconds if | θ |< 5π, otherwise a minimal reward is given for one second and the
trial is reinitialised in a random state. The performance of the trial is measured
by the time when the pendulum is in the range | θ |< π/4. For the SO controller
mostly the same setup is used. This problem is not trivial given the maximum
applicable force to the pendulum umax < mγl, this maximum force is multiplied
to Eq. 5 with m as the mass of the pendulum, γ as the gravitational constant
and l as the length from the pivot to the end of the pendulum, with a small
enough umax the pendulum has to build up momentum to be able to reach the
upper position.
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Fig. 2. Average of 50 experiments, each with 400 trials of the swing-up task with RL
(upper trace) and with the combined controller (lower trace). The physical parameters
are m = 1, γ = 9.8, friction μ = 0.01, umax = 5.0. The parameters for the RL controller
are τ = 1.0, σ0 = 0.5, V0 = −1, V1 = 1, �t = 0.02. The learning rate for the C values
were εc = 0.01. The errorbars indicate deviations over 100 runs for each control task.

Fig. 2 shows the result of the average balance time per trial for 100 experiments
with 400 trials each. Results discusion in section 5.

4.2 Self-organisation of Walking in an Hexapod

The hexapod (Fig. 3) resembles a insect with the three pairs of legs, two antennae
and a thorax. A two-axis joint is placed where the legs meet the thorax allowing
vertical and horizontal rotations, a servo motor actuate over each axis of the
joint. In every axis a sensor measures angle θ with respect to the initial position
and another sensor measures the angular velocity ω of the leg with pivot on the
joint with the thorax. The joint between the femur and the tibia rotate in one
axis with a damping action as springs.

The task of the hexapod robot was to improve its overall speed. A reward
function is directly proportional to the speed in the (x,y)-plane. Due to the
symmetry of the robot no particular movement direction is implied, i.e. in some
trials the robot moved in direction of the antennae and in other ones in the
opposite direction. The setup of the experiment is similar to the Pendulum,
where a trial of 20 seconds is conducted by the controller, after that time the
position and the velocities of each leg are set randomly. The performance of each
trial is measured by the average speed of the trial. Again, normalised Gaussian
networks are used as basis functions for each axis of the thorax-femur joints
with 15×15 centers in the range

[−π
8 , π

8

]×[− 5
4π, 5

4π
]

for vertical movements and[−π
4 , π

4

]×[− 5
4π, 5

4π
]

for horizontal movements of the legs. This high-dimensional
task was performed over 4000 trials with SO controller and with noise probing
signal, see Fig. 4.
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Fig. 3. Hexapod robot realised in the LpzRobots simulator. Joints between legs and
thorax have two degrees of freedom and a servo motor for each axis. The joint in the
middle of each leg contains only an unactuated spring.

5 Results and Discussion

5.1 Pendulum Results

A comparison of the results for a standard RL controller and for the SO controller
are shown in Fig. 2. The swing-up task appears to be easily learned by the RL
controller, its slope is steepest, a stable performance is reached earlier, and the
total time spent in the upright position is longer. Interestingly, the SO controller
never reaches a higher count of maximally rewarded states. This and the evidence
that the behaviour is learned, shows that this controller continues to explore new
states even if the maximum of the reward function has been already discovered.
Because learning is driven merely by the correlation between exploratory action
and utility function consistency, the results for this low-dimensional problem are
little impressive, whereas in high dimensional tasks, where exploration is a less
trivial problem, this SO controller will allow the robot to keep exploring such
that local maxima of the expected reward or regions and directions with low
gradients can be avoided more easily.

5.2 Hexapod Results

The results for the hexapod with the RL and the SO controller are shown in
Fig. 4. As expected, the SO controller shows an advantage in the sense that
throughout the experiment the increase of the average speed is higher than the
maximal speed that was achieved by the RL controlled robot. It is, moreover,
obvious that a stable performance is not clearly achieved by either approach, even
after 4000 trials. The relatively high speed is produced by the SO controller even
in spite the exploratory tendency of the SO controller, which can be considered
as a further advantage of the explorative strategy.
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Fig. 4. Average speed for the hexapod with RL controller (lower trace) and with the
combined controller (upper trace) during 4000 trials at a learning rate εC = 0.1. The
errorbars indicate deviations over three runs for each control task.

6 Conclusion

We have presented an integration of two approaches to the unsupervised gener-
ation of behaviour in robots. The interaction is based on an objective function
that maximises the sensitivity of the learning systems with respect to mismatches
in the utility function while simultaneously a RL component aims to maximise
the future reward. We have tested our approach with two exemplary tasks of
different complexity and have shown that

– the exploration induced by the SO controller may counteract the reward
maximisation in an optimally tuned low dimensional task, while

– the SO controller seems to aid the learning process by guiding the exploration
in a high dimensional task, and that

– the variable coherency of the action modulation in the SO controller improves
the capability of the algorithm to escape local minima and flat regions of the
goal function.

For comparability of the two variants of learning we ran the experiments with
restarts after each trial. This is necessary in RL with random exploration but it
is not required in the self-organized variant. If a stable performance is reached at
any local or global optimum the sensitivity of the SO controller increases until
the state of the systems escapes from the stationary behaviour. Restarting may
not be an option for an autonomous robot such that an SO controller may be
required here also for practical reasons.

Current work includes the comparison of the quality and frequency of the
visited states as well as more systematic assessment of the scaling properties
which are promising as we have shown recently in the context of guided self-
organisation [9].
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Abstract. We propose a strategy for semi-supervised learning of
Hidden-state Conditional Random Fields (HCRF) for signal classifica-
tion. It builds on simple procedures for semi-supervised learning of Hid-
den Markov Models (HMM) and on strategies for learning a HCRF from
a trained HMM system. The algorithm learns a generative system based
on Hidden Markov models and a discriminative one based on HCRFs
where each model is refined by the other in an iterative framework.

1 Introduction

Sequence and signal labelling is a fundamental task in many application domains
such as signal and speech recognition. We focus on sequence classification where
one wants to assign a single label to an input sequence and aims at designing
accurate semi-supervised learning (SSL) algorithms for discriminative markovian
models such as Hidden Conditional Random Fields (HCRFs) [7]. Dealing with
signal data requires using latent variable models, alike in Hidden Markov Models
(HMMs). HMMs are the reference technology for dealing with sequences, while
HCRFs may be viewed as a discriminative counterpart of HMMs, they are an
extension of CRFs for dealing with hidden states [7].

Generative approaches (e.g. HMMs) rely on the learning of one model per class
and build a distribution over observations. They may exhibit a higher bias and
a lower variance than discriminative models [2] and they also may outperform
discriminative models with small training datasets. Besides, generative models
allow simple semi-supervised learning through the use of mixture models and of
an EM learning scheme [5]. On the other hand, the discriminative approach (e.g.
HCRFs) directly model the conditional probability distribution which is more
related to the classification goal. They usually exhibit better asymptotic per-
formance, when the training set size increases towards infinity, than generative
models but the convergence to their optimal behaviour may be slower, meaning
that generative models may reach their asymptotic performance faster than dis-
criminative ones, i.e. with a smaller training set size [6]. Besides, semi-supervised
training in discriminative models is less straightforward.

F. Schwenker and E. Trentin (Eds.): PSL 2011, LNAI 7081, pp. 92–95, 2012.
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In particular designing SSL algorithms of HCRF is a difficult task. Although
some works have been done on the more general task of semi-supervised learning
of structured output predictors [3] and on the semi-supervised learning of Con-
dition Random Fields (CRFs) [8], few works have concerned the semi-supervised
training of Hidden-state CRFs (HCRFs). This situation motivated us to inves-
tigate a co-training like algorithm [1] where a generative system (HMMs) and a
discriminative one (HCRFs) are iteratively refined. The idea is to rely on the rel-
ative easiness of SSL for HMMs and on recent initialization schemes of a HCRF
from a HMM [4], [9]. In this algorithm HMMs make explicit use of unlabeled data
while HCRF exploit them indirectly through the influence of a HMM trained in
a semi-supervised setting.

2 Iterative Refinement of HMM and HCRF

A number of works have proposed methods for semi-supervised learning of
HMMs or HCRFs [10]. For semi-supervised learning of HMMs for classification,
a simple idea consists in learning a mixture model with one HMM component per
class with labeled and unlabeled data using the EM algorithm. Semi-supervised
training of HCRF is less simple though some approaches that have been proposed
in the past for general structured output prediction models [3]. To overcome the
difficulty of using unlabeled data in HCRF, we suggest to learn it using only la-
beled data while we exploit unlabeled data through the contribution of a HMM
based system. To do that, we initialize the HCRF model from a HMM as pro-
posed in [4] (we denote this strategy HCRF Init) or we used an alternative hybrid
HMM-HCRF approach we proposed in [9] (we denote this as HCRF Hybrid).
Whatever the method, the obtained HCRF indirectly depends on the unlabeled
data through its initialization by a HMM trained in a semi-supervised manner.

Thus, we propose to learn iteratively two systems, a HMM system, and a
HCRF system where each of them influence the other. The algorithm is illus-
trated in Figure 1. Initialization starts by SSL of HMMs which are then used
to initialize HCRFs which are trained in a fully supervised way, as discussed
above. Then, the algorithm iterates the two following steps : In a first step, the
current HCRFs are used to label all unlabeled data and the HMMs are learned
in a supervised way using all labeled and unlabelled data. Then, the HCRFs
are learned on the labeled data, based on the HMM solution, either through
initialization or with our hybrid modeling.

Fig. 1. Semi-supervised strategy embedding HMM and HCRF learning, DL and DU

denote the sets of labeled and unlabeled training sequences
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This strategy has some similarity with co-training method which was proposed
by [1], where two classifiers are learned on two descriptions of the data and their
predictions on unlabeled data are used to augment the training dataset of the
other classifier. Provided that semi-supervised training is efficient for HMM and
that HCRF outperform a HMM it is initialized from, such a strategy may be
expected to work well.

3 Experiments

We performed experiments on chart pattern classification. A chart pattern is a
particular shape of a stock exchange series of interest for financial operators. We
used two databases, the first one (CP4 ) includes 448 samples corresponding to
the 4 most popular patterns (Head and Shoulders, Double Top, ...). The second
dataset CP8 is a superset of CP4 with 4 more classes, it includes 892 patterns
from 8 classes. Learning parameters are selected based on best results on the
validation set and performance is measured on the test set. We use 10 labelled
samples per class and 50 samples per class that we considered unlabeled. We
report cross-validation results on 10 folds. HMM and HCRF of a class are left-
right HMMs with the same topology. The pdf of a HMM state uses one diagonal
covariance matrix Gaussian.

Figure 2 shows the evolution of performance of the HMM system and of
the HCRF system as a function of the iteration number on the CP4 dataset.
As may be seen, the final HCRF system significantly outperforms the semi-
supervised HMM and the HCRF learned from it (i.e. 1st iteration result). More
importantly, iterating the process allows building more discriminative HCRF
and also more discriminative HMMs. The optimal number of iteration may be
determined using a validation dataset. Then, we compare in Table 1 comparative
results of supervised HMMs, supervised HCRFs initialized as in [4](HCRF Init
HMM ), supervised HCRFs trained with our hybrid algorithm in [9] (HCRF
Hybrid HMM ) and of the semi-supervised versions of these models learned with
the algorithm in Figure 1. As may be seen semi-supervised training algorithm
allows reaching higher recognition rates both for HCRF and HMMs.

Fig. 2. Evolution of the performance of the HMM and of the HCRF system with
iteration number on the training set (left) and on the test set (right)
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Table 1. Comparison of diagonal covariance gaussian HMM, HCRF initialized based
on learned HMMs and hybrid HCRF HMM model, and variants exploiting our semi-
supervised learning strategy

Model CP4 CP8

supervised HMM 80.0% 62.6%
supervised HCRF (Init HMM ) 81.6% 63.75%
supervised HCRF (Hybrid HMM ) 80.5% 64%
semi-supervised HMM 83.1% 64.4%
semi-supervised HCRF Init 85.0% 67.5%
semi-supervised HCRF Hybrid 88.75% 64.6%

4 Conclusion

We presented an iterative algorithm for learning accurately a Hidden-state CRF
exploiting unlabeled data and a semi-supervised HMM system. Experimental
results show that this strategy allows efficiently taking into account unlabeled
data in HCRF training. A byproduct is that the HMM system may also benefit
from this simultaneous training with a discriminative model.
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Abstract. Microarrays are standard tools for measuring thousands of gene ex-
pression levels simultaneously. They are frequently used in the classification pro-
cess of tumor tissues. In this setting a collected set of samples often consists
only of a few dozen data points. Common approaches for classifying such data
are supervised. They exclusively use categorized data for training a classification
model. Restricted to a small number of samples, these algorithms are affected
by overfitting and often lack a good generalization performance. An implicit as-
sumption of supervised methods is that only labeled training samples exist. This
assumption does not always hold. In medical studies often additional unlabeled
samples are available that can not be categorized for some time (i.e., ”early re-
lapse” vs. ”late relapse”). Alternative classification approaches, such as semi-
supervised or transductive algorithms, are able to utilize this partially labeled
data. Here, we empirically investigate five semi-supervised and transductive al-
gorithms as ”early prediction tools” for incompletely labeled datasets of high
dimensionality and low cardinality. Our experimental setup consists of cross-
validation experiments under varying ratios of labeled to unlabeled examples.
Most interestingly, the best cross-validation performance is not always achieved
for completely labeled data, but rather for partially labeled datasets indicating the
strong influence of label information on the classification process, even in the
linearly separable case.

1 Introduction

In modern clinical studies the progress of a disease is monitored by DNA microarrays.
These tools are high-throughput molecular biology devices for measuring thousands of
gene expression levels simultaneously. The data collected within a clinical study usually
does not exceed a few dozen gene expression profiles. These profiles can for example
be used to discriminate the patients into clinical relevant groups (e.g. ”inflammation”
vs. ”tumor”). In this setting a classifier performing this task has to deal with data of
high dimensionality and low cardinality.

The standard learning scheme for training such a classifier is the supervised one.
Here, a classifier is trained on a set of labeled samples. An implicite assumption of this
scheme is that a training set of appropriate size exists.
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Clinical relevant classification tasks do not always perfectly fit into this basic su-
pervised scenario. In many cases the unlabeled data is available years before the corre-
sponding diagnoses. For example, it could be of interest how a patient reacts to a certain
treatment. It is important to know if a patient will suffer from an ”early relapse” or have
a ”late relapse” of a disease. Applying the standard supervised scheme, the earliest mo-
ment to start the analysis of the collected dataset is after receiving the last label. Often
it is desirable to receive preliminary predictions within an earlier stage.

Alternative learning schemes, like semi-supervised learning, are able to handle par-
tially labeled datasets. They utilize the positional information of a data point during
training. Although semi-supervised algorithms fit better into the setting described above,
they are normally applied in fields with much more available observations. So far it is
unclear how these algorithms perform on small sample sizes.

In our study we investigate the usability of semi-supervised algorithms as early pre-
dictors for small (microarray) datasets. Five of these classifiers were tested on seven
public available microarray datasets under varying conditions. We utilize an experi-
mental setup consisting of adapted l×k cross-validation experiments allowing to assess
the performance of semi-supervised and transductive algorithms under varying ratios of
labeled to unlabeled examples.

2 Methods

In general a classifier c can be seen as a function mapping c : X → Y from an input
space X to the space of class labels Y . In the following only binary classifiers will be
considered and the space of class labels will be fixed to the Boolean space Y := {0,1}.
Normally it is assumed that X ×Y is associated with a fixed but unknown probability
distribution. A common objective for a classifier is to minimize its generalization risk
according to this distribution

R = Pr(c(X) �= Y ). (1)

Here (X ,Y ) denotes a random example drawn iid from X ×Y . As the distribution
of X ×Y is unknown, the generalization risk of this classifier has to be estimated
according to a finite set Ste = {(x′i,y′i)}m′

i=1 of test samples.

Remp =
1
m′ ∑

(x′,y′)∈Ste

I[c(x′) �=y′]. (2)

Here I[ ] denotes the indicator function, which is equal to 1, if the condition in [ ] is
fulfilled and 0 otherwise. Remp is called the empirical risk.

During an initial training phase a classifier has to be adapted to the current classifica-
tion task. This is done according to a finite set of training examples Str = {(xi,yi)}m

i=1
with Str ∩Ste = /0. Different learning paradigms exist, varying in how the available
samples are incorporated. We will use Xtr := {x′i}m

i=1 and Xte := {x′i}m′
i=1 as additional

notation to denote the unlabeled training and test samples.
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2.1 Supervised Learning

Supervised learning schemes only incorporate knowledge from labeled samples. A pre-
diction of a supervised classifier will be denoted by cStr(x). They can be distinguished
by how they use the training data in categorization.

Inductive learning: In this scheme the classifier c is chosen from a concept class C and
adapted according to Str within a learning procedure l. Once trained, the classifier can
be abstracted from the original training data; it can be independently applied on Ste.

l(C ,Str) → c (3)

Model-free learning: Training and application of a classifier can not be separated in
this setting. The label of a single test sample x′ is directly predicted according to mea-
surements on Str.

Str × x′ → ŷ′ (4)

2.2 Semi-supervised Learning

The term semi-supervised learning will here be used for algorithms incorporating knowl-
edge from both labeled and unlabeled samples during their training phase. A prediction
of such a classifier will be denoted by cStr ,Xte(x). This category will subsume the real
semi-supervised algorithms and the transductive learning algorithms.

Semi-supervised learning: This term is normally used for inductive algorithms that
can also incorporate knowledge of unlabeled samples within their training. The final
classifier is again independent of the training data used to adapt it and can be applied
without knowing it.

l(C ,Str ,Xte) → c (5)

Transductive learning: This can be seen as the generalization of model-free learning.
Here, the label of a single test sample x′ is determined according to measurements on
the labeled and unlabeled training data.

Str ×Xte → Ŷ (6)

2.3 l × k Cross-Validation

In supervised classification one standard evaluation method for datasets of small sample
size is the k-fold cross-validation experiment (see e.g. [3, 7, 9]). The benefit of this
method is its guarantee that each sample is used as training as well as test sample.
Subsampling effects resulting in misleading performance measures are minimized.

For this experiment the available data of n samples is split into k-folds (2 ≤ k ≤ n) of
approximately equal size (Figure 1). A subset of k−1 folds is used as a labeled training
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set. The remaining fold is used as an independent test set. The procedure is repeated for
each of the k possible splits into training sets S i

tr and test sets S i
te, with i ∈ {1, . . . ,k}.

In this way each sample is used once as an test sample; the cross-validation results in
one prediction per datapoint. These predictions are then used to estimate the risk of the
classifier.

RCV =
1
n

k

∑
i=1

∑
(x,y)∈S i

te

I[
c
S i

tr
(x) �=y

] (7)

The estimate can be affected by the particular choice of splits. In order to minimize
their influence, the k-fold cross-validation is repeated on l different permutations (runs)
of the original dataset. The risk of the classifier is then estimated by the average over
the l cross-validation errors. The final experiment is called a l × k cross-validation.

...

labeled training datatest

available (labeled) data

Fig. 1. Basic concept of a k-fold cross-validation. The available data is split into k folds of approx-
imately equal size. The samples of k−1 folds are used as (labeled) training set for a classification
model. The remaining fold is used as an independent set of test samples. The procedure is re-
peated for all k possible splits. The number of misclassifications over the whole dataset is used
for estimating the risk of the classifier.

2.4 Cross-Validation Experiments for Semi-supervised Classifiers

In order to gain insight into the usability of semi-supervised algorithms as early predic-
tion methods, two different cross-validation types were used (Figure 2 ).

Standard cross-validation: In this setting a classifier cS i
tr ,X

i
te
(x) is adapted to all avail-

able samples. The labeled samples come from S i
tr while the unlabeled samples come

from X i
te. The tests are performed on S i

te.

RCV =
1
n

k

∑
i=1

∑
(x,y)∈S i

te

I[
c
S i

tr ,X i
te

(x) �=y

] (8)
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Inverted cross-validation: The algorithms were also compared in a setting we call in-
verted cross-validation. Here for each fold i the S i

te was used as labeled training set and
the samples of X i

tr were used unlabeled. The algorithm receives more unlabeled than
labeled training examples. The error of a classifier is estimated according to

RCV−1 =
1

n(k−1)

k

∑
i=1

∑
(x,y)∈S i

tr

I[
c
S i

te ,X i
tr

(x) �=y

], (9)

The results of the inverted cross-valdiation will be indexed by l ×−k. The learning
task given by the inverted cross-validation setting better fits to the typical proportion
of labeled and unlabeled training samples of known semi-supervised applications. Its
benefit is the more systematic evaluation of the performance of a classifier than for
example the evaluation done by experiments on randomly drawn splits.

standard cross-validation:

inverted cross-validation: unlabeled training/test data:

labeled training data:

Fig. 2. Differences between the standard cross-validation and the inverted cross-validation: The
figure shows the splits of the available data for the two kinds of experiments in the semi-
supervised scenario. While the standard cross-validation setting utilizes k − 1 folds as labeled
training data and 1 fold as unlabeled training (test) data, the inverted cross-validation uses one
fold as labeled training data and k−1 as unlabeled training (test) data.

2.5 Algorithms

We have tested following five algorithms on their usability as ”early prediction tools”:

Transductive support vector machines (tsvm) [10]: The algorithm applied here is a ver-
sion of the standard (linear) inductive svm [16]. The basic strategy of both classification
methods is to find a linear hyperplane ω maximizing the margin to the given samples.
If it is not possible to separate the data correctly, a tradeoff between the misclassified
datapoints (distance to margin) and the diminished margin has to be found.

In contrast to the inductive version, the class labels Y ′ of the test samples are directly
included in the optimization process of the tsvm algorithm. They become estimated by
solving an optimization task, described by the following system of linear equations:

min
ω,θ ,ξ ,ξ ′ ,Y ′ ‖ω‖2

2 +C
m

∑
i=1

ξi +C′
m′

∑
i=1

ξ ′
i

s.t. ∀m
i=1 : yi(ωT xi)−θ ≥ 1− ξi,ξi ≥ 0

∀m′
i=1 : y′i(ω

T x′i)−θ ≥ 1− ξ ′
i ,ξ

′
i ≥ 0
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The available labeled samples xi and the unlabeled samples x′i are separately treated
within this optimization problem. For each kind of data there is a combination of cost
parameter and distance measure, called C and ξi for the labeled samples and C′ and ξ ′

i
for the unlabeled ones. The binary variables y′i are chosen within the algorithm accord-
ing to the solution of the optimization task. The cost parameters of this algorithm were
fixed to a value of 1 in our experiments.

Penalized likelihood based pattern classification algorithm (plc) [2]: This algorithm
estimates the likelihood Pl = P(Y = 1|X = xl) for each given sample. As the algorithm
does not estimate a likelihood function, it belongs to the category of transductive algo-
rithms. The estimates are determined in a penalized optimization task.

min J = log(L)−λ S, (10)

where L is the likelihood for the labeled samples Str

L =
m

∏
l=1

Pyl
l (1−Pl)1−yl (11)

and S (smoothness) is a penalty on the roughness of the estimations

S =
1
K

m+m′

∑
l=1

∑
l′∈K(xl)

(Pl −Pl′)
2. (12)

The smoothness of each prediction is calculated according to the neighbourhoodK. The
size K of this neighbourhood is determined within the algorithm. As proposed in [2],
we set parameter λ = 0.4.

Transductive k-nearest neighbors classifier (tknn) [14]: This version of the k-nearest
neighbor classifier (e.g. [8]) determines the label of a single sample according to mea-
surements on its kl labeled and ku unlabeled neighbors. The influence of the single
samples on the classification of a datapoint xi is thereby regulated according to a weight
vector wi.

wi j =

⎧⎪⎨⎪⎩
K(xi,x j), if x j ∈ Xtr ∧ x j ∈Kl(xi,kl)
aK(xi,x j), if x j ∈ Xte ∧ x j ∈Ku(xi,ku)
0, otherwise

(13)

Here K(xi,x j) denotes following distance kernel function

K(xi,x j) =
1√
2πh

exp

(
−||xi − x j||2

2h2

)
. (14)

The label of a sample xi is determined within a label propagation process iteratively
calculating the class membership probabilities pir, r ∈ {0,1}.

p[t+1]
ir ←

m+m′

∑
j=1

vi j p
[t]
jr (15)
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Here vi j corresponds to the row normalized value of wi j. The initial class membership
probabilities is initialized by 0.5 for unlabeled samples and fixed to 0 and 1 for labeled
ones. The propagation process is repeated until the last class membership probability
of an unlabeled test sample has converged. We have fixed the number of labeled (un-
labeled) neighbors to kl = 1 (ku = 3). The influence of the unlabeled neighbors was
regularized by a ∈ {0.3,0.7,1.0}.

Yarowsky’s algorithm (yar) [18]: This algorithm is a general iterative procedure for
modifying an inductive classifier cStr into a semi-supervised one. The inductive algo-
rithm must therefore be able to give confidence values pStr for its predictions. We used
a svm, which returns class probabilities, as a base classifier [12] . Yarowsky’s algorithm
iteratively includes unlabeled samples into the (labeled) training set, if they allow a
prediction above a fixed confidence level d.

S
[t+1]

tr = S
[0]

tr ∪{(x′, ŷ) | x′ ∈ Xte, ŷ = c
S

[t]
tr

(x′), p
S

[t]
tr

(x′) ≥ d} (16)

The classifier is retrained on the modified training sets until S
[t+1]

tr = S
[t]

tr . In our ex-
periments the confidence level is chosen from d ∈ {0.6,0.7,0.8,0.9}.

Mincut algorithm (mc) [5]: This algorithm is based on a weighted graph connecting
the samples of the dataset. The graph is extended by a node for each class label of
the dataset. These nodes are connected with all samples of the corresponding class.
The weights of these edges are set to infinity. During the training process the graph
is pruned according to a max-flow algorithm. The remaining paths to one of the label
nodes determine the labels of the samples. The graph we have chosen in our experiments
is based on the dataset’s distribution of pairwise (Euclidian) distances. An edge between
two datapoints is drawn, if the corresponding distance is smaller than the q-quantile of
this distribution (q ∈ {0.1,0.2,0.3}).

3 Experimental Setup

We compared the five semi-supervised algorithms mentioned before in a series of cross-
validation experiments on seven microarray datasets (see Table 1). The series include
10× k cross-validations for k = 10,. . . ,2 and inverted 10×−k cross-validations for k =
2, . . . ,10. The single experiments differ in their fold number and the number of available
training and test samples; while the number of (unlabeled) training samples decreases
with k, the number of (labeled) test samples increases. An overview on the available
positive and negative samples in the 10× k setting can be found in Figure 3. Over the
seven datasets the mean number of labeled training samples per fold varies from 25.6
to 91.8 within the 10× 10 experiment and 14.0 to 51.0 in the 10× 2 experiment; the
corresponding mean number of unlabeled test samples per fold vary from 2.8 to 10.2
(10× 10) and 14.0 to 51.0 (10× 2). In the inverted cross-validation the numbers of
training and test samples are reversed.
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Table 1. Key properties of the utilized datasets

Dataset Features Positive samples Negative samples

Armstrong (AR) [1] 12582 24 48
Bittner (BI) [4] 8067 19 19
Nutt (NU) [11] 12625 14 14
Pancreas (PA) [6] 169 37 25
Shipp (SH) [13] 7129 58 19
Singh (SI) [15] 12600 52 50
West (WE) [17] 7129 25 24
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Fig. 3. Number of samples (microarray datasets): The figure shows the influence of the chosen k
within a standard l × k cross-validation experiment on the number of available (labeled) training
and (unlabeled) test examples per fold. While the number of (labeled) training examples increases
with the number of folds, the number of (unlabeled) test examples decreases. The number of
(labeled) training samples within a standard l×k cross-validation is corresponding to the number
of (unlabeled) test samples within a inverted l ×−k cross-validation and vice versa.

4 Results

The results of the cross-validation experiments can be found in Figures 4 and 5. The
accuracies were additionally compared to the results of a ”prevalence” classifier always
predicting the class label of the larger class. The accuracy of the constant classifier can
be seen as a lower bound for a beneficial (”meaningful”) classification performance. In
the case of imbalanced data, this bound is tighter than the 50% bound. For the semi-
supervised classifiers following results could be observed:

Two of the algortihms, tsvm and plc, showed a better performance than the ”preva-
lence” classifier on all datasets. Despite of its performance in the 10×−9 and 10×−10
cross-validation experiment on SH, the same is true for the tknn algorithm. For some
datasets, the performance of yar and mc did not cross the minimal accuracy level; while
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Fig. 4. Results of the 10× k cross-validation experiments (k ∈ 10, . . . ,±2, . . . ,−10) for datasets
Armstrong, Bittner, Nutt, Pancreas. A legend for the different experimental setups can be found
in Figure 5.
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Fig. 5. Results of the 10× k cross-validation experiments (k ∈ 10, . . . ,±2, . . . ,−10) for datasets
Shipp, Singh, West
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Fig. 6. Results of the 10× k cross-validation experiments (k ∈ 10, . . . ,±2, . . . ,−10): The figure
summarizes the results of the tsvm. A legend for the different experimental setups can be found
in Figure 6. The dotted line corresponds to the results of a ”prevalence” classifier.

Fig. 7. Results of paired one-sided Wilcoxon rank tests done for the cross-validation accuracies
(over all k) of every pair of algorithms on each dataset. The black color in cell i j denotes that
the median cross-validation accuracy of algorithm i is significantly higher than the median cross-
validation accuracy of algorithm j. For each dataset, the tests were corrected for multiple-testing
(Bonferroni n = 132).

mc did not attain good results on BI and SH, yar did not excel on AR. On the other
datasets these algorithms showed a low performance in the inverted cross-validation
setting and again did not achieve the minimal accuracy level. In general lower accu-
racies were achieved within the inverted cross-validations than in the standard cross-
validations. An exception is yar for the datasets AR and NU.

The plc is with a mean range (max accuracy − min accuracy) of about 13.5% the
steadiest of the analysed algorithms. The mean range of yar (over all t) is with about
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18.5% the largest. The other algorithms tsvm, tknn and mc achieved mean ranges of
16.2%, 17.0% (over all l), and 16.5%.

We applied paired one-sided Wilcoxon rank sum tests on the cross-validation ac-
curacies (over all k) of every pair of algorithms on each dataset (Figure 7). The null
hypothesis was that the first classifier has an equal or lower median cross-validation
accuracy than the second. For each dataset, the tests were corrected for multiple-testing
(Bonferroni n = 132). According to these tests, there was no algorithm which was sig-
nificantly better than tsvm. The tsvm itself was significantly better than all other tested
algorithms on four datasets (AR, BI, SI, SH). The plc was only outperformed by the tsvm
on five datasets (AR, BI, PA, SH, SI). The tknn was not outperformed on the datasets
NU and PA. tknn completely outperformed yar on the datasets AR, BI, NU and WE. The
mc algorithm was outperformed by all algorithms on the datasets BI, SH, WE and SI.

5 Discussion

The major challenge in our settings is the low cardinality of the datasets (� 100) lim-
iting the number of available labeled and unlabeled training samples. Although this
is an unusual constraint for semi-supervised learning, some of the algorithms achieved
good classification results in our experimental setting. The results on the standard cross-
validation experiments were mostly better than those of the inverted ones. Coupled to
a smaller number of labeled training samples, the results gained on the inverted cross-
validation indicate that the lack of labeled training samples can often not be compen-
sated by an increasing number of samples (which do not have a label). Nevertheless,
and most interestingly the best cross-validation performance is not always achieved for
completely labeled data, but rather for partially labeled datasets indicating the strong
influence of label information on the classification process.

The lower performance of Yarowsky’s algorithm and the mincut strategy can may be
related to the small number of available samples. The iterative process of Yarowsky’s
algorithm is controlled by confidence predictions for the single data points. Related to
the distance between the samples and the decision boundary these confidence predic-
tions get less distinguishable and less informative in high dimensional settings.

The initial graph constructed by the mincut strategy was also effected by the small
sample sizes. Here the majority of unlabeled test samples built separate subgraphs
which were not connected to one of the label nodes. In this case the algorithm is not
able to determine the class label of these samples.

The classifiers tsvm and plc showed better accuracies than a constant classifier
throughout all experiments. The same holds true for tknn except for two single ex-
periments. These three algorithms can therefore be used as early predictors. Finally, the
tsvm achieved the best classification performance in our study followed by plc and tknn.

The accuracy of this algorithm is summarized in in Figure 6. Besides the overall
trend of receiving higher accuracies for higher values of k an additional behavior of
this algorithm can be seen. In some of the settings the best classification results is not
directly achieved for k = 10. Better results can be found for slightly smaller values of k.
We believe that this is not a direct effect of the tradeoff between labeled and unlabeled
samples. Disturbances such as measurement and label noise seem to be related to this
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behavior with different severity. The benefit of this diminished label information even
in the linearly separable case can serve as a starting point for future work.
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Abstract. In this paper, we propose a new partially supervised multi-
class image segmentation algorithm. We focus on the multi-class, single-
label setup, where each image is assigned one of multiple classes. We
formulate the problem of image segmentation as a multi-instance task
on a given set of overlapping candidate segments. Using these candi-
date segments, we solve the multi-instance, multi-class problem using
multi-instance kernels with an SVM. This computationally advantageous
approach, which requires only convex optimization, yields encouraging re-
sults on the challenging problem of partially supervised image
segmentation.

1 Introduction

The task of multi-class image segmentation is to create a pixel-wise labeling of
an input image into regions belonging to one of several semantic classes. Most
algorithms for this setting work with strong supervision: a pixel-wise labeling of
training images. Methods that are used in this setting include random forests [24]
and support vector machines (SVM). Usually the output of such algorithms
is further processed by a conditional random field (CRF [14, 11, 13]). While
these methods reach high accuracy, it is very time consuming to create pixel-
level ground truth for real-world applications. This problem can be addressed
in several ways: the LabelMe effort [23] tries to use the “wisdom of crowds”
to obtain human labelings. Another possibility is to use only weak supervision,
which is the approach we follow here.

In the weakly supervised setting, the ground truth for a given image is a list
of semantic classes that occur in this image, instead of a pixel-level labeling as
in the strongly supervised setting. Image-level labels are much easier to obtain,
e.g. through online image libraries such as flickr and facebook.

The task of multi-class segmentation is often split up in a segmentation and
a recognition part. Random forest methods often classify each pixel separately
and segment using predicted classes [24] while SVM-based methods often work
on an over-segmentation of the image, called superpixels [14, 11]. Superpixels
avoid the computational burden of classifying each pixel separately, but have
two drawbacks:
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1. A single superpixel does not provide enough context for classification [9].
2. Segment boundaries are decided on the lowest level by generating superpixels.

This decision cannot be corrected afterwards [12].

In our approach, we work with a set of candidate segments, generated using
constrained parametric min-cuts [2]. For each image, these segments are a set of
overlapping, object-like regions, which serve as candidates for object locations.

We formulate weakly supervised multi-class image segmentation as a multi-
instance problem, based upon candidate segments. In multi-instance learning [6],
each training example is given as a multi-set of instances, called a bag. Each
instance is represented as a feature vector x and a label y. A bag is labeled
positive if it contains at least one positive example, and negative otherwise.
During training, only the labels of the training bags, not of the instances inside
the bags, are known. The goal is to learn a classifier for unseen bags. Formally,
let X be the set of instances. To simply notation, we assume that bags are simply
sets, not multi-sets. Then a bag is an element of the power set 2X and the task
is to learn a function

fMI : 2X → {−1, +1} (1)

from a set of training examples of the form (Xi, yi) with bags Xi ⊂ X and labels
yi ∈ {−1, +1}. The fMI function stems from the so-called underlying concept,
given by an (unknown) function fI : X → {−1, +1}, with

fMI(X) = max
x∈X

fI(x). (2)

Sometimes, the goal of finding fMI is extended to finding labels not only on
bag-level but also for all the instances within a bag [17, 31], i. e. finding fI .

Even though finding fI is sometimes included in the task statement, there has
been very little work that actually reported accuracy on instance label prediction.
Part of the reason for this might be that for many of the datasets used in multi-
instance learning no ground truth exists.

We look explicitly at accuracy on instance-level since we are interested in
actually segmenting images, not just classifying them. For multi-class image
segmentation, there are some hand-labeled datasets that provide ground truth
on pixel level. We use this ground truth to evaluate the performance of our
method. This approach does not exactly correspond to instance-level ground
truth – since the instances are segments, not pixels – but relates to it closely.

In this work, we explore the application of multi-instance learning algorithms
to the task of partially supervised image segmentation. Multi-instance learning is
a natural formulation for image classification and has been successfully applied in
this task [35]. We propose to go a step further and apply multi-instance learning
to the task of object-class segmentation in natural images. To our knowledge, all
previous methods in the field use strong supervision, meaning manual pixel-wise
annotation of training images. This approach does not scale to larger datasets,
especially if one expects consistency and quality in the segmentations.
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2 Related Work

2.1 Proposal Object Segments

Most work on multi-class segmentation focuses on strong supervision on super-
pixel level. There is still little work on using candidate segments. The method
we use for generating candidate segments is Constraint Parametric Min-Cuts
(CPMC) from [2]. This method creates a wide variety of overlapping segments.
Support vector regression (SVR) is trained on these segments to estimate the
overlap of segments with ground truth object-class labeling from the Pascal VOC
dataset [8]. This provides a ranking of candidate segments, according to how
“object-like” they are, which allows for selecting only a limited number of very
object-like segments. The method performed well on a variety of datasets. A simi-
lar approach was investigated by
[7].

2.2 Multi-instance Methods

Multi-instance learning was formally introduced in [6]. Since then, many algo-
rithms were proposed to solve the multi-instance learning problem using many
different approaches [1, 10, 34, 18, 33, 21, 15, 4]. We will discuss only those that
are relevant to this work.

[10] introduced the concept of a multi-instance kernel on bags, defined in
terms of a kernel on instances. The basic principle of multi-instance kernel is
similar to a soft-max over instances in each bag. This can be viewed as approxi-
mating the kernel value of the “closest pair” given by two bags. They show that
the multi-instance kernel is able to separate bags if and only if the original kernel
on instances is able to separate the underlying concepts. The method of [10] has
a particular appeal in that it neatly transforms a multi-instance problem into
a standard classification problem by changing the kernel. The downside of this
approach is that it does not directly label instances, only bags.

[34] explicitly address non-i.i.d. labels, leading to an algorithm that can take
advantage of correlations inside bags. Computational costs of their algorithm
does not scale well with the number of instances, although a heuristic algorithm is
proposed to overcome this restriction. [34] demonstrated only a slight advantage
of their algorithm over the MI-kernel of [10], so we use the MI-kernel for better
scalability.

[17] compute likelihood ratios for instances, giving a new convex formulation
of the multi-instance problem. Using these likelihood ratios, classification can be
performed directly on the instances, provided an appropriate threshold for clas-
sifying instances as positive is known. We circumvent this problem by applying
the same classifier to instances and bags, thereby obtaining hard class decisions
for each instance.
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2.3 Semantic Scene Segmentation via Multi-instance Learning

Recently, several methods have been proposed to obtain semantic segmentations
of images using only image-level supervision [29, 27, 28]. [29], for example, report
impressive results on the MSRC dataset.

While semantic segmentation is closely related to multi-class image segmenta-
tion, there are important distinctions: In semantic segmentation, each pixel has
a semantic annotation, also containing “background” classes like “sky”, “grass”
and “water”. In multi-class image segmentation, the focus is on objects, with
possibly large parts of the image being labeled as unspecific “background”. The
unspecific background class contains much more clutter than for example “grass”
and is therefore much harder to model. This makes disseminating the interest-
ing part in multi-class object recognition challenging, since it is not necessary
possible to identify non-object regions easily.

3 Multi-instance Kernels for Image Segmentation

3.1 Constraint Parametric Min Cuts (CPMC)

To generate proposal segments, we use the CPCM framework from [2]. We
construct initial segments using graph cuts, on the image graph. The energy
function for these cuts uses pixel color and the response of the global probability
of boundary (gPb) detector [20]. As much as ten thousand initial segments are
generated from foreground and background seeds. A fast rejection based on
segment size and ratio cut [30] reduced these to about 2000 overlapping segments
per image. Then, the segments are ranked according to a measure of object-
likeness that is based on region and Gestalt properties. This ranking is computed
using an SVR model [2], which is available online. For computing the global
probability of boundary (gPb), we used the CUDA implementation of [3], instead
of the original one, for speed.

3.2 Multi-instance Learning Using MI-Kernels

Since scalability is very important in real-world computer vision applications,
and natural images might need hundreds of segments to account for all possible
object boundaries, we use the efficient multi-instance kernels [10]. Multi-instance
kernels are a form of set kernels that transform a kernel on instance level to a
kernel on bag level. We reduce the multi-instance multi-class problem to a multi-
instance problem by using the one-vs-all approach.

With kI denoting a kernel on instances x, x′ ∈ X , we define the corresponding
multi-instance kernel kMI on bags X, X ′ ∈ 2X as

kMI(X, X ′) :=
∑

x∈X,x′∈X′
kp(x, x′), (3)

where p ∈ N is a parameter [10]. As we use the RBF-kernel krbf as kernel on X
and powers of RBF-kernels are again RBF-kernels, we will not consider p in the
following.
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We normalize the kernel kMI [10] using

k(X, X ′) :=
kMI(X, X ′)√

kMI(X, X)kMI(X ′, X ′)
. (4)

Training an SVM with this kernel produces a bag-level classifier for each class,
which we will refer to as MIK. This procedure is very efficient since the resulting
kernel matrix is of size number of bags, which is much smaller than a kernel
matrix of size number of instances, as is commonly used in the literature [1,
22, 32]. Another advantage over other methods is, that it uses a single convex
optimization, whereas other approaches often use iterative algorithms [1] or need
to fit complex probabilistic models [31].

While using MIK has many advantages, it produces only an instance-level
classifier. We propose to transform a bag-level classifier fMI as given by the SVM
and Equation (3) into an instance-level classifier by setting fI(x) := fMI({x}),
in other words, by considering each instance as its own bag.

3.3 Segment Features

To describe single segments, we make use of densely computed SIFT [19] and
ColorSIFT [26] features, from which we compute bag of visual word histograms.
Additionally, we use histograms of oriented gradients [5] on the segments. We
use RBF-kernels for all of the features, constructing one MI-kernel per feature.
These are then combined using multiple kernel learning to produce a single kernel
matrix. This kernel matrix can then be used for all classes, making classification
particularly efficient.

3.4 Combining Segments

The framework described above yields an image-level and a segment-level classi-
fication. In our setup, each segment might be given multiple labels. To obtain a
pixel-level object-class segmentation, we have to combine these. When building
the segmentation for a given image, we only consider classes whose presence was
predicted on image level. Since we do not make use of the ground truth segmen-
tation during training, we cannot learn an optimal combination as in [16] but
perform a simple majority vote instead. We merge segments into pixel-level class
labels by setting the label yx of a pixel x according to

yx = argmaxy∈Y #{Si|p ∈ Si ∧ ySi = y}, (5)

where Y = {car, bike, person}, Si enumerates all segments within an image and
ySi is the label of segment Si. In words: each pixel is assigned the class with
the highest number of class segments containing it. This simple heuristic yields
good results in practice.
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Fig. 1. Overview of our method. See text for details.

4 Experiments

4.1 Instance-Level Predictions Using Multi-instance Kernels

To assess the validity of instance-level predictions using multi-instance kernels,
we transform fI back to an instance-level classifier, using the multi-instance
learning assumption (Equation (2)). We refer to these instance-based MIK pre-
dictions as MIK-instance. In all experiments, the parameters of the MI-Kernel
and SVM are adjusted using MIK and then used with both MIK and MIK-
instance. This facilitates very fast parameter scans since MIK is very efficient
to compute. Note that we cannot adjust parameters using instance prediction
error, as we assume no instance labels to be known.

Table 1. Bag level performance of various MIL algorithms on the standard Musk
datasets. All but MIK provide instance-level labeling.

SVM-SVR EMDD mi-SVM MI-SVM MICA MIK MIK-instance

Musk1 87.9 84.9 87.4 77.9 84.3 88.0 88.0
Musk2 85.4 84.8 83.6 84.3 90.5 89.3 85.2

We compared the performance of MIK, MIK-instance and state-of-the-art
MI methods on the Musk benchmark datasets [6], see Table 1. Results were
obtained using 10-fold cross-validation. While the computational complexity of
MIK-instance is very low compared to the other methods, it achieves competitive
results. Using instance-level labels results in a slight loss of accuracy of MIK-
instances, compared to MIK. This small degradation of performance is quite
surprising, since the model was not trained to provide any instance-level labels.

For multi-class image segmentation, it is beneficial to have a low witness rate,
i. e. only a few instances are assumed to be positive in a positive bag. Since an
object might not be very prominent in an image, only a fraction of segments
might correspond to the object. Table 2 compares the witness rates of MIK-
instance, miSVM [1] and SVR-SVM [17] on the Musk datasets. MIK-instance is
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able to achieve similar accuracy with much less witnesses than the other methods.
Note that Musk1 consists of very small bags while Musk2 contains significantly
larger bags, more similar to the image/segment setup.

Table 2. MIL algorithms and the empirical witness rates of the classifiers

Musk1 Musk2
accuracy witness-rate accuracy witness-rate

mi-SVM 87.4 100% 83.6 83.9%
SVM-SVR 87.9 100% 85.4 89.5%
MIK-instance 88.0 99% 85.2 62.3%

4.2 Partially Supervised Image Segmentation on Graz 02

We evaluate the performance of the proposed algorithm for object-class segmen-
tation on the challenging Graz-02 dataset. This dataset contains 1096 images
of three object classes, bike, car and person. Each image may contain multiple
instances of the same class.

We adjusted parameters on a hold-out validation set using bag-level informa-
tion and used the training and test sets as given by the dataset. It is straight-
forward to extend the binary MIK method to the multi-class setting using a
one-vs-all strategy. We train one MKL-SVM per class using MIK and predict
class labels on segment level using MIK-instance. If at least one SVM classifies a
segment as positive, it is associated with the most confident class. Otherwise, it
is assigned “background” or no class. This yields a classification of each segment
into one of four classes: car, bike, person, or background. We merge segments
into pixel-level class labels as described in Section 3.4.

Table 3. Pixel-level accuracy on the Graz-02 dataset

car bike person

Segment based MIK-instance (proposed method) 0.30 0.45 0.43
Best strongly supervised approaches [9, 25] 0.72 0.72 0.66

Per-class pixel accuracies are reported in Table 3; some qualitative results are
shown in Figure 2. The overall accuracy on images labels, which is the task that
was actually trained, is 90%. The performance of our multiple-instance based
approach is far from current methods that use pixel-level annotations, whose
pixel-level accuracy is around 70% [9, 25] on pixel-level. This is no surprise as
our method has no access to the pixel labels. Rather, it is noteworthy that
learning segmentation is possible without pixel labels at all.
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Fig. 2. Qualitative results on on the Graz-02 dataset. Top: Results on category “car”.
Bottom: Results on category “person”. From left to right: original image, ground truth
segmentation, segment votes for correct class, segment votes against correct class (red
many, blue few votes).

5 Conclusions

We proposed an algorithm for object-class segmentation using only weak su-
pervision based on multiple-instance learning. In our approach, each image is
represented as a bag of object-like proposal segments.

We described a way to extend bag-level predictions made by the multi-instance
kernel method to instance level while remaining competitive with the state-of-
the-art in bag label prediction.

Finally, we evaluated the proposed object-class segmentation method on the
challenging Graz02 dataset. While not reaching the performance of methods
requiring strong supervision, our result can serve as a baseline for further research
into weakly supervised object-class segmentation.

In future work, we plan to scale our approach to much larger image datasets.
As much more images with weak annotations are available than with pixel-level
segmentation, we hope that we can improve upon the state-of-the-art in object-
class segmentation by making use of larger bodies of training images.
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Abstract. Traffic signs in Western European countries share many sim-
ilarities but also can vary in colour, size, and depicted symbols. Statisti-
cal pattern classification methods are used for the automatic recognition
of traffic signs in state-of-the-art driver assistance systems. Training a
classifier separately for each country requires a huge amount of train-
ing data labelled by human annotators. In order to reduce these efforts,
a self-learning approach extends the recognition capability of an initial
German classifier to other European countries. After the most informa-
tive samples have been selected by the confidence band method from a
given pool of unlabelled traffic signs, the classifier assigns labels to them.
Furthermore, the performance of the self-learning classifier is improved
by incorporating synthetically generated samples into the self-learning
process. The achieved classification rates are comparable to those of clas-
sifiers trained with fully labelled samples.

Keywords: Pattern recognition, self-training, sample selection,
confidence bands.

1 Introduction

Many stationary or mobile systems depend on sensory perception of their envi-
ronment. Intensity-based classifiers are commonly utilised for processing visual
sensor information. This contribution considers the automatic recognition of
traffic signs by a driver assistance system.

The traffic signs in Western European countries reveal only varieties regarding
colour, font, font size and depicted symbols. In a classical supervised learning-
based approach, a classifier has to be trained for each country separately. But
such an approach is inefficient because of the high labelling costs for human
annotators, while unlabelled data can often be acquired done with justifiable
expenditure, for example by driving camera-equipped cars and applying an au-
tomatic detection algorithm.

A straightforward approach to this problem begins with an initial training set
for one country and extends it with the most informative samples from other
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countries. An automatic class assignment is desirable to further reduce the la-
belling costs. This approach is known in literature as semi-supervised learning.

We propose an iterative training process where the most informative samples
from a given pool of unlabelled traffic signs are selected by the confidence band
method so that a label can be automatically assigned by the classifier itself.
Additional knowledge of noise distributions in rotation, camera angle, etc., ob-
tained from the initial training set is provided to the selection algorithm as a set
of synthetically generated samples.

The approach evaluation starts with a fully labelled training set of German
traffic signs and adapts the system to traffic signs from Austria and Switzerland
without any intervention by a human expert. The classifier distinguishes between
12 different classes of traffic signs including speed limits, no-overtaking signs, and
the corresponding ending signs. In the following sections, the proposed method
is elaborated in detail.

2 Related Work and Applied Methods

2.1 Prerequisites

First, a detection algorithm generates hypotheses from grey-value intensity cam-
era images by applying the Hough method for circles. The second step consists
of a normalisation including a resizing of all images to 17 × 17 pixels and the
adjustment of lighting conditions. The intensity values are then used as a fea-
ture vector of dimension 289 reduced to 25 by a Principal Component Analysis
preserving 81% of the image information.

Since the evaluation only considers traffic sign patterns for the classifier train-
ing, the set of hypotheses is divided into a non-sign (garbage) and a sign set in
the next step. For this purpose we utilise a second-order polynomial classifier [8]
trained on the initial German traffic sign set. The classification leads to a false
positive rate of about 5%, which means that each 20th pattern classified as a sign
is actually a garbage sample. Similar classification rates for the sign and garbage
division on the Austrian and Swiss data sets result from using the classifier
trained on the German set.

2.2 Traffic Sign Recognition

Recognition of traffic signs is a mature but still a contemporary field of research.
The survey by Fu and Huang [3] provides an introduction and a brief overview of
the broad field of existing approaches. Today, traffic sign recognition systems are
available as special equipment for some cars of renowned manufacturers. None
of these systems have self-learning capabilities.

2.3 Classification

Not all classifiers are equally well-suited for our classification task. The self-
learning process nearly always associates a certain fraction of samples with the
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wrong classes. Different classifier architectures show considerable differences in
their sensitivity towards these mislabelled samples. For instance, standard Sup-
port Vector Machines (SVM) are very sensitive against outliers and mislabelled
training samples [11] while classifiers with a neural network like architecture rely-
ing on continuous input, output, and weight values can be trained with partially
mislabelled data and are nonetheless capable of producing good classification
results [10]. This study utilises a polynomial classifier [8] with a fully quadratic
structure of the feature vectors. The decision in favour of this classifier was due
to several reasons: First, the training is fast. Second, the classifier is robust to
partially mislabelled data. Finally, re-training can be performed easily by mixing
old and new moment matrices.

2.4 Self-learning

In the iterative process of training self-learning classifiers, new samples are se-
lected from the large set of available unlabelled samples. The selected samples
are then classified or rejected by the classifier, and if not rejected, are added to
the training set along with their classifier-predicted labels. At the end of each
iteration, the classifier is re-trained with the extended training set and the train-
ing procedure is repeated. The surveys by Zhu and Goldberg [12] and Chapelle
et al. [1] give a comprehensive overview of the field of semi-supervised learning
techniques, also the one described above, commonly referred to as self-training
according to Zhu. To the authors’ knowledge, self-training methods have not
been applied yet to the field of traffic sign recognition.

2.5 Sample Selection

The crucial step in the iterative training process of a semi-supervised or self-
learning classifier is the selection of the most informative samples which are
to be added to the training set during each iteration in order to re-train the
classifier. In self-learning processes without a human teacher, the classifier must
be capable of determining labels for the selected unlabelled samples.

An overview to selection methods is given in the survey by Settles [9]. Common
approaches are uncertainty sampling [6] and the confidence value estimation from
Conditional Random Fields [2]. More recently, the concept of confidence bands
was applied to self-learning classifiers for handwritten digits and traffic signs
in [4].

2.6 Confidence Bands

Confidence bands are curves enclosing a model function being estimated by
a regression analysis. The bands represent the areas where the true model is
expected to reside with a certain probability, commonly 95%. The extent of the
bands in different areas of the data space gives an idea of how well the estimated
function fits the data.



Semi-supervised Training Set Adaption to Unknown Countries 123

While Martos et al. [7] describe an analytical approach for computing pre-
diction bands in a camera calibration application, Hillebrand et al. [4] adapt
the algorithm to compute the closely related confidence bands for application in
the context of polynomial classification or regression: A confidence band value
is computed for each sample. During each iteration a reference confidence band
value (i.e., the average value) is determined from all labelled samples. Based on
the minimum difference of their band values to the reference value, a maximum
of n samples (e.g., n = 100) is selected, classified and added to the training set.
The selection of samples with confidence band values close to the average value
avoids redundancies (low values) on the one hand and the selection of samples
from feature sub-spaces with too much model uncertainty (high values) on the
other.

2.7 Virtual Training Samples

Real images of traffic signs depict a wide spectrum of variations, e.g., differ-
ent sizes, rotations and camera angles, translations due to inaccurate detection
results, soiling, partial occlusions, or different lighting and weather conditions.
Lighting conditions are normalised by a pre-processing algorithm. The other
most common variations (size, rotation, camera angle, translation) are repre-
sented by virtual traffic sign samples which are generated from one ideal depic-
tion of each traffic sign by a method described by Hoessler et al. [5], but the less
frequent variations are unrepresented. In principle, an infinite amount of such
virtual traffic sign samples are available.

3 Experimental Evaluation

3.1 Experimental Setup

The performance evaluation applies the adaptive self-learning classifier to differ-
ent learning scenarios. As a basis, the classifier is trained with a fully labelled set
of German traffic sign samples. This data set consists of 12 classes (see Fig. 1)
containing 500 samples per class (6000 samples in total). A training set of the
same composition and nearly the same size is available from Austria (5987 sam-
ples in total because some classes do not comprise the full number of samples).
Furthermore, a smaller training set of only 4428 samples which are not equally
distributed over all classes is available from Switzerland (four classes are under-
represented, especially the class speed limit 70 km/h with only 11 samples). We
refer to the classifier trained with the German training set as German reference
classifier. The same naming convention applies to the Austrian and the Swiss
reference classifier.

Finally, one set of virtual training samples for each country, again with 12
classes and 6000 samples in total, is created and referred to as the virtual clas-
sifiers, e.g., as the German virtual classifier.

The classifier performances are compared by computing correct classification
rates and false classification rates on independent test sets. Like the training
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Fig. 1. Traffic sign images. Rows 1–3: Ideal depictions of 12 German, Austrian, and
Swiss traffic signs. Rows 4–5: Two German real training samples of each class. Rows
6–7: Two Austrian virtual training samples of each class.

sets, the test sets consist of samples from the same 12 classes. Each class is
represented by 250 samples (3000 samples in total) which have been recorded
independently with different cameras. The same pre-processing routines have
been applied to all samples (real training, virtual training, test).

The selection of German training samples depicted in Fig. 1 shows that the
set is not noisy-free and contains a considerable amount of garbage samples
and bad quality samples, e.g., with inaccurate cutouts. The proportion of these
garbage and bad quality samples is between 5% and 10%. The same applies to
the Austrian and Swiss sets. Classifiers often obtain correct classification rates
above 90%, so the large number of bad quality samples in the test sets would
not allow meaningful comparisons between different classifiers. For that reason,
all samples not classifiable by a human expert have been removed from the test
sets before the 3000 samples per country were chosen randomly.

For comparison, the performance of the German reference classifier on the
German, Austrian, and Swiss test sets as well as the performance of the Aus-
trian reference classifier on the Austrian test set and the Swiss classifier on the
Swiss test set were determined. These measurements were repeated with the
corresponding virtual classifiers.

As expected, the results presented in Table 1 indicate that the reference clas-
sifiers outperform the virtual classifiers in Germany and Austria because some
variations described in Section 2.7 are not represented by the virtual training
samples. In Switzerland, the virtual classifier performs much better than the
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Table 1. Correct classification rates of German, Austrian, and Swiss reference and
virtual classifiers on the different test sets. All values are given in percent.

classifier
German Austrian Swiss

ref. virt. ref. virt. ref. virt.

German test set 97.4 89.9
Austrian test set 88.1 77.8 96.3 87.7
Swiss test set 85.3 73.1 89.2 95.4

reference classifier due to missing training samples for some classes and the high
number of bad quality samples.

3.2 Self-learning with Real Traffic Signs

The German reference classifier performs 88.1% on the Austrian and 85.3% on
the Swiss test set; the performances of the Austrian and Swiss virtual classifiers
amount to 87.7% and 95.4%, respectively. The objective is for the generated
self-learning classifiers to have a higher recognition performance.

The training process starts with an initial set containing all fully labelled
German training samples. Then the training continues iteratively as described
by adding Austrian samples which have been labelled by the classifier itself.
Our classifier outperforms the German reference classifier (88.1%) after some
iterations and once all training samples have been added, a performance of 93.1%
is reached.

The difference to the Austrian reference classifier (using the same training
samples) can be explained by the presence of garbage samples in the training
set (about 5% as described in Section 2.1) that cannot be assigned a “correct”
class label. Furthermore, a certain fraction of the added samples (about 15%)
are mislabelled by the classifier and influence the training process negatively,
especially when appearing in the early stages of the process. Making use of both
of these samples in self-training will inevitably twist the feature distribution of
each class.

A completely different behaviour can be observed when training the Swiss self-
learning classifier: the performance (81.5%) is even lower than the performance
of the German reference classifier (85.3%). This is likely due to the missing
training samples and the bad quality of the existing ones, which results in a high
fraction of mislabelled samples (around 31% of the added samples).

Further experiments vary the initial training set sizes by adding 10% (600
samples) of the labelled Austrian and Swiss samples, respectively. As a result,
the self-learning classifiers obtain much better performances due to a lower rate
of mislabelled samples (around 15% and 29%, respectively): the Austrian self-
learning classifier improves to 95.3% and the Swiss classifier to 84.4%. Of course,
the performance increases come at the price of being dependent on a human
labelling expert to some extent again.
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Adding another supplemental 10% labelled Austrian samples (now 1200 sam-
ples in total) to the initial training set results in a decrease of the rate of mis-
labelled samples by another 0.5% but has nearly no improving effect on the
classification rates. With the additional 10% labelled samples, the Swiss classi-
fier improves marginally to 85.2% and the rate of mislabelled samples decreases
to 27%, but this performance is still worse than that of the German reference
classifier.

3.3 Self-learning with Virtual Traffic Signs

When disposing of a theoretically endless supply of virtual training samples,
it appears reasonable to extend the German standard classifier with a huge
amount of Austrian respectively Swiss virtual training samples. After adding
6000 virtual training samples each, classifier performances of 95.2% (Austrian)
and 94.9% (Swiss) are reached. Clearly, the classification rate of the Austrian
classifier is nearly equal to the one of the self-learning classifier trained before,
while the performance of the Swiss classifier is nearly equal to that of the Swiss
virtual classifier.

Finally, the self-learning classifiers are combined with the recently trained vir-
tual classifiers. The initial training sets are constructed from all 6000 German
fully labelled samples and all 6000 Austrian and Swiss virtual samples, respec-
tively, also fully labelled. Then we start the self-learning process by adding all
Austrian respectively Swiss real training samples iteratively. These classifiers
perform with correct classification rates of 95.7% and 95.2%, respectively, which
are the best performances except for the Austrian reference classifier and the
Swiss virtual classifier. The remarkable point here is that these high perfor-
mances were reached without any intervention by a human labelling expert.

Austrian test set Swiss test set
0.8

0.85

0.9

0.95

1

 

 

country’s reference classifer
country’s virtual classifier
German reference classifier
German + self−learning classifier 1
German + self−learning classifier 2
German + self−learning classifier 3
German + country’s virtual classifier
German + virtual + self−learning classifier

Fig. 2. Classification rates. Comparison of the correct classification rates of the classi-
fiers described in Sections 3.2 and 3.3 on the Austrian and the Swiss training set.

4 Summary and Conclusions

The proposed self-learning classification system is capable of adapting itself to
changed appearances of known traffic signs from other countries. This reduces
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the labelling efforts by human expert annotators and therefore the overall costs
significantly.

The Swiss classifier achieves its best performance when trained with Swiss
virtual samples only. This behaviour is due to the fact that the Swiss training
set contains a huge amount of bad quality samples. A comparison with other
countries reveals that a classifier exclusively trained based on virtual samples is
always capable of classifying traffic sign images to a certain degree correctly.

The Austrian classifier achieves the best performance when trained with vir-
tual samples first and subsequently self-trained with real samples. Since a Swiss
classifier trained in this way performs nearly as good as its virtual classifier, this
strategy is a suitable compromise.
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4. Hillebrand, M., Wöhler, C., Krüger, L., Kreßel, U., Kummert, F.: Self-learning with
confidence bands. In: Proc. of the 20th Workshop Computational Intelligence, pp.
302–313 (2010)
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Abstract. A growing interest toward automatic, computer-based tools
has been spreading among forensic scientists and anthropologists wish-
ing to extend the armamentarium of traditional statistical analysis and
classification techniques. The combination of multiple paradigms is often
required in order to fit the difficult, real-world scenarios involved in the
area. The paper presents a comparison of combination techniques that
exploit neural networks having a probabilistic interpretation within a
Bayesian framework, either as models of class-posterior probabilities or
as class-conditional density functions. Experiments are reported on a se-
vere sex determination task relying on 1400 scout-view CT-scan images
of human crania. It is shown that connectionist probability estimates
yield higher accuracies than traditional statistical algorithms. Further-
more, the performance benefits from proper mixtures of neural models,
and it turns up affected by the specific combination technique adopted.

Keywords: Multiple classifier, neural net, density estimation, forensics.

1 Introduction

In recent times, a growing interest toward automatic, computer-based tools
has been spreading among forensic scientists and anthropologists wishing to
extend the armamentarium of traditional statistical analysis and classification
techniques [8]. In particular, reliable methods for the determination of the sex
from human skeletal remains is of fundamental importance, for identification
in forensic cases and for paleodemographic studies on ancient populations [2].
The sexual dimorphism is better recognizable in the pelvis, but (because of its
complex shape) the latter is often found in very poor condition. A fundamental
alternative is thus represented by the skull, which is generally better preserved
and more easily reconstructed if found fragmented [7]. The paper copes with
sex classification from scout-view computerized tomography (CT)-scan images
of male and female human skulls, relying on 1400 images collected on the field.
In particular, the goal is twofold: (i) searching for a reliable solution to the prob-
lem, applying either statistical or neural network approaches within a Bayesian
framework; (ii) investigating and comparing different techniques for combining
connectionist estimates of the probabilistic quantities involved in the maximum-
a-posteriori classification strategy.
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As reviewed in Section 2, a probabilistic interpretation of the output of a neural
network can be given in terms of a supervised, discriminative posterior-probability
setup, or in terms of unsupervised class-conditional density estimation. While the
former is the traditional practitioner’s choice in pattern recognition applications
of neural networks, the latter is far less investigated in the literature, mostly due
to the intrinsic difficulties which arise in dealing with the unsupervised estima-
tion task. Nonetheless, robust class-conditional density estimates can be used per
se within Bayes theorem as viable classification tools. Moreover, they can capture
and convey relevant information that can be combined with the class-posterior
estimates in order to improve the performance of the overall multiple-classifier
system. To this end, we rely on a neural network approach to the density estima-
tion task that we proposed in [10] (reviewed in Section 2, as well). Note that in [10]
the experimental evaluation of the model was carried out on illustrative, univari-
ate synthetic datasets generated with probability density functions (pdf) having
known form. Therefore, an additional aim of this paper is the evaluation of the
approach in a multivariate, real-world task.

The combination techniques evaluated in the paper are presented in
Section 3. They rely on two common, somewhat complementary notions. First,
having models of probabilistic quantities may ease the definition of meaningful
combination schemes that benefit from the homogeneous nature of the under-
lying classifiers (possibly, turning themselves out to undergo a plausible inter-
pretation in terms of probabilities). Second, on the other way around, posterior
probability models and individual class-conditional density functions are the
carrier of non-completely overlapping information, providing the combination
algorithm with the opportunity to perform better than the separate models ac-
tually do. Sex determination experiments on an original, real-scale dataset are
reported in Section 4. Some conclusions, relevant to the machine learning as well
as to the anthropology/forensic sciences communities are drawn in Section 5.

2 Probabilistic Interpretation of Neural Networks

Artificial neural networks (ANNs) [4,1] have been widely applied to pattern
classification tasks [1]. In most cases, their application takes the form of a con-
nectionist discriminant function, which is trained to yield a high ”score” on
the correct class, along with low scores on all the wrong classes. No probabilis-
tic interpretation of such a discriminant function is usually given, neither it
is even expected. As a matter of fact, minimum classification error is gained
when a maximum class-posterior probability is chosen as a discriminant within
a Bayesian framework [3]. This is accomplished relying on the popular Bayes
theorem[3], i.e. P (ωi | x) = p(x | ωi)P (ωi)/p(x), where x is a pattern (real-
valued feature vector) to be assigned to one out of c distinct and disjoint classes
ω1, . . . , ωc. The theorem transforms a prior knowledge on the probability of
individual classes, i.e. the prior probability P (ωi), into a posterior knowledge
upon observation of a certain feature vector x, namely the posterior probability
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P (ωi | x). Such a transformation relies on the evaluation of the so-called class-
conditional pdf p(x | ωi). Theorems confirm that, under rather mild conditions,
ANNs can be trained as optimal estimates of Bayes posterior probabilities [1].
These theorems give a mathematical foundation to the popular heuristic decision
rules that we mentioned at the beginning of this section. Roughly speaking, it
can be shown that a multi-layer perceptron (MLP) [4] having c output units and
trained via regular backpropagation (BP) [4] over a labeled training set T =

{(xk,yk) | k = 1, . . . , n} where yk = (yk1, . . . , ykc) and yki =
{

1 if xk ∈ ωi

0 otherwise is

an “optimal” non-parametric estimation of the left-hand-side of Bayes theorem.
In practice, it is not necessary to know the class-posterior probabilities in advance
in oder to create target outputs for the BP training, since a crisp 0/1 labeling
(which reminds us of the good, old Widrow-Hoff labeling for linear discriminant
[3]) drives the ANN weights to convergence towards the same result. Since a
probabilistic interpretation of the MLP outputs is sought, some constraints are
required. First, output values are limited to the (0, 1) range. This is readily
accomplished by relying on the usual sigmoid activation functions. Then, since∑c

i=1 P (ωi | x) = 1, a normalization of the MLP outputs is needed.
Whilst estimation of posterior probabilities via ANNs is feasible due to the

simplicity of satisfying the probability constraints, connectionist estimation of
pdfs–i.e., class-conditional pdfs to be used in the right-hand-side of Bayes
Theorem–is much harder, since: (i) a pdf may possibly take any non-negative,
unbounded value; (ii) its integral over the feature space shall equal 1; (iii) above
all, pdf estimation is an intrinsically unsupervised learning problem, and stan-
dard training algorithms do not do. Yet, due to their flexibility and general-
ization capabilities, neural models of pdfs could improve over parametric and
non-parametric statistical estimation techniques. In [10] we proposed a connec-
tionist model for density estimation which overcomes the major limitation of
statistical techniques. A concise review of the approach follows. Let us consider
a pdf p(x), defined over a real-valued, d-dimensional feature space. The model is
introduced along the usual line followed in the traditional kernel-based nonpara-
metric pdf estimates, such as the Parzen window (PW) [3]. These techniques
are built on the observation that the probability that a pattern x′ ∈ Rd, drawn
from p(x), falls in a certain region R of the feature space is P =

∫
R p(x)dx.

Let then T = {x1, . . . ,xn} be an unsupervised sample of n patterns, identically
and independently distributed (i.i.d.) according to p(x). If kn patterns in T fall
within R, an empirical estimate of P can be obtained as P � kn/n. If p(x) is
continuous and R is small enough to prevent p(x) from varying its value over R
in a significant manner, we are also allowed to write

∫
R p(x)dx � p(x′)V , where

x′ ∈ R, and V is the volume of region R. An estimated value of the pdf p(x)
over pattern x′ is thus given by:

p(x′) � kn/n

Vn
(1)

where Vn denotes the volume of region Rn, assuming that smaller regions around
x′ are considered as the sample size n increases. This is expected to allow
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equation (1) to yield improved estimates of p(x), i.e. to converge to the ex-
act value of p(x′) as n (hence, also kn) tends to infinity (a discussion of the
asymptotic behavior of nonparametric models of this kind can be found in [3]).
The basic instance of the PW technique assumes that Rn is a hypercube having
edge hn, such that Vn = hd

n. The edge hn is usually defined as a function of
n as hn = h1/

√
n, in order to ensure a correct asymptotic behavior. The value

h1 has to be chosen empirically, and it heavily affects the resulting model. The
formalization of the idea requires to define a unit-hypercube window function in

the form ϕ(y) =
{

1 if | yj |≤ 1/2, j = 1, . . . , d
0 otherwise , such that ϕ(x′−x

hn
) has value

1 iff x′ falls within the d-dimensional hyper-cubic region Rn centered in x and
having edge hn. This implies that kn =

∑n
i=1 ϕ(x′−xi

hn
). Using this expression,

from equation (1) we can write

p(x′) � 1
n

n∑
i=1

1
Vn

ϕ(
x′ − xi

hn
) (2)

which is the PW estimate of p(x′) from the sample T . The model is usually
refined by considering smoother window functions ϕ(.), instead of hypercubes.
The idea for training a MLP to estimate p(x) from T is to use the PW model
as a target output for the ANN, and to apply standard BP to the MLP. A un-
biased variant of this idea is proposed, according to the following unsupervised
algorithm (expressed in pseudo-code):

Input: T = {x1, . . . ,xn}, h1.
Output: p̃(.) /* the connectionist estimate of p(.) */

1. Let hn = h1/
√

n
2. Let Vn = hd

n
3. For i=1 to n do /* loop over T */

3.1 Let Ti = T \ {xi}
3.2 Let yi = 1

n−1

∑
x∈Ti

1
Vn−1

ϕ(xi−x
hn−1

) /* target output */

4. Let S = {(xi, yi) | i = 1, . . . , n} /* supervised training set */

5. Train the ANN via BP over S
6. Let p̃(.) be the function computed by the ANN
7. Return p̃(.)

Since the ANN output is assumed to be an estimate of a pdf, it must be non-
negative, yet unbounded. For this reason, sigmoids with adaptive amplitude λ
(i.e., in the form y = λ

1+e−x ), as described in [9], are used as output activation
functions. As in several statistical nonparametric models, such as the kn-nearest
neighbor technique [3], the ANN is not necessarily a pdf (in general, the integral
of p̃(.) over the feature space is not 1), but a good (i.e., useful) approximation of
the desired density is obtained, overcoming the limitations of traditional estima-
tion methods [10]. We refer to this model as the Parzen-ANN (P-ANN). In this
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paper, the P-ANN is applied to the estimation of the class-conditional density
functions p(x | ωi) to be used within Bayes theorem. This means that individual,
class-specific networks have to be trained over the data belonging to the corre-
sponding class. Standard Gaussian kernels will be applied in the experiments
(step 3.2 of the algorithm).

3 Combination Techniques

The probabilistic interpretation of different neural models provides us with a
number of simple yet well-grounded combination techniques for a multiple clas-
sifier system. For notational convenience, for each class i = 1, . . . , c we write
P̂ (ωi | x) to denote the posterior estimate of P (ωi | x) yielded by the i-th
output of the supervised MLP, and P̃ (ωi | x) to refer to the quantity p̃(x |
ωi)P (ωi)/p̃(x), where p̃(x | ωi) is the P-ANN for the class-conditional p(x | ωi)
and p̃(x), the estimate of the evidence p(x), is obtained as

∑c
j=1 P (ωj)p̃(x | ωj),

as usual. Plausible combination techniques may be defined as follows.

1. Pseudo-joint probability: let ξ1 and ξ2 be the random quantities yielded by
two distinct functions (or, regression models) of a given random vector x ∈
�d. We refer to ξ1 and ξ2 as the “models”, and the following discussion can
be extended straightforwardly to an arbitrary number of models. For any
generic state of nature ωi, i = 1, . . . , c, we can write:

P (ωi | ξ1, ξ2) =
p(ξ1, ξ2 | ωi)P (ωi)

p(ξ1, ξ2)
(3)

=
p(ξ1 | ωi)p(ξ2 | ξ1, ωi)P (ωi)

p(ξ1, ξ2)
.

Under the assumption that the models are independent of each other, equa-
tion (3) can be rewritten as follows:

P (ωi | ξ1, ξ2) =
p(ξ1 | ωi)p(ξ2 | ωi)P (ωi)

p(ξ1)p(ξ2)
(4)

=
P (ωi | ξ1)p(ξ1)

p(ξ1)P (ωi)
P (ωi | ξ2)p(ξ2)

p(ξ2)P (ωi)
P (ωi)

=
P (ωi | ξ1)P (ωi | ξ2)

P (ωi)

which has the form of a pseudo-joint probability (the product of quantities
at the numerator) normalized by the class-prior. The use of the expression
“pseudo” is enforced by the observation that in real-world scenarios the
models are hardly independent, yet equation (4) can still be fruitfully applied
in a naive-Bayes fashion. If the classes are equally alike a priori (as in the
experiments reported in the paper), i.e. if P (ωi) = P (ωj) for each i, j ∈
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{1, . . . , c}, then a discriminant function gi(.) can be defined for each class
ωi by taking the usual maximum-a-posteriori probability given the models,
i.e. maxi P (ωi | ξ1, ξ2), and dropping the denominator from Eq. (4). In so
doing, discriminant functions are defined as pseudo-joint probabilities in the
form gi(x) = P (ωi | ξ1(x))P (ωi | ξ2(x)), and the corresponding decision rule
assigns a pattern x to class i if gi(x) ≥ gj(x) for each j �= i, as usual. In the
experiments we assume that ξ1(.) is the supervised MLP and ξ2(.) is realized
via P-ANN (and Bayes theorem), and we let P (ωi | ξ1(x)) ≈ P̂ (ωi | x) and
P (ωi | ξ2(x)) ≈ P̃ (ωi | x), according to the notation above.

2. Maximum confidence: when we assign a pattern x to class ωi according to the
maximum-a-posteriori criterion, i.e. i =argmaxjP (ωj | x), we face a certain
Bayesian risk, namely the probability of misclassification given the pattern.
The latter can be written as P (error| x) =

∑c
j=1,j �=i P (ωj | x). It is seen

that the higher the posterior probability of ωi, the lower the probability of
error. In the present setup, a minimum-risk combination strategy for the
two connectionist models follows in a natural manner: if the neural networks
agree on the decision of assigning pattern x to ωi, just do it. Otherwise, if
P̂ (ωi | x) ≥ P̂ (ωj | x) for all j �= i and P̃ (ωk | x) ≥ P̃ (ωj | x) for all j �= k,
then the decision d(x) between ωi and ωk is taken as:

d(x) =
{

ωi if P̂ (error| x) ≥ P̃ (error| x)
ωk otherwise

(5)

where P̂ (error| x) =
∑c

j=1,j �=i P̂ (ωj | x) and P̃ (error| x) =
∑c

j=1,j �=k P̃ (ωj |
x). In other words, the classification relies eventually on the model which
exhibits the highest confidence in its own decision.

3. Minimum expectation: albeit appealing, the combination based on maximum
confidence has a major drawback. In fact, a rough model of the Bayesian
posterior probability turns implicitly out to be a rough estimator of its own
Bayesian risk, as well (e.g., by over-estimating the class-posterior over a cer-
tain pattern, resulting in an under-estimate of the corresponding probability
of error). This may suggest taking a somewhat complementary approach, dis-
carding the (overwhelmingly optimistic) maximum-confidence decision and
opting for the (possibly more realistic) minimum expectation strategy. In
this framework, the latter takes the following form: if the two models are in
disagreement, say d(x) = ωi based on P̂ (ωi | x) and d(x) = ωk based on
P̃ (ωk | x), then assign x to ωi if P̂ (ωi | x) ≤ P̃ (ωk | x), else assign x to
ωk. Albeit heuristic, this conservative strategy reveals to be backed up by
empirical evidence.

4. Average: a natural, simple alternative is represented by the average between
the two estimates, namely taking P (ωi | x) ≈ 1

2 P̂ (ωi | x) + 1
2 P̃ (ωi | x)

for each i = 1, . . . , c. The straightforward extension of the technique relies
on a weighted average over the models in the form P (ωi | x) ≈ αP̂ (ωi |
x) + (1 − α)P̃ (ωi | x) for each class, where the relative weight α ∈ (0, 1)
can be determined empirically via model selection techniques, contributing
to compensate for possible biases and/or numeric mismatches between the
two models.
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5. Rejection on ξι: a variation on the theme of the maximum confidence, which
outsprings from the same background reasoning and from a long-standing
tradition in practical development of classifiers which include the reject op-
tion (i.e. reject current pattern x, refusing to take any decision, whenever the
estimated value of the discriminant functions g1(x), . . . , gc(x) are all below
a given rejection threshold θ, with θ in the (0, 1) interval) can be introduced
as follows. Let ξ1(x) = P̂ (ωi | x) and ξ2(x) = P̃ (ωk | x), where ωi and ωk

are the decisions taken by models ξ1 and ξ2 over x, respectively. We say that
a rejection on ξ1 decision strategy assigns x to ωi if ξ1(x) ≥ θ, and to ωk

otherwise (regardless of the value of ξ2(x)). On the other way around, the
rejection on ξ2 assigns by default to ωk, unless ξ2(x) < θ (in the latter case x
is assigned to ωi). It is seen that these decision rules do not coincide with the
maximum-confidence approach. Suitable values for θ are found empirically,
within a proper model selection framework.

6. Mixture of experts: in principle, the most flexible combination technique
simply avoids arbitrary choices on the explicit combination strategy, and
lets the machine learn its own “optimal” recipe from examples. A straight-
forward, yet sound realization of this principle relies on a committee of
neural experts [4]. In the present setup we consider a third MLP which,
for each pattern x, is fed with the estimates ξ1(x) and ξ2(x) and is ex-
pected to yield in output a more robust estimate of P (ωi | x). We refer
to this third connectionist module as the gating network. More precisely,
in a c-class problem ξ1(x) has c output units, forming an input vector
(P̂ (ω1 | x), . . . , P̂ (ωc | x)) while ξ2(x) is better described as an ordered
collection of c separate P-ANNs, say (p̃(x | ω1), . . . , p̃(x | ωc)). The ag-
gregate vector (P̂ (ω1 | x), . . . , P̂ (ωc | x), p̃(x | ω1), . . . , p̃(x | ωc)) defines
the input space for the gating network, whose target output is the usual,
Widrow-Hoff-like binary coding (0/1) of the correct class whom the current
training pattern belongs to. In so doing, as remarked in Section 2, the gat-
ing network approximates the Bayesian class-posterior probability, learning
the combination law of its inputs which best fits its training criterion. To
practical ends, ξ1(x) and ξ2(x) are separately trained first, as usual. Later
on, the gating network is trained (with regular BP) on the outputs yielded
by ξ1(x) and ξ2(x) over the original training data.

4 Experiments

For this study, a total of 1400 scout-view CT scanogram (of healthy, adult, Cau-
casian subjects) were selected at random from our PACS database, including
700 males and 700 females within an age range of 25–92. The scanogram was
chosen because it is routinely performed before a cranial CT examination, and
since for our purposes (i.e., the determination of the external shape of calvarium
in norma lateralis) it is basically as reliable as the cephalometric lateral radio-
graph. The patients were chosen on the basis of their residence in the province
of Trieste (Italy), since the population of this geographic area is the result of
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complex historical genetic crossover between Italic, Germanic and Slavic popu-
lations. Lateral cranial scanograms were automatically selected and anonymized
by our PACS facilities (registering only the sex and the age) among the CT ex-
aminations performed between the years 2005 and 2010 in the radiological struc-
tures of the Department of Diagnostic Imaging of the Hospital Corporation at
the University of Trieste with similar multislice computed tomography (MSCT)
equipment. Lateral CT scanograms were taken on an Aquilion 16 Toshiba mul-
tislice CT scanner, using the standard preset (120 kVp, 150 mAs, matrix size
512x512). The images were automatically transformed from DICOM to JPG
format, maintaining the original matrix size.

Visual feature extraction from the images underwent the following proce-
dure. A smoothing Gaussian filter (with discrete Weierstrass transform relying
on a 5×5 convolution matrix) is applied first [6], in order to reduce additive
noise. It is followed by a sharpening filter. Starting from the filtered image,
edge detection and edge connection are accomplished by a technique relying on
Canny algorithm, followed by thresholding. Upon removal of the maxilla and
mandible area, the contour of the cranium is extracted automatically (includ-
ing the glabella, calvarium, and opisthion areas). The centroid-distance signature
function is then extracted [12], ensuring translation-invariance. In order to reduce
the dimensionality significantly, and to resort to a fixed-dimensionality represen-
tation, sub-sampling of the overall set of signatures is accomplished via the equal
points sampling technique. Features are finally extracted from the sub-sampled
signatures by application of the usual fast Fourier transform (FFT), retaining
the first 64 parameters. This results in a 64-dim feature space which ensures ro-
tation invariance and scale invariance (by proper normalization of the magnitude
of the first half of the FFT coefficients), as described in [12].

The data were split first into a training and a validation set, for model selec-
tion purposes. Once the selection process was completed and upon replacement
of the original data, the patterns were then randomly partitioned again into a
training set (1000 patterns), and a test set (400 patterns), having an equal bal-
ance between the relative frequencies of male and female samples. Results are re-
ported in Table 1 (the same notation used in the previous section is used to refer
to the specific models). Linear discriminant analysis was applied first (applying
the pseudo-inverse method based on singular value decomposition), in order to
fix a baseline. The results confirm the high-nonlinearity of the classification task.
A more significant baseline was yielded by a regular k-nearest neighbor (k-NN)
classifier with k = 5. The performance turnt out to be improved by the PW ap-
proach. Standard Gaussian kernels were used, with initial width h1 = 9.77×10−2.
Connectionist approaches follow, starting from the individual classifiers relying on
unsupervised estimation of p(x | ωi) (15 hidden sigmoid units for the “male” class,
and 16 such units for the “female” class; sigmoid activation in the output unit, all
activation functions having a smoothness set to 0.4 and layer-by-layer adaptive
amplitude). Training these P-ANNs required 300 epochs only, with learning rates
η = 0.1. The next row of the table shows the results yielded by the supervised esti-
mation of P (ωi | x) via MLP. The latter has 16 hidden sigmoid units and a sigmoid
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Table 1. Sex recognition rate using the cranium contour

Model Accuracy (%)

Linear discriminant 53.80

k-NN 68.25

Parzen Window 70.75

P̃ (ωi | x) 79.25

P̂ (ωi | x) 80.25

Pseudo-joint probability 82.00

Maximum confidence 81.50

Minimum expectation 81.25

Average 82.00

Weighted average 82.75

Rejection on ξ1 83.00

Rejection on ξ2 81.75

Mixture of experts 83.50

output, all having smoothness 1.25. 20000 epochs of BP with learning rate η = 0.1
were applied. Accuracies turn out to outperform the statistical techniques. The P-
ANN performance is even surprisingly higher than the traditional PW, and close
to the supervised, discriminative MLP. The combination techniques proposed in
Section 3 are reported in the next rows of the table. The mixture of experts relies
on a gating MLP with 9-hidden sigmoid units and a sigmoid output (all smooth-
nesses set to 1), and neuron-by-neuron adaptive amplitudes. Training required 150
epochs with a learning rate set to 0.02. It is seen that all the combination methods
are effective (although, with a certain variance in terms of relative performance),
showing that the difference in the information conveyed by the connectionist mod-
els involved are complementary to some extent and can be exploited jointly in or-
der to come up with a more robust classifier. Letting the machine discover the
most suitable combination law (relying on the committee machine) yields higher
recognition rates than fixed (albeit plausible) mixing choices. In the best case sce-
nario (i.e., mixture of experts) a relative error rate reduction of 16.46% is gained
w.r.t the best single-model classifier. Results are of the utmost significance in an
application oriented perspective, if compared with the expected recognition rate
(∼ 80%) by human experts [11], as well as similar classification experiments car-
ried out using statistical approaches in the forensic sciences [5].

5 Conclusions

The paper faced a difficult, real-world classification task having the utmost
relevance to anthropology and the forensic sciences, namely sex determination
from CT-scan images of human skulls. Experiments were accomplished over an
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original, large-scale dataset collected on the field and involving 1400 patients.
Statistical and connectionist approaches were considered. In particular, neural
networks having a probabilistic interpretation of their outputs were reviewed.
The two paradigms can be mixed in a variety of natural, sound ways on the
basis of the probabilistic meaning of their outputs. Several combination tech-
niques were considered and compared on the field. Results are noticeable in an
application perspective, turning out to be higher than the expected correctness
of prediction by human experts, as well as w.r.t. statistical approaches previ-
ously investigated in the literature on forensic sciences. In particular, combina-
tion based on committee machines do particularly fit the task. Finally, P-ANNs
proved themselves to be more effective than traditional statistical techniques
over the multivariate density estimation task at hand.
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Abstract. In this paper, a partially supervised machine learning ap-
proach is proposed for the recognition of emotional user states in HCI
from bio-physiological data. To do so, an unsupervised learning prepro-
cessing step is integrated into the training of a classifier. This makes it
feasible to utilize unlabeled data or – as it is conducted in this study –
data that is labeled in others than the considered categories. Thus, the
data is transformed into a new representation and a standard classifier
approach is subsequently applied. Experimental evidences that such an
approach is beneficial in this particular setting is provided using clas-
sification experiments. Finally, the results are discussed and arguments
when such an partially supervised approach is promising to yield robust
and increased classification performances are given.

1 Introduction and Related Work

The reliability of a classifier heavily depends on the quality and quantity of
the data, that was available for its construction. Unfortunately, in real world
applications, it is often not trivial to design data bases where the data samples
are exhaustively labeled. The main reason for this is that the general procedure of
labeling data is often time consuming and expensive as it requires the knowledge
of human experts.

There are several techniques in the literature, that aim at circumventing this
issue by incorporating a machine-conducted labeling procedure: to make the an-
notation process more effectively, active learning is often used to guide a human
expert during an annotation process. Hereby, the most informative sample from
the unlabeled data, i.e. the one closest to a precomputed decision boundary, is
selected by the algorithm and passed to an expert [4]. In order to conduct a
fully automatic process, semi supervised learning can be applied: classifiers are
directly used to annotate the unlabeled data. A classifier can label data for itself
by choosing the most confident data samples and add them to the training set
(self training) [15]. Another option is to use several classifiers in order to mutually
select confident samples for the respective training data (co-training) [2,6,9].
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In this contribution, we implement a further learning strategy to exploit un-
labeled data in a classification process. The key idea is to infer the general
structure of the application using methods of unsupervised learning [25]. This
leads to a representation space using the cluster centers as reference system. For
these computations all available data can be used. Such an approach appeared
to be beneficial in previous work such as [19].

The remainder of this paper is organized as follows: The underlying data
collection is described in Section 2 together with the employed features. Section 3
points to the general issues that occur in the application and introduces the
proposed method in greater detail. The experiments and the respective results
are shown in Section 4. Finally, in Section 5 these results are discussed and
conclusions are drawn.

2 Data Collection

The data was collected in a Wizard-of-Oz study [7], which was conducted in
order to investigate affective human computer interaction in the well established
PAD space. The PAD model [17] defines a three dimensional annotation scheme
of emotions using the three dimensions pleasure, arousal and dominance.

In this particular setting, the test persons were instructed to solve multi-
ple games of concentration using a voice controlled interface. The successive
games were used to induce different emotional states to the subject in the order
sketched in Figure 1. To do so, different stimuli were presented to the subject
deliberately: Different negative (dispraise, time pressure, wrongly or delayed ex-
ecuted commands, etc.) as well as positive (e.g. praise, easier game) behaviors of
the computer interlocutor were presented. The subjects were passed through 5
sequences, which induce different states in the PAD space and the subjects each
passed through these sequences twice in two successive sessions (see Figure 1 for
details) [24]. Each of these sequences has a length of 3-5 minutes. Overall, 20
subjects (21 to 55 years, 10 male and 10 female) were passed through the exper-
imental procedure twice and thus for every person two experimental sequences
are available.

As a whole, 5 different channels were recorded at a sample rate of 512 Hz,
namely blood volume pulse (i.e. heart rate), electromyography (attached to mus-
culus zygomaticus and musculus currugator), skin-conductance and respiration.
From these signals, various features were extracted on different time scales.
Hereby, it is crucial to conduct a careful preprocessing procedure in order to
remove artifacts but to retain the respective information. In general, a slow low-
or band-pass filter is applied together with a linear piece-wise detrend1 of the
time series at a 10 s basis. In the following, a list of the extracted features per
channel is provided. The preprocessing together with the time granularity is
given in parentheses.

1 i.e. subtracting piecewise a linear least-squares-fit from the respective chunk of the
data.
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PAD 
Space:

IAPS
5min

Intro
1.5min

ES-1
ca. 3min

ES-2
ca. 3min

ES-3
ca. 5min

ES-4
ca. 3min

ES-5
ca. 4min

Countdown Countdown

+ - + + + + + - + + + - - - - - + - - + -

ES-6
ca. 5min

+ - +

IAPS
10min

Fig. 1. Experimental design, including the expected position in the space. Experimen-
tal sequences ES-2 and ES-5, marked green and red respectively, are expected to induce
the desired emotional states [24]. The top row in the figure indicates the intended label
in PAD Space, whereby “+” signifies a high value in the respective dimension and “-”
vice versa.

Blood volume pulse (BVP) is recorded from an optical sensor device, attached
to a finger of the subject. The key to characterize the heart rate from the recorded
blood volume pulse is to find the well known QRS complex in the signal e.g.
as described in [16]. The following features are extracted (low pass filtered at
5 Hz, 25 s time window each) : Standard deviation of heart rate variability [18],
standard deviation of RR-intervals [23], pNN502 [12], approximate entropy [13],
RMSSD3 and recurrence rate, Poincaré plot4 [10] and power spectral density [26]
of the signal.

The subject’s respiration [3] is measured using a belt, that is wrapped around
its breast and has a tension measurement device attached to. From this signal
the following features are computed (low pass filtered at 0.15 Hz): Mean and
standard deviation of the first derivatives (10 s time window), breathing vol-
ume, mean and standard deviation of breath intervals, Poincaré plot4 (30 s time
window each).

To record the electromyogram (EMG), 2 electrodes are attached to the skin
near to the respective muscle. Thus electrical potential differences of about 500
μV are recorded. Hereby lies the information of contraction or relaxation of the
muscle in the oscillation of the EMG signal. The following features were com-
puted (bandpass filtered at 20 - 120 Hz, piecewise linear detrend): Mean of first
and second derivatives (5 s time window), power spectrum density estimation [26]
(15 s time window).

2 The pNN50-measure equals the proportion of occurrences of changes in RR-interval
duration of two consecutive RR-intervals that differ more than 50ms.

3 Square root of the mean of squared successive differences of RR-intervals.
4 Ratio of the axes of the fitted ellipse.
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Skin conductance is measured (SCL) using 2 electrodes, where constant elec-
trical current of 10 μA conducted. The respective resistance is then determined
by the sweat, a subject oozes. The following features are extracted for this signal
(low pass filtered at 0.2 Hz): mean and standard deviation of first and second
derivative (5 s time window), mean peak occurrences, average peak-height (20 s
time window each) [5].

In the following, the task to solve in the context of this paper is to discriminate
the samples of ES-2 and ES-5. These two experimental sequences are designed
to elicit rather complementary emotions: “high pleasure/low arousal/high dom-
inance” versus “low pleasure/high arousal/low dominance” (compare Figure 1,
top row) – or short positive vs. negative emotion. The according stimuli that are
presented to the subject were praises and a small board of concentration and
hence an easy play for the positive sequence. In case of the negative class, the
user is given a bigger board and only displeasing feedback is given: e.g. the user
is criticized for his execution of the game and the subject is exposed to time
pressure.

3 Problem Statement and Proposed Method

An application as described above arises several severe issues from a machine
learning perspective. Based on the design of the psychological experiment, the
overall samples that are labeled accordingly are very rare. When attempting to
compute reasonable features from the given data, the respective time window
has to be chosen over several seconds. Due to the high differences of physiology
over different subjects, the given application encourages the commands for a
personalized setting in the training of classifiers. This further toughens the lack
of data.

Further, when evaluating such kind of data it is not recommended to use
some kind of “leave one sample out” technique to evaluate a statistical model.
The employed sensors show a distinct characteristic over time and as the labels
are heavily correlated by definition to time, this would imply a severe bias in
the results. This implies in our application that it is necessary to train and test
using data from different sessions. Hence, it is highly desirable to make use of all
available data from all experimental sequences recorded from a subject. Unfor-
tunately this data is not labeled in the respective classes (compare Figure 1). On
the other hand, it is still data from the same domain. The goal is now to incor-
porate all available data into the construction of a classifier for the considered
two classes.

To do so, it is rather intuitive to refer to techniques of unsupervised learning.
The key idea is now to neglect the actual class labels for the samples and to
process all available data using a unsupervised technique - such as k-means or
Gaussian mixture models. In order to solve the actual classification problem a
further learning step is implemented: Based on the computed partitioning of
the data, an “activation value” of the cluster centers for the data samples is
computed. This activation could either be computed by a distance measure with
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Features Classification
Unsupervised 

preprocessing

d

Fig. 2. In order to incorporate the unlabeled data into the classification, an unsuper-
vised learning step is implemented. Thus, the data is transformed into a new represen-
tation, in which the actual classification is conducted.

respect to a cluster center in case of a partitioning algorithm is used, or the
posterior probability of a mixture component of a fitted generative model. This
results in a new representation of the data of the same dimensionality as number
of cluster centers. Based on this new feature vector, a classification on the initial
label is conducted using standard supervised machine learning approaches. This
procedure is sketched in Algorithm 1.

Algorithm 1: Proposed algorithm in pseudo code.
Input:
– Labeled data L = (li)i=1...M

– Respective labels Y = (yi)i=1...M

– Unlabeled data U = (uj)j=1...O

– Number of cluster centers k,

compute k local densities or prototypes p1, . . . , pk using L ∪ U ;
foreach li ∈ L do

l′i = Gp1,...,pk(li) ∈ R
N ;

G is a distance or similarity measure, and N is a natural number
depending on the specific structure of G
examples:

(a) N = k, and Gp1,...,pk (l) =| pi − l |
(b) N = k, and Gp1,...,pk (l) = (exp(− | pi − l | /σi)
(c) N = k(k − 1)/2 and Gp1,...,pk(li) = mini,j(| pi − l |, | pj − l |)

end
Train classifier F on ((l′i)i=1...M , Y );
Output: F

To classify an unseen data sample, it has to be transformed into the new
representation. This is done analogously to the training procedure by calculating
the activation score: These values are computed with respect to the computed
local density or the respective prototype and the obtained new representation is
classified.
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4 Experiments and Results

In this section the conducted experiments and the obtained results are described.
An important step in our approach is the choice of the unsupervised learner:
We decided to evaluate the well known k-means algorithm, neural gas [11] and
Gaussian mixture models (GMM) trained through the well known expectation
maximization (EM) algorithm. In case of neural gas and k-means, the number of
cluster centers is chosen to be 15% of the size of the training set. Due to numerical
issues the number of mixture components for the GMM is set constantly to 4 and
a regularization constant of 0.001 was fixed. Generally, the euclidean distances
to the cluster centers were used as new representation except for GMM, where
the posteriori probability for every Gaussian mixture component was computed.

For the supervised part of the proposed architecture, a support vector ma-
chine (SVM) learning approach was used [1]. To be precise, in this work ν-SVM
as described in [20] was used using an RBF kernel function. To compare the ex-
perimental results, we also conducted a purely supervised reference experiment,
where the training of the classifier is conducted only on the accordingly labeled
data. For this experiment, we used the ν-SVM approach with an RFB kernel as
well.

In Section 3 the general issue of testing a classifier in this application appro-
priately was mentioned briefly. To circumvent this issue and in order to ensure
proper results, the partitioning in training and testing data are separated by
session per class. But to increase the possible settings for testing, the whole ex-
perimental sequences are permuted in all possible combinations. This leads to
four settings of testing and training sets per subject.

The features described in Section 2 are extracted not only from different
modalities but also in different time scales. Hence, the classification study was
conducted in six different experiments, grouping the data by feature and size of
the time window: For the EMG, features that govern in time domain (derivatives
of the signal and related) are grouped together as well as features obtained from
the power spectrum. Also for the skin conductance two groups of features were
defined for classification: The statistics over the derivations are processed in a
different classifier than the statistics of the peaks of the signals. In case of BVP
and respiration such a partitioning is not necessary as the time windows of all
extracted features are the same.

The performances of the classifiers are reported in Table 1. As the distribu-
tion of classes in the data is imbalanced (compare 1) not only the accuracy are
reported, but also the F1 scores for ES-2. The numbers in the rows are mean
values over all subjects and every classifier is evaluated 80 times each. Gener-
ally, the numbers are relatively low, which is not surprising as the application
is rather challenging together with the general lack of data. It can be observed
that the two classifiers using EMG features perform best with an accuracy up
to 0.53. Also the classification on respiration features performs well (0.51 accu-
racy). All classifiers avoid to produce one-sided classification result, i.e. it does
not constantly decide for the class having the higher a priori probability, which
is indicated by the F1 scores.
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Table 1. Accuracies and F1 scores for ES-2 for the 6 classifier configurations averaged
over all subjects and 80 trials per subjects. The row-wise maximal values for both values
are highlighted in bold font. The last row shows the averages over all classification trials.

Feature combination
GMM Neural-Gas K-Means purely supervised

acc. F1 acc. F1 acc. F1 acc. F1

EMG (derivatives) 0.529 0.404 0.530 0.428 0.486 0.389 0.502 0.394
EMG (power spectrum) 0.531 0.404 0.514 0.430 0.461 0.366 0.458 0.342
SCL (derivatives) 0.431 0.325 0.431 0.300 0.415 0.321 0.424 0.323
SCL (inter-peak statistics) 0.437 0.356 0.448 0.399 0.451 0.399 0.421 0.355
BVP 0.475 0.363 0.437 0.355 0.455 0.366 0.483 0.392
Respiration 0.449 0.347 0.510 0.447 0.484 0.407 0.503 0.368

Average 0.475 0.366 0.479 0.393 0.459 0.374 0.465 0.362

Table 1 provides some arguments, that the unsupervised preprocessing does
provide benefits for the classification: In 3 of 6 cases of the classifiers, the partly
supervised method using neural gas outperforms the others. Further, comparing
all partly supervised experiments to the purely supervised case, it performs best
in 5 of 6 cases on average. Also, when averaging over all test runs, there is a
slight preference for the clustering preprocessing approach using neural gas but
also using GMM.

A ranking-like experiment is conducted, where it is counted how often a clas-
sifier outperforms all others for every individual subject averaged over all 80
trials. The results of this are reported in Table 2 as fractions of all comparisons.
This consideration reveals a slight advantage of the GMM based partially super-
vised classifier: It outperforms the others in 32% of the cases. Especially for the
features from EMG, which performed best in Table 1, such an approach appears
to be beneficial.

Table 2. For every classifier it is shown how often it outperforms all others. The lines
of the table show different feature combinations.

Feature combination GMM Neural-Gas K-Means purely supervised

EMG (derivatives) 41.1% 17.7% 17.7% 23.5%
EMG (power spectrum) 47.1% 23.5% 5.9% 23.5%
SCL (derivatives) 23.5% 17.7% 23.5% 35.3%
SCL (inter-peak statistics) 29.4% 17.7% 35.3% 17.7%
BVP 35.3% 5.9% 23.5% 35.3%
Respiration 17.7% 35.3% 11.8% 35.3%

Average 32.4% 19.6% 19.6% 28.4%

5 Discussion and Future Work

In this work a partially supervised machine learning approach has been proposed
and applied to the classification of bio-physiological time series. In this applica-
tion, only few data is available in the considered classes, but there is differently
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annotated data at hand, that did arise in the overall recording process. The goal
was to incorporate these samples into the classification process. To do so, we pro-
pose to use an unsupervised learning approach as a preprocessing step. Three
different learning strategies have been evaluated in this context: k-means, neural
gas as clustering approaches and GMM to estimate the probability distribution.
Thus the data was transformed in a new representation using the activation per
prototype or mixture component. Using the partitioning algorithm, the euclidean
distance has been used, while for the GMM the posterior probability per mixture
component is used. The experimental results reveal a slight advantage over the
purely supervised reference method of such an approach in this application.

In order to provide a rationale of why the proposed method works, the reader
is pointed to the the well known RBF networks. There exists a big research
community exploring how to improve the training of a network from given data
by finding a proper initialization [8,14,21,22]. Hereby, the aim is to make the
results more stable and also to speed up training. A typical approach is to pre-
train the hidden RBF-layer in an unsupervised fashion by clustering or vector
quantization. Afterwards, the network is finally trained by either solely creating
a perceptron for the output layer or back propagation for the whole network. The
unsupervised step in our approach can be regarded as some sort of initialization
of a “hidden layer” using all available data. Thus, the distributions of data can
be estimated more reliably. After that, a second “output layer” is created with
only the labeled data at hand.

Adding additional data the way we did in our experiments, i.e. data, that is
not from the same categories is of course only promising under certain condi-
tions. If the samples of data resolved into clearly delimited classes, where the
probability density functions for the different categories are non-overlapping,
adding data from a very different partition would hardly be reasonable. But
in many real world applications, this optimal setting for a classifier is not re-
ally present: Often the data decomposes into severely overlapping distributions.
There are also applications, where the particular classes are not (yet) irrevoca-
bly defined or such a definition is simply not possible due to distinct properties.
Both circumstances are at hand in the application described earlier: On the one
hand, the features that can be extracted from the bio-signals can be consid-
ered relatively weak compared to the intended – quite ambitious – objective. On
the other hand, even though the induction of the intended emotion succeeds in
the average, it is not guaranteed by any means that every particular sample is
correctly labeled.

The relatively small accuracies reported in Table 1 could be regarded as a
major flaw of this contribution. There are two major ways to heal this issue:
There are still 6 individual classifiers that are evaluated in this study. These
classifiers should be further combined in order to enhance a frame wise classi-
fication process. This has to include of course some kind of alignment of the
different time windows that are used in order to get a coherent classification.
Another promising approach is to integrate the decisions of the classifiers over
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time [24]. On the other hand, one will then have to solve a general segmentation
problem in order to discriminate the sequences.

Further, calculating the new representation of the data samples creates the
opportunity to define mappings into higher dimensional spaces. This could, for
example, conducted as sketched in Algorithm 1 at example (c), where pair-wise
comparisons are used to build the new representation. Thus, it might be more
likely to find a proper linear separation of the respective classes.
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Abstract. Colleges and universities do not operate in a vacuum and they do not 
have a lock on “best practices”.  As a result it is important to have other schools 
to use for “benchmark” comparisons.  At the same time schools and their 
students change. What might have been good “benchmarks” in the past might 
not be appropriate in the future.  This research demonstrates the viability of Self 
Organizing Maps (SOMs) as a means to find comparable institutions across 
many variables.  An example of the approach shows which schools in the 
Council of Public Liberal Arts Colleges might be the best “benchmarks” for 
Fort Lewis College.   

Keywords: Kohonen self organizing maps, neural networks, benchmarking, 
higher education. 

1 Introduction 

Competitive organizations, such as institutions of higher education, continuously need 
to compare how well they do in relation to other organizations of similar size, shape 
and function across many different dimensions.  These institutions could benefit from 
a methodology to identify organizations that are most “like” them. The example 
presented in this research utilizes a publically available dataset [1], self-organized 
maps, an unsupervised artificial neural network, to cluster/map 25 schools across 28 
variables into seven distinct clusters with an easy to interpret 2-dimensional visual 
map of the schools and their corresponding peers. Schools within the same clusters 
(usually four to five other schools) could be treated as “peer” institutions for 
benchmarking purposes. 

2 Background 

Benchmarking has been used in higher education for over two decades. [2] As a 
means to find good comparison universities, the authors opted to utilize a Self 
Organizing Map.  SOMs were initially crafted by Finnish professor Tuevo Kohonen 
in the 1960s.  A comprehensive mathematical description of Kohonen’s work can be 
found in his book Self-Organizing Maps [3]. Researchers have found SOMs to be 
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useful in medicine for visualization of gene expression [4], [5] and numerous other 
medical applications. In business, they have been employed for financial 
benchmarking [6] and strategic positioning [7].  Additionally, SOMs create means for 
analysis via multidimensional scaling of highly complex data sets [8], a key feature of 
SOMs.  The primary author also applied SOMs to identify benchmark universities on 
the basis of student assessment of university websites [9]. The purpose of this 
research is twofold.  First, the SOM stemming from this research offers strategic 
positioning information for colleges and universities.  Second, via multidimensional 
scaling, a key feature of SOMs, this research consolidates a 28 variable input space 
down to an easy to interpret two-dimensional visual map. 

3 Methods 

The Data Profile of the member institutions of the Council of Public Liberal arts 
Colleges offers a nearly complete dataset [1], one important requirement to creating a 
reliable SOM. Thus, the data from “Section I: Admissions and Student 
Characteristics” of the Data Profile [1], comprised the dataset to form a 5 X 5 Self-
Organizing Map (SOM).  The variables for the 25 institutions are listed Table 1. 

Table 1. Admissions and Student Characteristics Variables 

Variables from Section I: Admissions and Student Characteristics  

1.    number of applications

received  

10.  average ACT Composite 

score  

20.  percent out-of-state 

undergraduates  

2.    percent applicants admitted 

11.  average SAT Critical 

Reading score  

21.  percent undergraduates 

age 25 or older  

3.    percent admitted applicants 

who enrolled  12.  average SAT Writing score 

22.  percent undergraduates 

living on campus  

4.    Number (headcount) of all 

full-time first-time freshmen 13.  average SAT Math score  

23.  Number of new 

undergraduates who 

were transfer students  

5.    percent full-time first-time 

female freshmen  

14.  Number (headcount) of all 

undergraduates  

24.  Number (headcount) of 

graduate students  

6.    percent full-time first-time 

male freshmen  

15.  percent full-time 

undergraduates  

25.  Full-time equivalent (FTE) 

of all students*  

7.    percent minority full-time 

first-time freshmen  

16.  percent minority 

undergraduates  

26.  undergraduate FTE 

enrollment*  

8.    Number (headcount) of all 

part-time first-time 

freshmen  

17.  percent female 

undergraduates  27.  graduate FTE enrollment  

9.    percent in top 10% of high 

school class  

18.  percent male 

undergraduates  

 

 

19.  percent in-state 

undergraduates  
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The authors created a two-dimensional self organizing map via a Microsoft Excel 
add-in, SOMinExcel [10]. The following four steps comprised the mapping process: 

1) The application initially assigns random weight vectors to the neuron centers 
of the 25 nodes/neurons. 

2) The application calculates the Euclidean distance between all of the weight 
vectors and a presented observation. After the best matching unit is found 
(i.e. the closest distance between an observation/school and the weight 
vector).  The school is assigned to the node with an appropriate distance 
from the center. 

3) Then, the weight vector of the winning neuron and its neighbors are modified 
to bring their measures closer to the observation vector.  The researchers 
employed a Gaussian neighborhood function for adjusting the weights of the 
neighboring nodes.  Training comprised λ=200 cycles and ultimately formed 
the weighted SOM.  Gaussian neighborhood updates allow the weights of the 
neurons closest to the winning neuron to be updated to become more similar 
to the weights of the winning neuron.  Per the Gaussian function, the 
magnitude of weight modification tapers off for neurons further away from 
the winning neuron. 

4) In the end, the software finally mapped the school records onto the SOM by 
determining a school’s relative location within the winning neurons.  This 
process located the plot points on the 5 X 5 map. 

4 Results 

Seven clusters with an average cluster size of four COPLAC member institutions 
resulted (see Figure 1).  With the goal of finding good comparison schools, a cluster 
size of four offers schools’ administrations a reasonable number of comparison 
universities. 

With a two-dimensional map, institutions of higher education interested in 
benchmarking their operations (e.g. retention and recruitment efforts) need to only 
locate their school’s observation number (i.e. point on the map labeled by observation 
number from Table 3), and find schools closest to their point in terms of Euclidean 
distance. 

5 Discussion 

For example, Fort Lewis College (Observation #2 in Figure 1), the first author’s home 
institution, might compare itself to schools #6 (Mass. College of Liberal Arts), #4 
(Henderson State University), #10 (Shepard University) and #24 (The Univ. of 
Virginia's College at Wise), which are within the same winning neuron.  By 
performing a radial search from the school’s labeled observation point in the SOM 
(see Figure 1), one would find Fort Lewis College to be most similar to Observation 
#4, Henderson State University.  This, however, does not necessarily mean Fort 
Lewis College would want to model and/or compare its operations after Henderson. 
Per a school criteria created by administrators and school-wide initiatives, one could 
manually create a weighted ranking of the potential comparison schools within the 
same neuron. 
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As an example, administrators at Fort Lewis College might identify the following 
five variables to be the most important to improve in relation to strategic initiatives:  

1. % Minority Students – percent minority full-time first-time freshmen 
2.  % top 10% of high school class – percent in top 10% of high school class 
3. % In-state –  percent in-state undergraduates 
4. % 25 > age – percent undergraduates age 25 or older 
5. % on campus – percent undergraduates living on campus 

A weighted score out of 100 could then be created in order to rank the institutions in 
(Table 2) reference to desired comparability.  A sample weighting with % of top 10% 
of high school class (i.e. 35 out of the 100 points) as the foremost priority followed by 
increasing the % minority (i.e. 25 points) at the institution.  With these weighted 
priorities, it would behoove Fort Lewis College to contact Henderson State University 
and Massachusetts College of Liberal Arts regarding admission operations. 

Per the SOM, given the innate similarities between Fort Lewis College 
(Observation #2) and Henderson State University (Observation #4) in regards to 
Admissions and Student Characteristics, one could hypothesize strategic initiatives 
successful at one institution would also be successful for the other.   

Fort Lewis College, Henderson State University, and University and Massachusetts 
College of Liberal Arts are all public institutions located in different geographical 
areas of the United States (i.e. Colorado, Arkansas, and Massachusetts).  Since they 
are unlikely to be competing for the same applicant pool, Henderson’s Office of 
Admission and Massachusetts College’s Office of Admission might be willing to 
share some of its more effective “best practices” in recruiting students from the top 
10% of their graduating class.  

Specifically, Fort Lewis’ Office of Admission might be interested in contacting 
their departmental counterpart at Henderson State University in bettering its 
recruitment of students “in top 10% of [their] high school class”, variable #9.  16% of 
Henderson State University’s students and 21% of Massachusetts’ College’s students 
are from the top 10% graduating class whereas 7% of Fort Lewis College’s students 
are from the top 10% of their high school class.  If these benchmark schools could 
offer Fort Lewis College, one or two in-state recruitment strategies, then the 
dividends to Fort Lewis could be substantial.  An increased academically prepared 
student body will inevitably result in higher retention rates and graduation rates, both 
viewed as high priority strategic initiatives supported by not only higher 
administration but also the board of trustees. 

Table 2. Weighted Averages of Institutions within Winning Neuron 

Weighting 25 35 15 15 10 Weight out of 
100

Institution %Minority % Top 10% % In-state % 25 > age % on campus Weighted Score

Fort Lewis
College

26 7 69 15 36 25.15

Henderson
State Univ.

40 16 85 17 42 35.1

Mass. College of 
Liberal Arts

12 21 76 17 68 31.205

Shepherd
Univ.

14 21 55 18 29 24.805

The Univ.
of Virginia's 
College at Wise

18 14 95 24 35 30.75
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Table 3. COPLAC Member Institutions 

Obs # School Name Obs # School Name Obs #

1 The Evergreen State College 9 Ramapo College of New Jersey 18 Truman State Univ. 

2 Fort Lewis College 10 Shepherd Univ. 19 Univ. of Mary Washington 

3 Georgia College & State Univ. 11 Sonoma State Univ. 20 Univ. of Minn., Morris 

4 Henderson State Univ. 12 Southern Oregon Univ. 21 Univ. of Montevallo 

5 Keene State College 13 St. Mary's  College of Maryland 22 UNC Asheville 

6 Mass. College of Liberal Arts 14 SUNY College at Geneseo 23 Univ. of Science and Arts of Okla. 

7 Midwestern State Univ. 15 Truman State Univ. 24 The Univ. of Virginia's College at Wise 

8 New College of Florida 16 Univ. of Alberta Augustana Campus 25 Univ. of Wisconsin- Superior 

17 Univ. of IL Springfield 
 

 

Fig. 1. Radial Search from Observation 
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6 Conclusions 

SOMs appear to offer institutional personnel an effective, efficient, and unbiased 
means to discover benchmark institutions of higher education across many 
dimensions.  Indeed the SOM in combination with a manual weighting of strategically 
important variables resulted in a very reasonable number of comparison schools.  For 
future research, the results of the SOM could be used as inputs to a supervised 
learning approach where the examples of each cluster could be used as training and 
testing data. 
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Abstract. In this paper, we present the notion of sink web pages in a
web application. These pages allow identifying a reduced scheme of the
web application, which can lead to simplifying the method of testing and
verifying the entire web application. We believe that this notion can be
useful in the partially supervised learning.

Keywords: Relation, Tag, HTML, Web Application.

1 Introduction

The results of this paper are related to web applications that contain web pages
consisting of HTML tags and are saved in files with .html or .htm extension. The
web pages can contain other elements as well, such as scripts or applets; however,
these will not be used next in the paper (for example: their testing and verify-
ing implies using specific methods). Next, we will use for these pages the name of
web pages. On one hand, the number of web applications which are built using
this type of web pages is a very large one; on the other hand the web applications
can contain a large number of web pages. In this context, the matter of verifying
and testing the web application from the point of view of the content areas ([14],
[15], [10]) or from the point of view of the navigability in the application ([7], [9]).
A classification of the methods and models of testing and verifying is presented
in [9].

We believe that reduced scheme for a web application (presented in section 2)
can be used in other areas that utilize a large number of components, as it is the
case of partially supervised learning ([12], [13]).

The results presented in the following sections are related to the selection of
some web pages from the set of web pages of an application, which if tested and
verified assure the testing and verification of the entire application. The process
of detecting these web pages is realized through a relation among the web pages
of the web application (described in section 2). Different ways of defining this
relation have been presented in [1], [4], [5], [6].

The method of defining the pages that will be selected (named sink web pages)
will be introduced in section 3. Using sink web page notion, a reduced scheme of
the web application is created, which can be used in the process of testing and
verifying the web application.
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2 Defining a Relation between Two Web Pages

Next, we will consider a web application having the set of web pages P={p1, p2,
..., pn} and a set TG of tags.

For any web page pi from P, we write Ti the sequence of tags from pi, which
are not a member of TG (the order in which these are encountered is important).

Definition 1. Let TG be a set of tags, pi and pj two web pages from P.
We say that Ti=(Ti1,Ti2, ..., Tia) is in Tj=(Tj1,Tj2, ..., Tjb) as a sequence,
if there exists an index k in the sequence Tj , with Tjk=Ti1, Tjk+1=Ti2, ...,
Tjk+a−1=Tia.

Definition 2. Let TG be a set of tags, pi and pj two web pages from P. We
say that pi is in relation R with pj and we write pi R pj , if:
i) Ti is in Tj as a sequence;
ii) Any tag <Tg> from Tj which appears in Ti, as well, has a closing tag <\Tg>
in Tj , then <\Tg> is also in Ti.

Exemple 1. Let us consider a web application with three web pages: P={p1,
p2, p3}. p1 can be found in the file Pag1.html, p2 in the file Pag2.html, and p3

in the file Pag3.html (table 1). Considering:

Table 1. Pag1.html, Pag2.html and Pag3.html

Pag1.html Pag2.html

<HTML> <HEAD> <HTML> <HEAD>
<TITLE>Web page 1</TITLE> <TITLE>Web page 2 </TITLE>

</HEAD> <BODY> </HEAD> <BODY>
<P> Picture 1 <B> <P> Picture 1</P>

<IMG SRC=”pic.jpg”> <IMG SRC=”pic.jpg”>
<P> <IMG SRC=”pic.jpeg”>

</BODY> </HTML> </BODY> </HTML>

Pag3.html

<HTML> <HEAD> </FONT> <IMG SRC=”pic.jpg”>
<TITLE>Web page 3</TITLE> <FONT SIZE=4 COLOR=red>Picture 3

</HEAD> <BODY> </FONT> <IMG SRC=”pic.jpg”>
<FONT COLOR=red>Picture 3 </BODY> </HTML>

TG={<P>,</P>,<B>,</B>,<HTML>,<HEAD>,<TITLE>,</TITLE>,
</HEAD>, <BODY>, </BODY>, </HTML>}we obtain:
T1=(<IMG SRC=”pic.jpg”>); T2=(<IMG SRC=”pic.jpg”>,
<IMG SRC=”pic.jpeg”>); T3=(<FONT COLOR=red>, </FONT>, <IMG
SRC=”pic.jpg”>, <FONT SIZE=4 COLOR=red>, <IMG SRC=”pic.jpg”>,
</FONT>).

According to definitions 1 and 2, we obtain only two pairs of pages with are
in relation R:
p1 R p2 and p1 R p3.
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Observations. 1. If TG=∅, then according to definition 2, two web pages pi

and pj will be in relation R only if these pages contain exactly the same tags
after removing the tags that are members of TG. In this case the relation R is
an equivalence relation. A few results using this type of relation are presented
in [4], [6], [7].

2. The tags from TG have to be written correctly, in order not to negatively
influence the syntactic correctitude of the web pages.

3 The Concept of Sink Web Page

Using the notations in the previous section, we define the sink web pages for a
web application with the set of web pages P={p1, p2, ..., pn} and a set TG of
tags, as below:

Definition. The web page pi is called sink web page, if the following property
is fulfilled:
it does not exist pj in P, with i�=j and pi R pj .

Using the relation R, we can construct for the web application an oriented graph
G=(X,U) as below:
X={1, 2, ..., n} is the set of nodes. For a web page pi, its index i is associated
to it, where 1≤i≤n.
U={(i, j)| pi R pj , i�=j, 1≤i,j≤n} is the set of edges.
Writing d+(i)=|{(i,j) | (i,j) ∈ U}|, we obtain:

Proposition. If i, 1≤i≤n is a node in the oriented graph G, previously defined
with d+(i)=0, then pi is a sink web page.

Example. For a web application with n=15 web pages and the relations between
them given as in fig. 1 we obtain the following sink web pages: p1, p5, p8, p9,
p12, p15. The following sink web pages are being obtained:

Reduced scheme of the web pages which are part of a web application can be
obtained. The scheme consists of two levels:
- the level of the sink web pages;
- the level of the web pages which are subordinated to the sink web pages through
the relation R, the representation of this subordination being realized by arrows.
For the previous example, the reduced scheme of the web pages is the following:

Observations - There can exist many reduced schemes, due to the fact that
a web page can be in relation R to several sink web pages, the scheme showing
only one relation from all of them.
- In the process of verifying and testing, there can only be used the sink web
pages, because the tags from the other pages are included (in the same order
and with the same properties) in these ones.
- The errors detected in the sink web pages must be repaired in these pages, as
well as in the ones that are bound to these through the relation R, symbolized
by arrows in the reduced diagram.
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Fig. 1. The oriented graph G for a web application with 15 web pages and the relation
R given by the edges

Fig. 2. A reduced scheme for the web application with 15 web pages and the relation
R given in fig.1

4 Conclusion and Future Work

The concept of sink web page can be used in both processes of testing and verify-
ing, as it was mentioned in the previous sections, but also in measuring the static
complexity of the navigability ([11]) and of the content ([8], [10]) of a web applica-
tion taking into consideration only these web pages. Another application of web
pages sink is related to copyright, that is to simplify the comparison of two web
applications, [3]. We intend to realize in the future a statistical study on categories
of web applications regarding the number of sink web pages and their impact on
testing, verifying, measuring, when using a complex application. In the same time
we want to expand the area of applicability of the notions presented in the pre-
vious sections. The general paper from the area of partially supervised learning,
like [12] and [13] show us that there is potential in this direction.
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