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Abstract. MNEMOSYNE is a three year project whose primary goal
is to deliver a personalized, interactive multimedia experience to mu-
seum visitors through the novel application of personalization driven by
computer vision-based profiling. A combination of passive, wall-mounted
cameras and sensors carried by guests acquiring active and passive im-
agery will be used to create a general profile of a museum visitor’s in-
terests in order to customize the presentation at interactive tabletop
surfaces placed in the museum environment. In this article we discuss
the general context in which MNEMOSYNE is defined, as well as the
main technical directions the project will follow over the next three years.
Some very preliminary results are given for the vision-based techniques
to be used for visual profiling of museum visitors.

Keywords: Multimedia interactive museums, personalization, natural
interaction, computer vision.

1 Introduction

Museums are traditionally spaces which have, by their very nature, an abundance
of information available for dissemination to visitors. This information, however,
is also traditionally extremely expensive to place at the disposition of museum
visitors due to a number of factors ranging from need for highly qualified curators
and exhibit designers to the need to safeguard one-of-a-kind pieces. Because of
this, visitor access to museum collections can be limited and at times awkward.

The museum experience can be greatly improved by applying modern tech-
niques of multimedia organization, presentation and interaction and offering dif-
ferent interaction modalities to visitors [24]. Doing this effectively requires a
reorganization of the physical and informational space of the museum. A mu-
seum must be transformed into an intelligent information space which is, in
some sense, aware of the behavior and desires of its visitors, and is able to sub-
sequently provide modes of interaction appropriate to each user. We must in
some way unify the physical and virtual museum experiences.
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Access to multimedia information about exhibits can be made highly acces-
sible to non-expert users through the technology of natural interaction [5,6].
However, without appropriate personalization of such multimedia information
displays, these multimedia stations become little more than fancy Internet kiosks
that visitors are uncertain how to access in order to gain more information about
aspects of the exhibit of interest to them. Personalization of multimedia museum
content is one answer to this problem [1,17]. Personalization offers visitors a cus-
tomized presentation of appropriate information related to the visitor’s tastes
and preferences.

In order for personalization to be effective, however, an accurate profile of
each visitor is necessary, and these profiles should be collected as passively and
non-intrusively as possible. Some early approaches to user profiling used sen-
sors attached to, worn or carried by museum visitors. These approaches used
first-generation tools and sensors which were very intrusive, such as wearable
devices [21]. One of the first attempts was the Museum Wearable [20], a wear-
able computer which orchestrates an audiovisual narration as a function of the
visitors interests gathered from his/her physical path in the museum and length
of stops. The museum wearable was made by a mobile PC hosted inside a shoul-
der pack which users had to carry around the museum and a private-eye display
that they must wear. Since, according to Donald Norman, the best technology
is the one that you just cant see, so easy to use that is becomes “transparent”
to the user [16], new less-intrusive solutions have been exploited in recent years.
Computer vision technologies have multiple advantages:

– They are non-intrusive and seamless
They are not seen by users, they integrate seamlessly with the architecture,
and in many scenarios existing video surveillance infrastructure can be ex-
ploited;

– They are highly scalable
The size of deployment can be personal or very large, they can cover a
single room of a museum interior, an entire exhibit, or even network multiple
museums and multiple exhibits; and

– They are evolutive and future proof
As they rely on cameras, new features and capabilities usually imply software
upgrades only.

In a nutshell, the goal of the MNEMOSYNE project is to create an intelli-
gent visual information system capable of constructing a “visual profile” of mu-
seum visitors in order to customize interactive multimedia information displays.
MNEMOSYNE is a three-year project funded by the Region of Tuscany and the
European Commission whose primary goal is to research and develop techniques
for delivering a personalized, interactive multimedia experience to museum vis-
itors. The project is challenging as it brings together a number of state-of-the-
art and emerging technologies in one application domain. The first main area
of expertise is Natural Interaction, which is concerned with providing natural
and tangible interfaces to multimedia information systems. In the context of
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(a) (b)

Fig. 1. (a) Intelligent visual information systems, via a combination of fixed and wear-
able sensors, will analyze and reason about the interactions of visitors in the physical
space. (b) At interactive tabletops placed throughout the museum environment, visi-
tors will be presented with personalized, interactive suggestions about other possible
exhibits.

MNEMOSYNE, figure 1b illustrates a scene in which museum visitors are pro-
vided with a customizable, personalized interaction surface with which they can
interact with museum assets.

The other area of technical expertise key to the MNEMOSYNE project is
Computer Vision. In figure 1a is shown a broader view of a museum interior.
Using a combination of fixed and worn sensors, intelligent visual information sys-
tems will be built to interpret and profile visitors to the museum. In addition to
providing a secure environment for physical museum assets, these visual systems
will provide the information necessary for profiling the user and customizing the
interactive terminals placed throughout the museum environment.

The MNEMOSYNE project is in its initial planning phase in which we have
begun consolidating our existing work in related fields. In this article we describe
some of the decisions we have made and the direction we will take MNEMOSYNE
over the next three years. In the next section we discuss the state-of-the-art
in interactive multimedia museums. In section 3 we discuss issues related to
personalization in multimedia museum displays. Section 4 contains a discussion
of the computer vision techniques we will bring to bear on the problem of visual
profiling of museum guests. We conclude with a discussion in section 5 and
indications of the trajectory the MNEMOSYNE will follow in the years to come.

2 Multimedia Interactive Museums

The presence of videos, interactive applications and detailed websites not only
help visitors to manage the complexity of exhibited content, but also improves
the persistence in memory of concepts through the use of different senses. While
visitors are becoming acquainted with the presence of computers displaying vari-
ous media in an exhibition or museum, these devices are usually placed in hidden
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Fig. 2. Interactive surfaces engage museum visitors in ways traditional museum ex-
hibits cannot

corners and rarely provide an interface designed for maximizing knowledge trans-
fer and taking account of user experience: when it comes to multimedia, the offer
is often limited to variants of common web sites.

Our perspective is centered on user interaction with digital devices specifically
designed to reduce cognitive effort: this means that the interface design allows
users to interact and to actually concentrate on content rather than thinking about
how to use the interface. Focusing on content means that a wider point of view can
be conveyed through the use of senses rarely used in a common PC environment,
such as a proactive combination of touch, hearing and sight. Having this paradigm
in mind, the cognitive load usually carried by the interface can be shifted to data,
thus raising the level of complexity of transmitted information and achieving the
goal of a technical and scientific communication of exhibit details.

The User Interface (UI) is the main contact point between users and comput-
ers: it is what users see, hear and touch; it is the perceptive representation of
the communication channel which users use to communicate to the system and
vice-versa. The research of new kinds of Natural Human-Computer Interaction
systems is a growing field in computer science which aims to develop more in-
tuitive, efficient, easy-to-use and satisfactory interfaces [6]. At the same time,
researchers and companies (Microsoft with Surface, Nintendo, etc.) are trying to
design and develop new devices to aid this process. In [22], Turk and Robertson
divide User Interfaces into 3 different categories:

– Perceptive user interfaces which provide computers with human-like per-
ceptual capabilities, so that implicit and explicit information about users and
their environment can be conveniently acquired. The machine is able to see,
hear or sense;

– Multimodal user interfaces which exploit multiple forms of input and/or
output. In multimodal UI, various modalities can be used independently or
simultaneously; and

– Multimedia user interfaces which are focused on media, such as text,
graphics, video and/or sound.
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Natural Human-Computer Interaction (NHCI) can be seen as a fusion of these
kind of interfaces: its task is to make user interfaces more natural by taking into
account the ways in which people naturally interact with each other and with the
world. Among such systems, interactive surfaces that allow multiple users’ touch
are suitable for collaborative applications, especially in educational, professional
and entertainment environments [13].

In MNEMOSYNE we have chosen the Natural Interaction paradigm be-
cause it allows us to design multimedia displays that require no user familiarity
or training in order to use. They can begin interacting with their personal-
ized, interactive multimedia presentation by simply walking up to one of the
MNEMOSYNE multitouch tables present in the museum exhibit. The challenge
will be in designing interfaces, multimedia content and user profiling primitives
that interoperate in a seamless and natural way.

3 Personalizing the Multimedia Museum Experience

In recent years, the purpose of museums has shifted from merely providing static
information to delivery of personalized interactive contents: before, it was very
difficult for museum visitors to find the right information at the right time and
at the right level of detail. The idea is then to turn the museum monologue
into a user-centred dialog between the museum and its visitors [8]. This solution
is what we call personalized multimedia tours. What distinguishes these from
the traditional “static” ones is the exploitation of a user-model that represents
the characteristics of each user [9]. The information stored in the user-model is
exploited in the process of content generation to describe or recommend objects
potentially relevant to users.

Personalized applications have exploited recent research results in recom-
mender systems, information retrieval and data mining which provide important
solutions for a user-centered interactive information exchange between museums
and their visitors. The user information can be inferred implicitly by observing
visitor behaviour or during their interactions with the multimedia device; it can
also be provided explicitly by the users [8]. The main challenge is to analyse in-
terests and preferences without demanding them to express them explicitly: it is
more desirable to start offering recommendations to visitors as soon as possible,
hence minimizing intrusiveness to the users [17]. These types of solutions are
quite complex and have been developed in the context of academic research. For
example, the Wearable Computer (MIT Media Lab) provides audio and visual
narration adapting to the users interest from him/her physical path in the mu-
seum and length of stops [20]. The PEACH project [18] developed a PDA-based
museum tour application, whose content is adapted to the visitor, is location-
aware and only available in certain locations in the museum. In CHIP [24] there
is an automatic user-model that collects user interests from his or her interac-
tions. Content-based recommendations are then exploited to recommend both
artwork and art concepts that might be of interest.
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Personalization methods are often classified into main categories such as col-
laborative filtering, content-based filtering, and hybrid approaches [1]. Collabo-
rative methods divide visitors into groups that have similar known preferences
and then recommend to a new visitor those items that were most liked by the
group to which he or she belongs. The problem is that new works in the col-
lection will not be recommended until a substantial number of users have rated
them.

Content-based methods analyze the common features among the items a vis-
itor liked and recommends those items that have similar features. The main
problem of applying content-based techniques for museum tour personalization
is that both automatic feature extraction from graphical images and manual
assignment of these features are difficult so that a recommender system usually
has a rather limited set of features, which may not tell about some qualities
of some artwork. An additional problem here is that two different pieces with
the same set of features (with similar values), can not be distinguished by the
recommender system.

For MNEMOSYNE, we have chosen a Hybrid approach that combines col-
laborative and content-based methods: we combine recommendations produced
separately by content-based and collaborative techniques to develop a generic
model that includes elements of both types of techniques.

4 Active Vision for Visitor Profiling

Several application domains, including museum security and surveillance, rely
on large number of video sequences captured using a combination of cameras
of various types: fixed-lens, steerable pan-tilt-zoom, thermals, omnidirectional,
and handheld sensors [11]. Recent progress in camera hardware and communi-
cation technologies has led to an evolution of camera networks into networks of
smart cameras and highly capable mobile imaging systems. These open up novel
opportunities for scientific discovery in image analysis, especially in wide area
scene analysis. Wide area scene analysis builds upon multi-view image analysis,
which is an active sub-area of computer vision which use visual data captured
via camera networks and has its own unique challenges, including:

– The ability to integrate information over a wide area;
– Cooperation between camera;
– Active control of the network; and
– Scalability.

These advances in recent years have created a unique opportunity for the
MNEMOSYNE project: to exploit state-of-the-art computer vision techniques
in heterogeneous sensor networks as well as the installed video surveillance in-
frastructure in modern museum environments in order to perform remote visitor
profiling in terms of what museum pieces they exhibit interest in, how long
they linger before a particular display, and what course they follow through the
museum environment. In MNEMOSYNE we will leverage our existing work in
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computer vision and video surveillance to perform this “visual profiling” of mu-
seum guests. In this section we describe some of the architectural aspects of
the camera network and systems that we will use to implement museum visitor
profiling in the MNEMOSYNE project.

4.1 Building Blocks

In order to profile visitors, the system will use a network of fixed (master) cam-
eras, and a number of active PTZ (slave) cameras. We have described in previous
work several components to:

– Accurately detect and track visitors [3]
This module will be responsible for keeping track of visitors and their route
as then move through the museum. Our sensor network will incorporate a
combination of fixed and active sensors, which complicates this aspect of the
system.

– Capture high-quality face imagery [12]
This component will allow us to associate an “identity” in the form of a face
with each tracked visitor.

– Recognize actions of visitors [4]
Simple actions like pointing or grouping, when accurately detected, are rea-
sonable indicators of visitor interest.

The first component is one of the most investigated in the literature on com-
puter vision and video surveillance. In the heterogeneous sensor case, however,
there is significantly less work to build on. In this case two cameras are typically
associated in a master-slave relationship: the master camera is kept stationary
and set to have a global view of the scene so as to permit it to track several enti-
ties simultaneously. The slave camera is used to follow the target trajectory and
generate close-up imagery of the entities driven by the transformed trajectory
coordinates, moving from target to target and zooming in and out as necessary.
The solutions proposed in [2] [25] do not require direct calibration but impose
some restrictions in the setup of the cameras. The viewpoints between the mas-
ter and slave camera are assumed to be nearly identical so as to ease feature
matching. In [25], a linear mapping is used that is computed from a look-up ta-
ble of manually established pan and tilt correspondences. In [2], a look-up table
is employed that also takes into account camera zooming. In [19], it is proposed
a method to link the foot position of a moving person in the master camera se-
quence with the same position in the slave camera view. The methods proposed
by [14], [15] require instead direct camera calibration, with a moving person and
calibration marks.

4.2 Preliminary Results: Scene Learning and Visitor Tracking

In this preliminary phase of the project the focus is on establishing at frame-rate
the time variant mapping between PTZ cameras present in a network as they
redirect the gaze and zoom to acquire high resolution images of moving targets
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Fig. 3. Pairwise relationships between PTZ cameras for a sample network of three
cameras

for profiling purposes. This is critical in the MNEMOSYNE scenario because
any system must be easily re-deployable in new environments, and should also
work in semi-stable environments in general (exhibits change).

We build upon the work [7] which exploits a prebuilt map of visual 2D land-
marks of the wide area to support multi-view image matching. The landmarks
are extracted from a finite number of images taken from a non calibrated PTZ
camera. At run-time, landmarks that are detected in the current PTZ camera
view are matched to those of the base set in the map. The matches are used to
localize the camera with respect to the scene and hence estimate the position of
the target body parts.

According to [7], cameras with an overlapping field of view can be set in a
master-slave relationship pairwise. According to this, given a network of M PTZ
cameras Ci viewing a planar scene, N = {Cs

i}M
i=1, at any given time instant each

camera can be in one of two states s ∈ {master, slave}.
As shown in Fig. 3 the three reference planes Π1, Π2, Π3 observed respectively

by the cameras C1, C2 and C3 are related to each other through the three
homographies HΠ

12, HΠ
13, HΠ

23. Instead, at time t the current image plane is related
to the reference plane through the homographies H1

t , H
2
t and H3

t . If the target X is
tracked by C1 (acting as master) and followed in high resolution by C2 (acting
as zooming slave), the imaged coordinates of the target are first transferred
from Π1 to Π2 through HΠ

12 and hence from Π2 to the current zoomed view of
C2 through H2

t . Referring to the general case of M distinct cameras, once Hk
t and

HΠ
kl, k ∈ 1..M , l ∈ 1..M with l �= k are known, the imaged location of a moving

target tracked by a master camera Ck can be transferred to the zoomed view of
a slave camera Cl according to:

Tkl
t = Hl

t · HΠ

kl (1)
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(a) (b)

Fig. 4. Example of a frame analyzed with the proposed technique. (a): Master camera
view: the target is detected by background subtraction. (b): Slave camera view: the
particles show the uncertainty of the head position of the target.

Under the assumption of vertical stick–like targets moving on a planar scene the
target head can be estimated directly by a planar homology [23,10] as shown in
Fig. 4.

In our preliminary experiments we have seen that in indoor environments we
are able to quickly learn a map of visual landmarks that allow our cameras to
orient themselves in the environment. These maps can then be used to accurately
locate and track humans in the 3D environment.

4.3 Preliminary Results: Head Localization

In order to extract more information more meaningful to the task of visitor
profiling, we have also concentrated on extracting head positions from the views
of the slave-camera. In MNEMOSYNE this will be used for focusing higher-level
analysis modules on heads in order to estimate, for example, where the visitor
is looking.

Fig. 5. Head localization accuracy for the test sequence shown in Fig. 4
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To evaluate the head localization error in the slave camera we corrupt the two
pairs of parallel lines needed to estimate the vanishing line and the four points
needed to estimate the homography HΠ

12, with a white, zero mean, Gaussian noise
with standard deviation between 0.1 and 9 pixels. This procedure was repeated
1000 times and averaged over trials. Plots of the mean error in head localization
are reported in Fig. 5. As it can be seen, after a brief transient (necessary to
estimate the initial camera pose), the mean error falls to small values and grows
almost linearly as the focal length increases.

5 Discussion

MNEMOSYNE is a three-year project funded by the Region of Tuscany and
the European Commission whose main goal is to find new solutions for adaptive
user-profiling in interactive museum contexts. The unique and novel aspect of the
MNEMOSYNE project is that it exists precisely at the point where interactive
museums and computer vision intersect. The tools of computer vision will give
us complete coverage of each visitor’s pattern of visitation. With this dense
flow of information about each visitor, we will be able to build a more accurate
profile and customize the experience for them on-the-fly. This type of profiling
also opens up the door to suggest other exhibits, other museums, or to create
networks of MNEMOSYNE exhibits which are interlinked to create a web of
interactive, multimedia museums.

Preliminary experiments with existing computer vision systems have only just
begun in a laboratory setting. Ongoing work is concentrating primarily on (i)
generalizing the visual landmark mapping system to work in indoor, crowded
environments; and (ii) incorporating mobile, worn and/or carried sensors (e.g.
smartphones) into our sensor network model, fusing information with these
streams in order to accurately associate visitor observations without the need
for accurate tracking.

Acknowledgment. This work is supported by a grant from La Regione Toscana
and the European Commission.
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