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Preface

Multimedia technologies have recently created the conditions for a true
revolution in the cultural heritage area, with reference to the study, valoriza-
tion, and fruition of artistic works. The use of these technologies allows the
creation of new digital cultural experiences by means of personalized and en-
gaging interaction. New multimedia technologies could be used to design new
approaches to the comprehension and fruition of the artistic heritage, for ex-
ample, through smart, context-aware artifacts and enhanced interfaces with the
support of features like story-telling, gaming and learning. To these aims, open
and flexible platforms are needed, to allow building of services that support the
use of cultural resources for research and education. A likely expectation is the
involvement of a wider range of users of cultural resources in diverse contexts and
considerably altered ways to experience and share cultural knowledge between
participants.

The First International Workshop on Multimedia for Cultural Heritage
(MM4CH 2011) was held in Modena, Italy on May 3, 2011, with the aim of
creating a profitable informal working day to discuss hot topics in multimedia,
with specific application to cultural heritage. The workshop was particularly
successful in bringing together people from different countries (Czech Repub-
lic, Greece, Germany, Italy, The Netherlands, Spain, Switzerland, USA), who
shared their opinions during the two oral sessions and the poster/demo session
also extended during lunch. The afternoon discussion was an important venue in
which to present and compare researchers’ opinions related to different topics,
partially inspired by the EU work program topics.

Of the 25 papers received for reviewing, 17 were accepted (68% acceptance
rate), of which 8 for oral presentations and 9 for poster presentation. This volume
collects the 17 presented papers, revised according to the reviewers’ suggestions,
and another one which resumes the outcome of the discussion session, with
proper reference to the literature.

We wish to thank all people in the Scientific Committee, who provided
tremendous help during the reviewing process, perfectly respecting the deadlines
and giving effective advice for manuscript preparation. We also thank everyone
at ImageLab who contributed to the success of the workshop.

October 2011 Costantino Grana
Rita Cucchiara
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Antonio Gentile Università di Palermo, Italy
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Landmark Recognition in VISITO Tuscany�

Giuseppe Amato, Fabrizio Falchi, and Fausto Rabitti

ISTI-CNR, Pisa, Italy
{giuseppe.amato,fabrizio.falchi,fausto.rabitti}@isti.cnr.it

Abstract. This paper discusses and compares various approach to automatic
landmark recognition in pictures, based upon image content analysis and clas-
sification. The paper first compares various visual features and image similarity
functions based on local features. Finally it discusses and compares a new classifi-
cation technique to decide the landmark contained in an image that first classifies
the local features of the image and then uses this result in order to take a final
decision on the entire image. Experiments demonstrate this last approach is the
most effective one. The discussed techniques were used and tested in the project
VISITO Tuscany.

Categories and Subject Descriptors: H.3 [Information Storage and Retrieval]:
H.3.3 Information Search and Retrieval;

Keywords: Image classification, Content Based Retrieval.

1 Introduction

An emerging challenge that is recently attracting attention in the field of multimedia
information retrieval is that of landmark recognition [15]. It consists in automatically
recognizing the landmark (a building, a square, a statue, a monument, etc.) appearing
in a non annotated picture. Landmark recognition is particularly appealing for instance
in applications for mobile devices, where one wants to obtain information on monu-
ments by simply taking a picture, or automatic annotation of media published on social
network services.

The project VISITO Tuscany (VIsual Support to Interactive TOurism in Tuscany1)
aims at addressing this interesting issue with the purpose of investigating and realizing
technologies able to offer an interactive and customized advanced tour guide service to
visit the cities of art in Tuscany. More specifically, it focuses on offering services to be
used (see Figure 1):

During the tour – through the use of mobile devices of new generation, in order to
improve the quality of the experience. The mobile device is used by the user to get
detailed information about what he’s watching, or about the context he’s placed in.
While taking pictures of monuments, places and other close-up objects, the user points
out what, according to him, seems to be more interesting. When a picture is taken it

� This work was partially supported by the VISITO Tuscany project, funded by the Regione
Toscana, Italy within the POR CREO FESR program.

1 http://www.visito-tuscany.it/

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 1–13, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://www.visito-tuscany.it/
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Fig. 1. The VISITO Tuscany project services

is processed by the system to infer which are the user’s interests and to provide him
relevant and customized information. For example, if a user takes a picture of the bell
tower of Giotto, he can get detailed information describing the bell tower, its structural
techniques, etc.

Before the tour – to plan the visit in a better way. Both the information sent by
other users and their experiences, can be employed by the user to better plan his own
visit, together with the information already included in the database system and, more
generally, on the web. The interaction will take place through advanced methods based
on 3D graphics.

After the tour – to keep the memory alive and share it with other people. The user can
access the pictures and the itinerary he followed through advanced mode of interaction
based on 3D graphics. Moreover, he might share his information and experiences with
other users by creating social networks.

Even if the general objective of the VISITO Tuscany project is broader, in this paper
we will just focus on the aspect of automatic landmark recognition in images. In partic-
ular after a description of the idea of landmark recognition given in Section 2, Section
3 we first compare the performance of various visual features, considering both global
and local features. Then we compare various similarity functions based on local fea-
tures in Section 4. Finally in Section 5 we discuss a technique for landmark recognition
that classifies an image by first classifying its local features.

2 Landmark Recognition

In the last few years, the problem of recognizing landmarks has received growing at-
tention by the research community. As an example, Google presented its approach to
building a web-scale landmark recognition engine [15] that was also used to implement
the Google Goggles service [10].

The problem of landmark recognition is typically addressed by leveraging on tech-
niques of automatic classification, as for instances kNN Classification [9], applied to
image features.
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More in details, given a set of documents D and a predefined set of classes (also
known as labels, or categories)C = {c1, . . . , cm}, single-label document classification
(SLC) is the task of automatically approximating, or estimating, an unknown target
function Φ : D → C, that describes how documents ought to be classified, by means of
a function Φ̂ : D → C, called the classifier, such that Φ̂ is an approximation of Φ.

A well-known classification technique, which we have used for landmark recogni-
tion tests, is the single-label distance-weighted k-NN. It decides about the class of a
document in two steps. First it executes a k-NN search between the objects of the train-
ing set. The result of such operation is a list of labeled documents di belonging to the
training set ordered with respect to the decreasing values of the similarity s(dx, di) be-
tween dx and di. The label Φs(dx) assigned to the document dx by the classifier is the
class cj ∈ C that maximizes the sum of the similarity between dx and the documents
di in the k-NN results list χk(dx) labeled cj .

Therefore, first a score z(dx, ci) for each label is computed for any label ci ∈ C:

z(dx, cj) =
∑

di∈χk(dx) : Φ(di)=cj

s(dx, di) .

Then, the class that obtains the maximum score is chosen:

Φ̂s(dx) = argmax
cj∈C

z(dx, cj) .

It is also convenient to express a degree of confidence on the answer of the classifier.
For the Single-label distance-weighted kNN classifier described here we defined the
confidence as 1 minus the ratio between the score obtained by the second-best label and
the best label, i.e,

νdoc(Φ̂
s, dx) = 1−

max
cj∈C−Φ̂s(dx)

z(dx, cj)

max
cj∈C

z(dx, cj)
.

This classification confidence can be used to decide whether or not the predicted
label has an high probability to be correct.

The similarity function s between two documents plays a strategic role for the effec-
tiveness of the image classification algorithm. In fact images can be compared on the
basis of different visual features and even once fixed a visual feature various similarity
functions can be defined. In the following we will first test the effectiveness of various
visual features for the landmark recognition task, then we compare various similarity
measures.

2.1 Landmark Recognition Test Settings

The landmark recognition task was executed using the above mentioned single-label
distance-weighted k-NN classification strategy employing specific similarity functions
between images depending on the tested visual features.

To compare the various visual features we identified 12 landmarks, and we manually
built the training sets for them by identifying a congruous number of pictures represent-
ing them. The dataset that we used for our tests is publically available and composed
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of 1,227 photos of 12 landmarks located in Pisa and was used also in [5,3,4]. The pho-
tos have been crawled from Flickr, the well known on-line photo service. The IDs of
the photos used for these experiments together with the assigned label and extracted
features can be downloaded from [1].

In order to build and evaluating a classifier for these classes, we divided the dataset
in a training set (Tr) consisting of 226 photos (approximately 20% of the dataset) and
a test set (Te) consisting of 921 (approximately 80% of the dataset). The image resolu-
tion used for feature extraction is the standard resolution used by Flickr i.e., maximum
between width and height equal to 500 pixels.

The total number of local features extracted by the SIFT and SURF detectors were
about 1,000,000 and 500,000 respectively.

3 Comparisons of Visual Features

Content based retrieval and content based classification techniques typically are not
directly applied to images content. Rather, matching and comparisons between low
level mathematical descriptions of the images visual appearance, in terms of color his-
tograms, textures, shapes, point of interests, etc., are used. Different visual features
represent different visual aspects of an image. All together, different visual features,
contribute, not exhaustively, to represent the complete information contained in an im-
age. A single feature is generally able to carry out just a limited amount of this informa-
tion. Therefore, its performance varies in dependence of the specific dataset used and
the type of conceptual information one wants to recognize.

The goal of this section is to compare various visual features or combination of visual
features that provides us with the best performance with the landmark recognition task.

In order to perform our evaluation we choose various global and local visual features.
Specifically, we evaluated the performance of the 5 MPEG-7 [11] visual features (Color
Layout, Color Structure, Edge Hystogram, Homogeneous Textures, Scalable Colour),
the Scale invariant Feature Transform (SIFT) [13], the ColorSIFT [8], and the Speeded
Up Robust Features (SURF) [7]. In the following we give a brief description of their
principles.

3.1 MPEG-7

MPEG-7 visual descriptors consist of a set of 5 different global descriptors of the low
level visual content of an image [11]. These 5 descriptors are mathematical representa-
tions of different statistical measures that can be computed analyzing the structure and
placement of the colored pixel in an image. In particular:

– Scalable Color is an histogram of the colors of the pixel in an image, when colors
are represented in the Hue Saturation Value (HSV) space

– Color Structure expresses local color structure in an image by use of a structuring
element that is comprised of several image samples

– Color Layout is a compact description of the spatial distribution of colors in an
image
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– Edge Histogram descriptor describes edge distribution with a histogram based on
local edge distribution in an image, using five types of edges

– Homogeneous Texture descriptor characterizes the properties of the texture in an
image.

For extracting the MPEG-7 visual descriptors we made use of the MPEG-7 eXperimen-
tal Model (XM) Reference Software [12].

3.2 SIFT

The Scale Invariant Feature Transformation (SIFT) [13] is a representation of the low
level image content that is based on a transformation of the image data into scale-
invariant coordinates relative to local features. Local feature are low level descriptions
of keypoints in an image. Keypoints are interest points in an image that are invariant
to scale and orientation. Keypoints are selected byf choosing the most stable points
from a set of candidate location. Each keypoint in an image is associated with one or
more orientations, based on local image gradients. Image matching is performed by
comparing the description of the keypoints in images.

3.3 ColorSIFT

ColorSIFT local features [8] are an extension of the original SIFT definition to also take
color into account. Basically, the original SIFT definition describes the local edge dis-
tribution around keypoints. The ColorSIFT extends the description of a keypoint also
to colors around it. This is obtained by considering color gradients, rather than just in-
tensity gradients. Between the various proposals they made, we tested the colour-based
SIFT invariant to shadow and shading effects which performed best in the experiments
reported in [8].

3.4 SURF

The basic idea of Speeded Up Robust Features (SURF) [7] is quite similar to SIFT.
SURF detects some keypoints in an image and describes these keypoints using orienta-
tion information. However, the SURF definition uses a new method for both detection
of keypoints and their description that is much faster still guaranteeing a performance
comparable or even better than SIFT. Specifically, keypoint detection relies on a tech-
nique based on a approximation of the Hessian Matrix. The descriptor of a keypoint is
built considering the distortion of Haar-wavelet responses around the keypoint itself.

3.5 Similarity Measures

For each feature used in the experiments we need a measure that evaluates the simi-
larity between two photos. For the MPEG-7 visual descriptors we used the distances
suggested by the MPEG Group in [12]. Let d(dx, dy) be the distance, we defined the
similarity between to objects as:

s(dx, dy) = 1− w ∗ d(dx, dy) (1)
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Fig. 2. Micro-averaged accuracy of the classifier for various k and various global features (MPEG-
7 Visual Descriptors and the combination used in the SAPIR project)

where w is a fixed number that guarantees that w ∗ d(x, y) < 1 for any dx and dy .
In the experiments we also tested the weighted sum distance of these 5 MPEG-7

Visual Descriptors used in the Search in Audiovisual using Peer-to-Peer Information
Retrieval (SAPIR) FP6 European research project [2]. More information about this
combination can be found in [6].

A common strategy to compare two images dx and dy using local features (e.g.,
SIFT, ColorSIFT and SURF) is typically the number of keypoints in dx that have a
match in dy . We translate this information in a similarity function dividing the number
of matches by the number of keypoints in dx. In other words we used the ratio of
keypoints in dx that do have a match in dy as the similarity between dx and dy for all
the local features used for the experiments (i.e., SIFT, ColorSIFT and SURF). Later
on, in the paper, we will also propose and compare alternative strategies to define local
feature based similarity functions.

The algorithms used for matching the keypoints for the various local features are the
ones suggested by the features authors and that are also used in their public available
implementations. In particular both SIFT and ColorSIFT performs a 2-NN search be-
tween the keypoints in dy for any keypoint in dx. A match is identified if the 1st result in
the 2-NN has a distance from the query keypoint less than 0.6 times the distance of the
2nd result. SURF matching algorithm is very similar except that the distance of the 1st
nearest neighbor must be less than 1/

√
2. More information can be found in [13,8,7].

3.6 Results

In Figure 2 we report the micro-averaged accuracies obtained for some MPEG-7 Vi-
sual Descriptors and their weighted sum combination used in the SAPIR Project (see
3.5). The best performance is obtained using the EdgeHistogram visual descriptor. The
color-based features (i.e., ColorLayout, ColorStructure, ScalableColor) have very sim-
ilar performance while HomogenousTexture obtained the worst values of accuracy.
The weighted-sum combination of these visual descriptor performs slightly worst than
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Fig. 3. Micro-averaged accuracy of the classifier for various k and various local features (SIFT,
Color-SIFT, SURF)

EdgeHistogram alone. Even if for big values of k the SAPIR metric is preferable, the
best accuracy for the various k is higher for EdgeHistogram alone.

The accuracy obtained for the local features are reported in Figure 3. As expected,
all of them perform significantly better than the global features. In fact, the dataset used
is specific for landmarks recognition and they are supposed to work well for general
recognition tasks. What was not obvious is that SIFT (the oldest) perform better than
the others. Both SURF and ColorSIFT are basically extensions of the SIFT but for this
specific task they are less effective than SIFT.

4 Comparisons of Various Local Feature Based Image Similarity
Functions for Landmark Recognition

In previous section we compared various visual features with a kNN classifier and re-
sults proved that the best performance was achieved using local features In particular
the best performance was obtained the SIFT local descriptor. The similarity function
used with local features was defined as the ratio between the matching keypoints and
the total number of keypoints in the compered image. However, additional improvement
can be obtained by varying the definition of the similarity function.

In order to define image similarity functions based on local features we first need to
define the notion of similarity between local features themselves. The Computer Vision
literature related to local features, generally uses the notion of distance, rather than that
of similarity. However in most cases a similarity function s() can be easily derived from
a distance function d(). For both SIFT and SURF the Euclidean distance is typically
used as measure of dissimilarity between two features [13,7].

Let d(p1, p2) ∈ [0, 1] be the normalized distance between two local features p1 and
p2. We can define the similarity between local features as:

s(p1, p2) = 1− d(p1, p2)

Obviously 0 ≤ s(p1, p2) ≤ 1 for any p1 and p2.
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Another useful aspect that is often used when dealing with local features is the
concept of local feature matching, that is deciding if a given local feature of an im-
age matches a some local feature of another image. In [13], a distance ratio matching
scheme was proposed that has also been adopted by [7] and many others. Let’s consider
a local feature px belonging to an image dx (i.e. px ∈ dx) and an image dy . First, the
point py ∈ dy closest to px (in the remainder NN1(px, dy)) is selected as candidate
match. Then, the distance ratio σ(px, dy) ∈ [0, 1] of closest to second-closest neighbors
of px in dy is considered. The distance ratio is defined as:

σ(px, dy) =
d(px, NN1(px, dy))

d(px, NN2(px, dy))

Finally, px and NN1(px, dy) are considered matching if the distance ratio σ(px, dy)
is smaller than a given threshold. Thus, a function of matching between px ∈ dx and an
image dy is defined as:

m(px, dy) =

{
1 if σ(px, dy) < c
0 otherwise

In [13], c = 0.8 was proposed reporting that this threshold allows to eliminate 90% of
the false matches while discarding less than 5% of the correct matches. Please note, that
this parameter will be used in defining the image similarity measure used as a baseline
and in one of our proposed local feature based classifiers.

In the following, we finally define 5 different approaches to compute image similarity
measures relying on local features.

1-NN Similarity Average – s1. The simplest similarity measure only consider the
closest neighbor for each px ∈ dx and its distance from the query point px. The similar-
ity between two documents dx and dy can be defined as the average similarity between
the local features in dx and their closest neighbors in dy . Thus, we define the 1-NN Sim-
ilarity Average as (for simplicity, we indicate the number of local features in an image
dx as |dx|):

s1(dx, dy) =
1

|dx|
∑

px∈dx

max
py∈dy

(s(px, py))

Percentage of Matches – sm. A reasonable measure of similarity between two image
dx and dy is the percentage of local features in dx that have a match in dy . Using
the distance ratio criterion described above for individuating matches, we define the
Percentage of Matches similarity function sm as follows:

sm(dx, dy) =
1

|dx|
∑

px∈dx

m(px, dy)

where m(px, dy) is 1 if px has a match in dy and 0 otherwise.
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Distance Ratio Average – sσ. The matching function m(px, dy) used in the Percent-
age of Matches similarity function is based on the ratio between closest to second-
closest neighbors for filtering candidate matches as proposed in [13]. However, this
distance ratio value can be used directly to define a Distance Ratio Average function
between two images dx and dy as follows:

sσ(dx, dy) =
1

|dx|
∑

px∈dx

σ(px, dy)

Please note that function does not require a distance ratio c threshold.

Hough Transform Matches Percentage – sh. An Hough transform is often used to
search for keys that agree upon a particular model pose. The Hough transform can be
used to define a Hough Transform Matches Percentage:

sh(dx, dy) =
|Mh(dx, dy)|

|dx|
where Mh(dx, dy) is the subset of matches voting for the most voted pose. For the
experiments, we used the same parameters proposed in [13], i.e. bin size of 30 degrees
for orientation, a factor of 2 for scale, and 0.25 times the maximum model dimension
for location.

4.1 Results

In Table 1, Accuracy and macro averagedF1 of the image similarity based classifiers for
the 4 similarity functions are reported. Note that the single-label distance-weighted kNN
technique has a parameter k that determines the number of closest neighbors retrieved
in order to classify a given image. This parameter should be set during the training
phase and is kept fixed during the test phase. However, in our experiments we decided
to report the result obtained ranging k between 1 and 100. For simplicity, in the Table,
we report the best performance obtained and the k for which it was obtained. Moreover,
we report the performance obtained for k = 1 which is a particular case in which the
kNN classifier simply consider the closest image.

The Hough Transform Matches Percentage (sh) similarity function is the best choice
for both SIFT and SURF. The second best is Distance Ratio Average (sσ) which only
considers the distance ratio as matching criterion. Please note that sσ does not require a
distance ratio threshold (c) because it weights every match considering the distance ratio
value. Moreover, sσ performs sightly better than Percentage of Matches (sm) which
requires the threshold c to be set. The results obtained by the 1-NN Similarity Average
(s1) function show that considering just the distance between a local features and its
closest neighbors gives worse performance than considering the distance ratio sσ . In
other words, the similarity between a local feature and its closest neighbor is meaningful
only if compared to the other nearest neighbors, which is exactly what the distance ratio
does.

Regarding the parameter k it is interesting to note that the k value for which the
best performance was obtained for each similarity measure is typically much higher
for SURF than SIFT. In other words, the closest neighbors in the training set are more
relevant using SIFT than using SURF.



10 G. Amato, F. Falchi, and F. Rabitti

Table 1. Comparisons of the performance of the various image similarity functions based on local
features

s 1

Avg 1-NN
s m

Perc. of Matches
s σ

Avg Sim. Ratio 
s h

Hough Transf.

SIFT 0.75 0.88 0.89 0.92

SURF 0.79 0.85 0.82 0.89

SIFT 0.72 0.86 0.87 0.90

SURF 0.76 0.83 0.81 0.87

SIFT 0.73 0.88 0.89 0.91

SURF 0.79 0.81 0.81 0.87

SIFT 0.72 0.86 0.87 0.90

SURF 0.76 0.79 0.80 0.85

SIFT 9 1 1 2

SURF 3 20 8 21

SIFT 1 1 1 2

SURF 1 18 8 21

Best k

k =1

Best

similarity function  

Acc

F1

Acc

F1

Acc

F1

5 kNN Based on Local Feature Similarity

In the previous section, we considered the classification of an image dx as a process
of retrieving the most similar ones in the training set Tr and then applying a kNN
classification technique in order to predict the class of dx.

In this section, we discuss a new approach that first assigns a label to each local
feature of an image. The label of the image is then assigned by analyzing the labels and
confidences of its local features.

This approach has the advantage that any access method for similarity search in
metric spaces (see [14]) can be used to speed-up classification.

The proposed Local Feature Based Classifiers classify an image dx in two steps:

1. first each local feature px belonging to dx is classified considering the local features
of images in Tr;

2. second the whole image is classified considering the class assigned to each local
feature and the confidence of the classification.

Note that classifying individually the local features, before assigning the label to an
image, we might loose the implicit dependency between interest points of an image.
However, surprisingly, we will see that this method offers better effectiveness than the
other approaches presented before. In other words we are able to improve at the same
time both efficiency and effectiveness.

In the following, we assume that the label of each local feature px, belonging to
images in the training set Tr, is the label assigned to the image it belongs to (i.e., dx):
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∀px ∈ dx, ∀dx ∈ Tr , Φ(px) = Φ(dx).

In other words, we assume that the local features generated over interest points of
images in the training set can be labeled as the image they belong to. Note that the noise
introduced by this label propagation from the whole image to the local features can be
managed by the local features classifier. In fact, we will see that when very similar
training local features are assigned to different classes, a local feature close to them is
classified with a low confidence.

Given px ∈ dx, a local feature classifier Φ̂l returns both a class Φ̂l(px) = ci ∈ C
to which it believes px to belong and a numerical value ν(Φ̂l, px) that represents the
confidence that Φ̂ has in its decision. High values of ν correspond to high confidence.
These are defined as follows:{

Φ̂l(px) = Φ(NN1(px, T r))

ν(Φ̂l, px) = (1− σ̇(px, Tr))
2

Where NN1(px, T r) is the local feature of Tr most similar to px and σ̇ is defined as

σ̇(px, Tr) =
d(px, NN1(px, T r))

d(px, NN∗
2 (px, T r))

where NN∗
2 (px, T r) is the closest neighbor that is known to be labelled differently than

the first as suggested in [13].
The intuition is that we use use 1 − σ̇(px, tr) that basically is a distance ratio, as

a measure of confidence to be used during the classification of the whole image. The
value is squared to emphasize the relative importance of greater distance ratios.

Please note that for this classifier we do not have to specify any parameter at all.
As we said before, the local feature based feature classification is composed of two

steps . We have just dealt with the issue of classifying every local feature of an image.
Now we discuss the second phase of the local feature based classification of images. In
particular we consider the classification of the whole image given the label Φ̂(px) and
the confidence ν(Φ̂, px) assigned to its local features px ∈ dx during the first phase.

To this aim, we use a confidence-rated majority vote approach. We first compute a
score z(px, ci) for each label ci ∈ C. The score is the sum of the confidence obtained
for the local features predicted as ci. Formally,

z(dx, ci) =
∑

px∈dx,Φ̂(px)=ci

ν(Φ̂l, px) .

Then, the label that obtains the maximum score is chosen:

Φ̂(dx) = argmax
cj∈C

z(dx, cj) .

As measure of confidence for the classification of the whole image we use ratio
between the predicted and the second best class:

νimg(Φ̂, dx) = 1−
max

cj∈C−Φ̂(px)
z(dx, cj)

max
cj∈C

z(dx, cj)
.



12 G. Amato, F. Falchi, and F. Rabitti

This whole image classification confidence can be used to decide whether or not the
predicted label has an high probability to be correct.

5.1 Results

Also in this case we report the Accuracy and macro averaged F1 of the classifier. Re-
sults are shown in Table 2. Comparing these results with those reported in Table 1 it
is evident that the local feature based kNN classifier is better than the single-label dis-
tance weighted kNN classifier applied to the best similarity function both using SIFT
and SURF. In fact, best accuracy was 0.92 for SIFT and 0.89 for SURF, while the new
classifier offers an accuracy of 0.95 for SIFT and 0.93 for SURF. Similar considerations
can be done for the F1 measure.

Table 2. Performance of the local feature classifier

SIFT 0.95

SURF 0.93

SIFT 0.95

SURF 0.92

Accuracy

F1 Macro

6 Conclusions and Future Work

This paper presented the techniques for landmark recognition that were used in the
project VISITO Tuscany. An extensive evaluation was performed to compare the vari-
ous techniques and to asses the most effective method. In particular the paper performed
a comparisons of various image visual features and various similarity functions used to
build the classifier. In addition we also proposed a new classification method based on
the idea of first classifying the local feature of images and to use this result to classify
an entire image. Our experiments proved that this was the most effective method and
that it also opens up new opportunities for efficient implementation of the landmark
recognition approach on a large scale.
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Abstract. This paper shows how to improve the results of a 3D scanning
system to allow to better fit the requirements of the Multi-Media and Cul-
tural Heritage domains. A real-time in-hand scanning system is enhanced
by further processing its intermediate data, with the goal of producing a
digital 3D model with a high quality color texture and an improved repre-
sentation of the high-frequency shape detail. The proposed solution starts
from the usual output of the scanner, a 3D model and a video sequence
gathered by the scanner sensor, for which the rigid motion is known at each
frame. The produced color texture is deprived of the typical artifacts that
generally appear while creating textures from several pictures: ghosting,
shadows and specular highlights. In the case of objects made of diffuse ma-
terials, the system is also able to compute a normal map, thus improving
the geometry acquired by the scanner. Results demonstrate that our tex-
turing procedure is quite fast (a few minutes to process more than a thou-
sand images). Moreover, the method is highly automatic, since only a few
intuitive parameters must be tuned by the user, and all required compu-
tations are particularly suited to GPU programming, making the method
convenient and scalable to graphics hardware.

Keywords: 3D Scanning, Texturing, Bump Map fitting, Video analysis.

1 Introduction

Thanks to the fact that scanning technologies are nowadays quite affordable
and reliable, the acquisition of digital 3D models from real objects is becom-
ing more and more common for many application fields of Computer Graphics,
such as video games, cinema, edutaining and/or entertaining software. Despite
this fact, the whole pipeline enabling to pass from real to virtual still remains
a complex process. Moreover, providing a good representation of the geometry
is not sufficient for many applications, such as for example the Multimedia or
the Cultural Heritage domains. In these applications, we need to pair the ge-
ometry model with an accurate representation of the surface appearance (color,
small shape details, reflection characteristics); interactive visualization requires
to be able to provide synthetic images as near as possible to the real appear-
ance of the depicted object. Commercial scanning systems have mostly focused

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 14–26, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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on shape measurement, putting aside until recently the problem of recovering
quality textures from real objects. This has led to a lack of efficient and auto-
matic processing tools for color acquisition and reconstruction: in the Computer
Graphics industry, even while working with meshes coming from 3D scanning,
the texturing phase is still mainly performed by hand and consists in one of the
most tedious tasks to be done in order to produce multimedia content.

In fact, creating quality textures for 3D models by using real pictures is a
process that is prone to many problems. Among them, there are the calibration
of the pictures with respect to the 3D model, and the significant artifacts that
may appear in the reconstructed color, due to the presence of shadows, specular
highlights, lighting inconsistencies, or small reprojection misalignment because
of calibration inaccuracies.

In this paper, we present a complete system performing in an intuitive and
highly automatic manner the simultaneous acquisition of shape and color, as
well as the texturing of the recovered mesh. During a first step, the acquisition
is made by an in-hand digitization device performing 3D scanning in real-time,
which captures at the same time a color video flow of the measured object. This
flow is used during the texturing step to produce over the object surface a diffuse
color texture deprived of the aforementioned artifacts. Moreover, our system is
also able to estimate a normal map starting from the video flow, in order to
extract the finest geometric features that cannot be properly acquired by the
scanning device.

The integration of the proposed method with the in-hand scanning system
permits to obtain accurate 3D models of small objects within minutes. In the
field of Cultural Heritage, this permits to digitize a big number of artifacts
in a short time, for the purposes of archival, knowledge sharing, monitoring,
restoration.

The remainder of this paper is organized as follows. The Section 2 reviews
related work on software approaches or complete systems for color acquisition
and texture reconstruction. The Section 3 presents our texturing method, as well
as the real-time in-hand scanning system it is based on, and our approaches for
hole filling and normal map extraction. Finally, Section 4, shows some results
and Section 5 draws the conclusions.

2 Related Work

2.1 Color Acquisition and Visualization on 3D Models

Adding color information to an acquired 3D model is a complex task. The most
flexible approach starts from a set of images acquired either in a second stage
with respect to the geometry acquisition, or simultaneously but using differ-
ent devices. Image-to-geometry registration, which can be solved by automatic
[15,21,7] or semi-automatic [12] approaches, is then necessary. In the method pro-
posed here, this registration step is not required, because the in-hand scanning
system provides images which are already aligned to the 3D model.
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Once alignment is performed, it’s necessary to extract information about the
surface material appearance and transfer it on the geometry. The most correct
way to represent the material properties of an object is to describe them through
a reflection function (e.g. BRDF), which attempts to model the observed scatter-
ing behavior of a class of real surfaces. A detailed presentation of its theory and
applications can be found in Dorsey [10]. Unfortunately, state-of-the-art BRDF
acquisition approaches rely on complex and controlled illumination setups, mak-
ing them difficult to apply in more general cases, or when fast or unconstrained
acquisition is needed.

A less accurate but more robust solution is the direct use of images to transfer
the color to the 3D model. In this case, the apparent color value is mapped onto
the digital object’s surface by applying an inverse projection. In addition to
other important issues, there are numerous difficulties in selecting the correct
color when multiple candidates come from different images.

To solve these problems, a first group of methods selects, for each surface part,
a portion of a representative image following a specific criterion - in most cases,
the orthogonality between the surface and the view direction [5,1]. However, due
to the lack of consistency from on image to the other, artifacts are visible at the
junctions between surface areas receiving color from different images. These can
be partially removed by working on these junctions [5,1,6].

Another group “blends” all image contributions by assigning a weight to each
one or to each input pixel, and selecting the final surface color as the weighted av-
erage of the input data, as in Pulli et al. [17]. The weight is usually a combination
of various quality metrics [3,2,18]. In particular, Callieri et al. [4] presented a flex-
ible weighting system that can be extended in order to accommodate additional
criteria. These methods provide better visual results and their implementation
permits very complex datasets to be used, i.e. hundreds of images and very dense
3D models. Nevertheless, undesirable ghosting effects may be produced when the
starting set of calibrated images is not perfectly aligned. This problem can be
solved, for example, by applying a local warping using optical flow [11,9].

Another issue, which is common to all the cited methods, is the projection
of lighting artifacts on the model, i.e. shadows, highlights, and peculiar BRDF
effects, since the lighting environment is usually not known in advance. In order
to correct (or to avoid to project) lighting artifacts, two possible approaches
include the estimation of the lighting environment [22] and the use of easily
controllable lighting setups [8].

2.2 Real-Time 3D Scanning

An overview of the 3D Scanning and Stereo reconstruction goes well beyond
the scope of this paper. We will mainly focus on systems for real-time, in-hand
acquisition of geometry and/or color. Their main issues are the availability of
technology and the problem of aligning data in a very fast way.

3D acquisition can be based on stereo techniques or on active optical scanning
solutions. Among the latter, the most robust approach is based on the use of fast
structured-light scanners [14], where a high speed camera and a projector are
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Fig. 1. The in-hand scanning device producing the data flow used as input for the
methods described in this paper

used to recover the range maps in real-time. The alignment problem is usually
solved with smart implementations of the ICP algorithm [20,24], where the most
difficult aspect to solve is related to the loop closure during registration.

In the last few years, some in-hand scanning solutions have been proposed
[20,25,23]: they essentially differ on the way projection patterns are handled, and
in the implementation of ICP. None of the proposed systems take into account
the color, although the one proposed by Weise et al [23] contains also a color
camera (see next section for a detailed description). This is essentially due to
the low resolution of the cameras, and to the difficulty of handling the peculiar
illumination provided by the projector. Other systems have been proposed which
take into account also the color, but they are not able to achieve real-time
performances [16] or to reconstruct the geometry in an accurate way [13].

3 Texturing from In-Hand Scanning Data Flow

The scanning device which produces the data flow used by our texturing ap-
proach [23] is shown in Figure 1. Shape measurement is performed by phase-
shifting, using three different sinusoidal patterns to establish correspondences
(and then to perform optical triangulation) between the projector and the two
black and white video cameras. The phase unwrapping, namely how the dif-
ferent signal periods are demodulated, is achieved by a GPU stereo matching
between both cameras. The whole process produces one range map every 14ms.
Simultaneously, a color video flow is captured by the third camera. During an
acquisition, the only light source in the scene is the scanner projector itself, for
which the position is always perfectly known.

The scanning can be performed in two different ways. If the object color is
neither red nor brown, it can be done by holding the object directly by hand.
In this case, occlusions are detected by a hue analysis which produces, for each
video frame, a map of skin presence probability. Otherwise, a black glove must
be used. Although much less convenient for the scanning itself, it makes the
occlusion detection trivial by simply ignoring dark regions in the input pictures.
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Fig. 2. The texture is computed as the weighted average of all video frames. Weights
are obtained by the composition of multiple elementary masks, each one corresponding
to a particular criterion related to viewing, lighting or scanning conditions.

Each scanning session then produces a 3D mesh and a color video flow. For each
video frame, the viewpoint and the position of the light are given, as well as the
skin probability map in the case of a digitization performed by hand.

3.1 Artifacts-Free Color Texture Recovery

Our texturing method extends the work proposed in [4] so as to adapt it to the
data flow produced by the scanning system presented above. The idea, summa-
rized in Figure 2, is to weight each input picture by a mask (typically a gray scale
image) which represents a per-pixel confidence value. The final color of a given
surface point is then computed as the weighted average of all color contributions
coming from the pictures into which this point is visible. Masks are built by
the composition of multiple elementary masks, which are themselves computed
by image processing applied either on the input image or on a rendering of the
mesh performed from the same viewpoint. In the original paper, the approach
has been designed for the general case, meaning that absolutely no information
is available about the lighting environment or about how the geometry has been
acquired. For this reason, only the following criteria related to viewing condi-
tions have been initially considered, defined to deal with data redundancy in a
way that ensures seamless color transitions:

– Distance to the camera. When a part of the object surface is visible in two
different pictures, the one for which the viewpoint is the closest obviously
contains a more accurate sampling of the color information. This elementary
mask assigns to a pixel a confidence value which decreases when the distance
to the camera of the corresponding surface point increases.

– Orientation wrt. the camera. Similarly, the more grazing the angle between
the line of sight and the surface, the lower the quality of the sampling. This
mask is computed as the dot product of the normal vector by the viewing
direction, giving more importance to surface parts facing the camera.
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– Step discontinuities. Due to inaccuracies during calibration, slight misalign-
ment may be observed while collecting color contributions by reprojecting
the mesh onto the picture. The most noticeable reprojection errors obviously
occur near the object silhouette and the step discontinuities. A lower weight
is then assigned to these regions so as to avoid misalignment artifacts.

Although these masks are sufficient to avoid texture cracks, they obviously can-
not handle self projected shadows or specular highlights, since knowledge about
lighting environment is necessary. In our case, as explained before, both the po-
sitions of the viewpoint and the light (the projector lamp) are always exactly
known. Moreover, the light moves with the scanner, which means that highlights
and shadows are different for each frame, but also that the incident illumination
angle changes. So, by setting appropriate masks, we can make prevailing image
parts deprived of illumination effects. We then define the three following masks
to account for illumination:

– Shadows. Since the complete geometric configuration of the scene is known,
we can use a simple shadow mapping algorithm to estimate shadowed areas,
to which a null weight is assigned.

– Specular highlights. Conversely to shadows, highlights partially depend on
the object material, which is unknown. For this reason, we use a multi-
pass algorithm to detect them. The first pass computes the object texture
without accounting for highlights. Due to the data redundancy, the aver-
aging tends to reduce their visual impact. During the subsequent passes,
highlights are identified by computing the luminosity difference between the
texture obtained at the previous pass and the input picture. This difference
corresponds to our highlight removal mask. In practice, only two passes are
sufficient.

– Projector illumination. This mask aims at avoiding luminosity loss during the
averaging by giving more influence to surface parts facing the light source.
The mask values correspond to the dot product between the surface normal
and the line of sight.

We also introduce two other elementary masks to cope with the occlusions that
are inherent to in-hand scanning. Indeed, if they are ignored, picture regions that
do not correspond to the real object color might be introduced in the computa-
tion, leading to visible artifacts in the final texture. Thus, when digitization is
performed with the dark glove, an occlusion mask is simply computed by thresh-
olding pixel intensities, so as to discard the darkest picture regions. In the case
of a digitization made by hand, we use the skin probability map produced by
the scanner to generate the mask values.

Each elementary mask contains values in the range ]0, 1]. They are multiplied
all together to produce the final mask that selectively weights the pixels of
the corresponding picture. During this operation, each elementary mask can
obviously be applied more than once. The influence of each criterion can then
be tuned independently, although we empirically determined default values that
work quite well for most cases.
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All operations consist in local computations, making the process suitable for
a GPU support. Moreover, pictures are processed sequentially, which makes the
memory consumption independent to the length of the video flow.

3.2 Assisted Selection for Texture Hole Filling

If each independent weighting mask represents the confidence of a given video
frame, the total weight sum at a given surface point can be seen as a qual-
ity measurement of the color sampling at this point. Indeed, a low sum value
may represent either a sparse picture coverage or the fact that the point always
projects onto picture areas of low confidence. In both cases, the reconstructed
texture can be considered as less reliable at this point than on the rest of the
surface. In practice, regions for which the sum is relatively small mostly cor-
respond to concavities or surface parts acquired only at grazing angles, where
color defects arise due to the lack of quality in the input sampling.

This information can then be exploited advisedly to rectify holes and poorly
sampled texture regions. While computing the texturing, we keep track of the
total weight sum at each surface point, as well as of its minimum and maximum
bounds for the whole surface. The user is then asked to choose a threshold in
this range. All surface points for which the total weight sum is lower than this
threshold are considered as belonging to a hole. In the current implementation,
filling is finally performed by diffusing inside holes the colors of the valid points
located on their boundaries. More sophisticated approaches based on texture
inpainting can also be designed.

3.3 Normal Map Recovery

Since the light position is known for each video frame, shape-from-shading can
be used to extract a bump map, similarly to [19]. Let p be a point on the object
surface and Fi a video frame into which this point is visible. We then denote by
the column vector li the unit incident light direction at p, by di the distance of
p to the light, and by ci the color intensity observed at p. If we assume that the
surface is purely Lambertian, the following equation can be written:

ρd (nT li) = d2
i ci (1)

where the column vector n is the normal at p and ρd is a constant depending on
the light intensity, the surface diffuse albedo and the camera transfer function.
If p is visible in several frames {Fi}1≤i≤N , the normal n that fits the best the
N measurements can be found by solving the following equation:

ρd n = arg min ξ(X) (2)

where ξ is a quadratic form defined as:

ξ(X) = (LX − C)2 with L =

⎡
⎢⎣

w1 lT1
...

wN lTN

⎤
⎥⎦ and C =

⎡
⎢⎣

w1 c1 d2
1

...
wN cN d2

N

⎤
⎥⎦ (3)
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Fig. 3. Comparison of texturing obtained by a naive averaging of all input frames (top
row) and the proposed approach using weighting masks (bottom row)

where wi is a confidence factor for the ith measurement Fi, corresponding to the
weighting masks in our case. Solving equation 2 is equivalent to finding the value
of X for which the derivative of ξ is null, which leads to the following solution:

ξ′(X) = 0 ⇐⇒ X = (LT L)−1 (LT C) (4)

If we constrain the normal vector to be unitized, n is finally obtained by normal-
izing X . Since both matrices (LT L) and (LT C) can be constructed incrementally,
normal extraction can be performed similarly to color reconstruction, by pro-
cessing input pictures one by one on GPU. Both processings are then performed
simultaneously, without introducing noticeable additional cost.

4 Results

Our texturing results are shown in the bottom row of Figure 3. The top row pro-
poses a comparison to the results obtained by a naive approach that performs a
direct averaging of color contributions, ignoring weighting masks. The most ob-
vious difference that can be noticed is clearly the drastic loss of luminosity that
occurs in the case of the naive approach. As expected, the projector illumination
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Fig. 4. Example of artifacts appearing due to misalignment errors

Fig. 5. Hole filling. Regions to process (indicated by yellow/black stripes) are selected
by manually setting a threshold on the weight sum that results from the texturing.

mask tends to increase the influence of image regions that corresponds to the
most illuminated surface parts, which leads to a conservation of luminosity. Other
improvements can be observed. For the Gargoyle model (left), we can see that
fine details on the wings are much less blurry when the weights are introduced in
the computations, thanks to the fact that the surface orientation with respect to
the viewpoint is considered. For the Pot model (middle), the big vertical crack
in the white rectangle results from the fact that one portion of the surface was
depicted by a much greater number of frames with respect to the adjacent one:
this produces an imbalance among the number of summed color contributions,
and the consequent abrupt change of color. Thanks to masks related to visibility
and illumination criteria, with our approach the big crack completely disappears.
For the Strawberry model (right), some regions are slightly brighter in the case
of the naive texturing. They arise from strong specular highlights in the input
pictures and are highly reduced in the case of our method. Figure 4 shows the
typical artifact appearing at step discontinuities when misalignment errors are
neglected. Once again, the use of the adequate mask permits to remove it.

Figure 5 illustrates the hole filling. The left image shows a region left empty by
the texturing process. Around this hole, artifacts can be seen due to the fact that
the surface was captured at grazing angle during the whole video, then leading
to a color sampling of bad quality. The second and third images show how the
selection based on the total weight sum adapts its shape when the threshold is
changed. The right image finally shows the model once the selected region has
been filled.
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Fig. 6. The Gargoyle model rendered with and without the extracted normal map

Fig. 7. The Strawberry model rendered with and without the extracted normal map

Figures 6 and 7 shows different renderings of the Gargoyle and the Straw-
berry models, with and without the normal map extracted by our system. As
it can be seen, high-frequency shape details are clearly missing in the rough
geometry acquired by the in-hand scanner. Thanks to our shape-from-shading
approach, these details can be accurately captured and rendered afterward by
bump mapping.
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Table 1. Texturing times for different data sets

Model
No. of No. of highlight Total texturing time (in seconds)
pictures detection passes without normal map with normal map

Gargoyle 1070 2 194 198
Strawberry 2110 2 266 277

Pot 330 2 27.5 29

Computation times are reported on Table 1 and have been measured on an
Intel i7 2.8GHz and a GeForce GTX 480. Recorded times correspond to two
texturing passes, since specular highlight removal has been activated. It can
be noted that the additional computation cost introduced by the normal map
extraction is negligible. It can be explained by the fact that color and normal
reconstructions are performed simultaneously: the data loading on the graphics
card (which is the main bottleneck of the process) has to be performed only
once.

The parameters that must be set by the user are the followings: the hole
filling selection threshold, for which a visual feedback similar to what is shown
in Figure 5 is provided in real time, the iteration number for the diffusion process,
which can be set progressively until having reached the desire result, and the
number of applications for each elementary mask. As said before, default values
working well for most cases have been determined. Nonetheless, considering the
aforementioned computation times, the user can easily try several combinations
by relaunching the texturing so as to see how different values impact the final
result. The set of parameters is then really small and can be tuned in an easy
and intuitive manner.

5 Conclusion

In this paper, we presented an automatic approach that produces an enhanced
textured mesh for a model acquired using an in-hand scanner. The approach
proposed is quite general, since it can be applied to any 3D scanning system
that is based on structured light, and uses a video-camera as sensing unit. The
advantages of the enhanced digital model are extremely important for all those
applications where knowledge of the pure shape is not enough; pairing the over-
all shape model with data on color, surface reflection and high-frequency scale
geometry detail is of paramount importance to produce high quality digital repli-
cas of real objects. An advantage of our proposal is that it does not require to
modify the scanning hardware design, since it is based only on an automatic,
improved processing of the input data.

Some possible future work is as follows. In the current implementation, tex-
turing is performed as a post-processing task; but we could also study a solution
to perform the texturing online, while the measurement is performed, to present
immediate feedback to the user during the scanning session. The current bump
map estimation tends to produce inconsistent normals when the sampling is
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too sparse; one possible idea to improve robustness is to perform a constrained
computation by analyzing the dispersion of the cone defined by the sampling
directions. Finally, displacement mapping can be added on the base of the in-
formation contained in the normal map, to enrich the rough geometry given by
the scanner with a better visualization.
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Abstract. The Czech Radio archive of spoken documents is considered
one of the gems of the Czech cultural heritage. It contains the largest
collection (more than 100.000 hours) of spoken documents recorded dur-
ing the last 90 years. We are developing a complex platform that should
automatically transcribe a significant portion of the archive, index it
and eventually prepare it for full-text search. The four-year project sup-
ported by the Czech Ministry of culture is challenging in the way that it
copes with huge volumes of data, with historical as well as contemporary
language, a rather low signal quality in case of old recordings, and also
with documents spoken not only in Czech but also in Slovak. The tech-
nology used includes speech, speaker and language recognition modules,
speaker and channel adaptation components, tools for data indexation
and retrieval, and a web interface that allows for public access to the
archive. Recently, a demo version of the platform is available for testing
and searching in some 10.000 hours of already processed data.

Keywords: audio archive processing, speech-to-text, audio search.

1 Introduction

One of the prospective application areas for modern voice technology is auto-
matic processing of audio archives containing speech. The ultimate goal is to
transcribe them and store the transcriptions in the database, in which one can
search and retrieve a piece of information he or she is interested in. The search
needs not to be focused only on the content, but also on linguistic issues such as
the speaking style, pronunciation, spoken language evolution, etc.

The systems developed for audio archive processing are very complex. They
include speech and speaker recognition modules as well as tools for indexation,
full-text search and audio play. They have been designed namely for broad-
cast documents [1], for national archives of spoken language [2,3] or for special-
purpose collections such as, e.g. MALACH [4]. We have been working on this
topic since 2005 [5] and some of the developed tools have been already deployed
in broadcast data mining [6].
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This paper presents a large applied-research project supported by the Czech
Ministry of culture. The project aims at processing the archive of historical and
contemporary recordings of the Czech Radio and making its content available for
public access. The archive covers almost 90 years of broadcasting and contains
hundreds of thousands spoken documents, from which a large portion should
be transcribed by a speech-to-text system developed specially for this purpose
in our lab. The project started in 2011 and will run for 4 years. During that
period we are going to build the complete archive processing and accessing plat-
form and employ it for transcribing about 100.000 hours of audio data. The
project offers several major challenges: a) working with huge volumes of data, b)
managing Czech language with its highly inflective nature and very large lexical
inventory with more than one million word-forms, c) identifying and processing
documents spoken also in Slovak, which was the second official language in for-
mer Czechoslovakia, d) dealing with the language and lexicon evolving during
the 90-year period and influenced by different political regimes, and last but not
least e) coping with rather poor quality of most historical recordings.

In 2000s, a large part of the Czech Radio data has been digitized but the
individual recordings are stored on tapes, on CDs, or on hard disks. If one wants
to search for any particular piece of information, he or she must browse the
catalogue where each document is described by its name, the date of recording or
broadcasting and several tags or key-words. Then, it is necessary to retrieve the
media from the archive and listen to them in hope that the required information
will be found, eventually.

The primary goal of the project is to make this search automated and more
comfortable. The user should be able to get answers not only to simple queries
made of words or phrases, but he or she could search also for e.g. utterances
spoken by a selected person, for historically first occurrence of a given word,
or for a particular pronunciation of a word. Moreover, the queries can combine
various search criteria to answer, for example, a question like: What did person
A say about person B within time period T? Hence, the potential users of the
system will be not only the people from the Czech Radio itself, but anybody who
is interested in media data mining as well as historians, linguists, phoneticians,
communication specialists, students, etc.

Though the project is running its first year, now, the concept of the system has
been already set up and some of the essential modules already exist as functional
prototypes. We have used them to build a preliminary version of the system to
test different techniques and approaches, and to demonstrate it to prospective
users. At the moment, the system allows for access to some 10.000 hours of
transcribed recordings.

2 Audio Archive Processing Platform

Let us present the archive processing and accessing platform (APAP) from the
user’s point view, first. Its general overview is depicted in Fig. 1.

Anybody who wants to search in the archive needs to have an access to inter-
net. On the dedicated web page, he or she enters the word(s) or phrase(s), he
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or she is interested in, optionally sets some search constraints (e.g. time period,
program name, speaker name, etc) and clicks the Search button. Immediately
after that, the documents meeting the given criteria occur on the screen, being
ordered according to the chosen relevancy rate. By clicking on the selected doc-
ument, the part containing the searched term starts to be played. The user can
easily navigate within the text, read it and listen to any part of it.

The associated audio data are streamed from the server located in the premises
of the Czech Radio. The link between the audio and the text is provided by the
database server. It contains rich text transcriptions created during the process of
speech-to-text conversion and indexation. This is the core function of the whole
platform as it includes complex audio data processing procedures mentioned
below. These procedures are time consuming and they are performed off-line by
a computer cluster.

Search: 'Prague'

... came to Prague ...
... news from Prague ...

Transcription & 
indexation tools

This is news from
Welcome to...

Yes, you are right
I am here to tell

Hello, today is

Stream server
Archive recordings

Archive processing server
Creates transcription (off-line)

Database & search server
Archive transcriptions

User application
Audio search and play

Fig. 1. Data flow in APAP (Archive Processing and Accessing Platform)

The technology behind the platform is much more complex. Its aim is a) to
create text documents from the audio ones, b) to establish detailed links between
them, c) to store them in the database and d) to allow for their later retrieval.
The platform’s core is made of several modules as shown in Fig. 2.

The standard procedure for transcribing and indexing an audio document
runs as follows: The document passes through an audio processing module where
signal samples are converted into feature vectors that are later used in identifi-
cation, classification and decoding tasks. The next step consists in segmentation
of the running signal into speech and non-speech parts (e.g. long silence, noise or
music). The speech segments pass into the module that searches for significant
changes in signal character, which can be either speaker turns or changes in the
signal band-with (usually a part containing telephone talk). These change points
are used to split the speech into individual utterances. For each utterance, we
try to determine some relevant characteristics such as broad/narrow band signal,
clean/noisy speech and male/female speaker. Optionally, we may employ also a
speaker identification module operating with a database of a priori known voices.
All this kind of information is used to set up the speech recognition module so
that it can benefit from employing the proper acoustic model, e.g. the gender or
speaker dependent one. The recognition module performs speech decoding us-
ing the given (general or topic oriented) lexicon and the corresponding language
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model. The output from the decoder is the best sequence of recognized words
with their pronunciations and time markers. The latter represent beginning and
ending times (measured in milliseconds from the start of the document) for each
word and each identified non-speech event, and they serve for aligning the audio
signal with its text version. Eventually, the raw output from the recognizer un-
dergoes a post-processing stage where, for example, the sequences of numerals
are replaced by digits, capital letters and punctuation are added, etc. The final
transcription together with the time markers and complementary information,
such as speaker’s identity, is indexed and stored in the database. More technical
details on the modules and procedures can be found in section 4.

 

Signal processing  
& parameterization 

Signal segmentation 
speech, non-speech 

 

Speaker/bandwidth 
change detection 

 

Speaker & gender 
identification 

 

Speech recognition 

Transcription 
indexation 

 

Audio document 

Document labels  
& tags 

Document 
transcription 

Acoustic model Acoustic models 

Acoustic model Lexicon & language 
models 

Speaker 
identification 

 

Speaker diarization 

Topic identification 

Speaker adaptation 

Key-word spotting 

Time alignment 

Data Main modules Optional modules 

Speaker 
recognition models 

Language 
identification 

Fig. 2. Data and document processing modules in APAP

Besides this main line of modules, there are also several optional components
in the system. The speaker diarization module searches for all segments in the
document that belong to the same speakers. This is useful, for example, in the
transcription of debate programs where speech segments belonging to speakers
unknown to the system can be at least identified as of person A, person B, etc.
The speaker adaptation module allows for fitting the available acoustic model to
the currently speaking person, which can be employed to improve the accuracy
in an optional two-pass decoding procedure. The system performance can be fur-
ther enhanced if the topic of the document is known and hence a topic dependent
lexicon and language model can be employed. The topic can be determined ei-
ther a priori, from the document tags, or a posteriori during the first-pass speech
decoding. For the same purpose we can utilize also a fast performing key-word
spotting module. In special situations, where for some documents their transcrip-
tions already exist, the slower speech recognition procedure can be replaced by a
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much faster signal-to-text alignment routine whose aim is to generate the miss-
ing time markers [7]. This technique is very helpful as many recently broadcast
programs already have their text forms. It not only saves computing time, but
also allows us to index the already existing human-made transcriptions, which
are almost 100 % accurate and which can serve also for feed-back training of the
recognition modules. At the end of this brief overview, let us mention also a mod-
ule that must be developed specifically for this project. Its goal is to identify the
language of the currently processed utterance, in our case, Czech or Slovak. The
two languages are linguistically similar but with significantly different lexicon
and grammar.

3 Archive Data

The data in the archive represent almost 90 years of broadcasting in Czechoslo-
vakia and in the Czech Republic. When founded in 1923, the Czech Radiojour-
nal company was only one year younger than the premier world broadcaster,
the BBC. Later, the company was transformed into the Czechoslovak Radio and
with the split of Czechoslovakia (in 1993) the Czech Radio took over the ser-
vice and the historical archive. The Czech Radio is the public broadcaster and
recently it runs 8 nation-wide channels and 10 regional programs. Two channels
are mainly news oriented, another focuses on science programs, and the others
offer a mix of spoken word, music and leisure. The three word-oriented channels
produce about 8000 hours of unique documents a year.

The oldest preserved recordings date to late 1920s and since 1945 there is
an (almost) un-interrupted series of daily news programs recorded originally
on tapes and recently digitized. The archive contains more than 100.000 hours
of spoken documents, most of them being news programs, daily commentaries,
debates, talk-shows. This is the domain the project focuses on.

The audio data that are to be processed and made available for public search
differ in technical as well as social aspects, which makes the project really chal-
lenging. The documents (or their parts) may vary with respect to:

– original storage media: analog (film, tape) or digital memory,
– audio band-width: narrow band (AM or telephone), or wide band signal,
– digital quality: CD quality as well as highly compressed loss formats,
– background noise: from negligible one in case of studio recordings to large-

noise in field records; music or another speech may occur in background,
– speaking style: read speech, planned talk, spontaneous conversation,
– historical and social issues: contemporary language as well as archaic lan-

guage from 1930s and 1940s, lexicon of communist era (1945-1989), etc.
– national language: mainly Czech, but also Slovak (in particular before 1993).

After a closer survey of the archive data, we have classified them into several
historical epochs. Because our strategy is to process the archive from the present
time towards the history, we denote the contemporary epoch with index 0 and
the previous ones with negative indexes. (The positive indexes will be reserved
for future epochs if necessary.)
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Epoch E0 (2000 – present). The documents from this epoch are usually
in good digital quality and when compressed, the distortion is not severe. The
amount of recordings is very high (thousands of hours a year). Moreover, literal
transcriptions are available for some of them. This will allow us to perform the
automatic alignment procedure to speed up the initial feeding of the database
and at the same time to re-train the existing acoustic model on the target data.
The official transcriptions will also give us enough information to make a large
database of voices for the speaker identification module. The lexicon and lan-
guage model can be further enhanced by analyzing additional text resources,
mainly electronic versions of newspapers. Czech is the major language used in
the documents and rarely occurring Slovak can be skipped or neglected – at least
in the initial stage of the project.

Epoch E-1 (1990 – 2000). The audio data from this epoch were digitized
mostly in times where the available storage capacity was strictly limited and
therefore most data is compressed using loss formats (mp3, mp2, etc). There
exist no literal transcriptions for the documents, only brief summaries and tags.
For lexicon and language model building only a limited amount of newspaper
texts is available in electronic form. In early 1990s, Slovak frequently occurs as
the second language in the spoken documents.

Epoch E-2 (1968 – 1989). The data from this period were originally stored
on analog tapes and later converted into loss audio format. No transcriptions
neither electronic texts are available to adjust the lexicon, which was signifi-
cantly influenced by the ruling communist regime. Here, we hope to get access
to at least some amount of scanned and OCRed newspapers from that period.
The major type of the processed documents will be the daily recordings of main
evening news where Czech and Slovak are mixed regularly.

Epoch E-3 (1945 – 1967). The audio archive contains only one major pro-
gram per day (evening news). Most data is still stored on analog tapes and it
will have to be digitized on demand. The signal has very low quality, partly
because of AM broadcasting in those days and partly because of the storage me-
dia. For adapting the acoustic model to the given signal quality and for building
the proper lexicon and language model, some parts of the archive will have to
be manually transcribed. We expect that the language (Czech and Slovak) of
this period will be also influenced by Russian, as Czechoslovakia was part of the
Soviet political sphere that time.

Epoch E-4 (before 1945). From this epoch, there is only a limited amount
of spoken documents. However, they have a great historical value because they
include, for example, addresses and talks of the first Czechoslovak presidents,
speeches from the parliament, programs broadcasted during WWII and the
German occupation, etc. It is almost sure that these documents will require
individual care to get them transcribed and indexed in the database.
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As mentioned earlier, the archive processing work will go against the flow of time,
from the present towards the past. The reason is rational. The transcription
system has been developed for contemporary language using a large amount of
audio and text data collected during the last decade. When moving backwards
we have to adjust the lexicon, the language model as well as the acoustic one
towards the character of the data of the previous epochs. In other words, we
will have to adapt the speech processing front-end and the acoustic model to
the gradually decreasing signal quality. At the same time, it will be necessary
to modify the lexicon by adding the words specific to the given period. The
language model will be forced to forget continually the contemporary phrases
and collocations and learn those typical for the target period. The further to the
past we go, the harder this tasks will be for automation, as the amount of data
available for training the statistical models will be smaller and smaller. Yet, our
preliminary experiments have proved that this way back was feasible.

4 Technical Solutions

All the speech processing modules for the APAP are being developed in our lab.
The core components, such as the large-vocabulary continuous-speech recogni-
tion (LVCSR) system for Czech, or the speaker identification (SID) tool, already
exist and the main task in the project is to adapt them for the target applica-
tion. In case of the LVCSR, the main focus is put on increasing the size of the
operating vocabularies (up to 1 million entries) and on eliminating the impact
of lower signal quality. Moreover, the Slovak version of the recognizer must be
built. The other components, such as the language identification (LID) module,
the speaker diarization module, or the speaker adaptation module are still under
development. In the following text, we shall briefly describe the main technical
parameters of the platform.

4.1 Audio Processing and Acoustic Modeling Part

Because the data in the audio archive are stored in various formats, it is necessary
to convert them into a standard one before they enter the signal processing
routines. This standard has been set to 16 kHz, 16 bit, PCM WAV format and
we use the popular FFmpeg tool [8] for the conversion. After that, the audio
signal is parameterized into a stream of feature vectors. These are 39-dimensional
mel-frequency cepstral coefficients (MFCCs) computed every 10 ms. The vector
includes 13 static, 13 delta and 13 delta-delta coefficients. Using a 2-second
long sliding window, the MFCC features are normalized by the cepstral mean
subtraction technique.

The acoustic-phonetic inventory of spoken Czech includes 40 phonemes and 8
noise types. They are represented by continuous-density hidden Markov models
(HMM) trained on the database of spoken Czech. Recently, it contains 120 hours
of annotated speech from more than 1000 speakers. Approximately one half of
that amount is made of read speech recordings containing phonetically balanced
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utterances, the other half comes from broadcasting. This second part is con-
tinuously growing, being fed by the already processed archive data. Two types
of HMMs have been trained on this database: the context-independent units
(monophones) and the context-dependent ones (triphones). The latter (currently
represented by 75 thousand gaussians) are employed in the main transcription
task, while the former (with some 45 thousand gaussians) find use in situations
where higher speed and lower memory requirements are important, namely in
the word-spotting and text alignment routines. There are separate models for
each gender, and for wide-band and telephone signal. The proper type of model
is determined in the speaker and channel recognition modules that employ the
same feature vectors and gaussian mixture model (GMM) based classifiers.

4.2 Linguistic Part and Speech Decoding

The linguistic part of the LVCSR system is made of a lexicon and a language
model (LM). Recently, the universal lexicon used for the transcription of con-
temporary archive documents contains 340k words and word-forms. These are
the most frequent lexical units that occurred in the 40 GB large corpus of texts
covering national media since 1990. The number of all distinctive Czech words
found in the corpus is higher than 2 millions and we have chosen those that
appeared at least 50 times. The lexicon is gradually growing as new words get
over the threshold. For most documents, this size of lexicon can assure the out-
of-vocabulary (OOV) rate lower than 2 %. If we wished to get below 1 % for the
majority of spoken documents, the lexicon should contain at least 800k entries.
At the moment, this is not feasible because it would slow down the transcription
process significantly. Yet, we plan to reach that size in near future. It should be
also noted that more than one tenth of the words in the lexicon have multiple
alternative pronunciations. Their total number is 390k, currently. The language
model is based on bigrams. In the above mentioned 40 GB corpus of contem-
porary Czech texts we found 130 million different word-pairs. The unseen ones
have been backed-off by the Witten-Bell smoothing technique, which optimally
fits to our implementation of the speech decoder.

The decoder has been designed to manage vocabularies up to 1 million distinct
words. When it operates with the current set of 390k pronunciation forms, it is
able to do it in real time, at least for clean speech. For larger vocabularies, more
spontaneous and noisy utterances, the processing time may be doubled, or in
an extreme case, even tripled. When required, speech transcription runs in a
two-pass mode. In the first one, a smaller vocabulary with approx. 50k words
is utilized with the aim to obtain a good estimate of the phonetic transcription
of the utterance. Unsupervised adaptation based on the MLLR technique is
performed on this data and immediately applied in the second pass, in which
the full lexicon is employed. In the two-pass case, the total transcription time is
about 1.5 times longer. Some figures illustrating the system performance can be
found in section 5.
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4.3 Database and Search Part

The modules mentioned above generate results in form similar to that displayed
in Table 1. For each document, this data is stored in the database. We decided
for the MySQL [9] solution as it optimally fits to the type and size of data. Every
word and every speaker occurrence is indexed using the Sphinx [10] platform,
which proved to be fast and flexible enough both for the indexation as well as
the search tasks.

Table 1. Data generated by transcription system and stored & indexed in archive
database. (The presented data are real and they correspond to the document shown in
Fig. 3. The start and end times are in milliseconds.)

Document identification
Channel: CRo1 Program: 20 minut Broadcast: 2009-09-23 17:33

Segment/speaker Start End Text Phonetic
Non-speech 000000 004520 - /jingle/

Helena Šulcová 004520 005140 Lisabonská lisabonská
005140 005560 smlouva smlouva
. . . . . . . . . . . .

Václav Klaus 054740 055070 Tak tak
055070 055320 jedna jedna
055320 055640 věc vjec
. . . . . . . . . . . .
073230 073480 Bruselu bruselu

4.4 User Interface Part

The ultimate goal of the project is to allow for public search in the transcribed
archive documents. A user just needs to be connected to internet and have a
properly set up web browser that supports audio playback. Currently, he or she
can use the demo version of the search interface displayed in Fig. 3 and available
at [11].

The user has a lot of choices to formulate a query. He or she can search for
a word (or its part using the * convention), a phrase or multiple words. Fur-
thermore, the user can specify the speaker, the broadcast channel, the program
name or the time period. After the Search button is pressed, the number of found
documents is shown and their list is available for reading and playing with the
searched terms being highlighted. The user can click on any word in the selected
document and the replay starts from that point. During the playback, the words
corresponding to the running audio signal are shown in red color. A picture as-
sociated with the speaker or the topic of the document can be retrieved from
the archive, too.
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Fig. 3. Web interface for archive search. (The screenshot shows one of the documents
containing searched word Brusel* and spoken by Václav Klaus in the given year. The
searched word occurs in 73230th millisecond of the talk – compare to Table 1.)

5 Performance Evaluation

In 2011, we have been focusing mainly on setting up the first version of the audio
archive platform and on processing the documents from Epoch E0. As explained
in section 3, the data from this time period are well covered by the lexicon and
language model created previously in our lab [6]. Moreover, for a significant
number of documents we have already had their official transcriptions. These
can be easily and reliably indexed via the time-alignment procedure mentioned
in section 2. An additional benefit is that we can evaluate the performance of the
recognition system by comparing its output to the official transcriptions. We do
it regularly to investigate the impact of different system settings and the effect
of continuously updated acoustic and language model. Some figures illustrating
the performance of the current version are summarized in Table 2.

Table 2. Transcription system performance. (The results were obtained with 340k
lexicon, bigram LM, 1-pass mode and 10 hours of test recordings from epoch E0 in
broadcast quality.)

Document type Accuracy [%] OOV [%] Real-time factor

News from studio 94.67 1.23 1.04

Complete news shows 86.86 1.36 1.26

Talk programs - politics 83.53 1.12 1.43

Talk programs - science 81.61 2.38 1.52
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Table 2 shows the basic performance figures for four different types of audio
documents. We can see that the transcription accuracy is quite high for news read
in studio – 94.67 %. It should be further noted that in this case many recognition
errors are deletions of short words (namely one-phoneme prepositions, as ’v’, ’s’,
’z’) or minor substitutions in acoustically similar word suffixes due to complex
Czech morphology. The results are obviously worse for complete news shows
because of their parts recorded out of studio or those with background noise
and music. The transcription of discussions and debates suffers mainly due to
spontaneous and overlapping speech. We can also see that the debates dealing
with more general topics, such as daily politics, are better covered by the lexicon
and the language model (which was trained mainly on newspaper texts) than
those broadcasted by the science-oriented channel.

Unfortunately, the results get worse if we have to work with loss audio format,
such as mp3. This is the real situation because most data in the Czech Radio
archive is highly compressed and stored in mp3 files. In that case, the transcrip-
tion accuracy may decrease by 3 to 5 %. We try to compensate this type of
signal degradation in two different ways: The first one utilizes the acoustic mod-
els trained on the data that passed through an mp3 decoder and hence better
match the compressed audio files. The other approach consists in applying the
speaker and channel adaptation technique to each utterance and running the
second recognition pass as described in section 4.2.

It should be also noted that the lower recognition accuracy obtained for some
parts of the archive does not necessarily mean critical malfunction of the search
task. In practice, most queries focus on words or phrases that are more than one
syllable long and these have significantly larger chance to be recognized well. So,
even though the utterance is transcribed with some errors, most key-words are
still searchable and the user usually gets the access to the piece of information
he or she is interested in.

6 Conclusions and Future Work

National archives of spoken documents represent a very specific area of cultural
heritage. So far they could not be accessed by wide public because their vir-
tual and rather abstract form, together with their specific way of storage, did
not allow it. Our project shows that it will be possible soon, thanks to modern
information and multimedia technology. At the moment, almost 10.000 docu-
ments from the Czech Radio archive have been already transcribed and made
accessible. These documents come mainly from the last decade and their process-
ing and publishing was easier compared to what we may expect when moving
back towards the historical part of the archive. In order to accomplish the future
challenges, we have already started complementary research works, such as scan-
ning historical newspapers and converting them into electronic texts, collecting
Czech words and phrases that were typical for specific periods of the Czech and
Czechoslovak history and, last but not least, we have begun the development of
a module that will be able to process also the Slovak language. The results seem
to be promising so far [12].
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Although the current project is focused on audio data, the platform is being
designed to manage the video broadcast archives as well. This additional feature
has been already demonstrated on a small part of the Czech TV archive of news
programs [6].
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Abstract. MNEMOSYNE is a three year project whose primary goal
is to deliver a personalized, interactive multimedia experience to mu-
seum visitors through the novel application of personalization driven by
computer vision-based profiling. A combination of passive, wall-mounted
cameras and sensors carried by guests acquiring active and passive im-
agery will be used to create a general profile of a museum visitor’s in-
terests in order to customize the presentation at interactive tabletop
surfaces placed in the museum environment. In this article we discuss
the general context in which MNEMOSYNE is defined, as well as the
main technical directions the project will follow over the next three years.
Some very preliminary results are given for the vision-based techniques
to be used for visual profiling of museum visitors.

Keywords: Multimedia interactive museums, personalization, natural
interaction, computer vision.

1 Introduction

Museums are traditionally spaces which have, by their very nature, an abundance
of information available for dissemination to visitors. This information, however,
is also traditionally extremely expensive to place at the disposition of museum
visitors due to a number of factors ranging from need for highly qualified curators
and exhibit designers to the need to safeguard one-of-a-kind pieces. Because of
this, visitor access to museum collections can be limited and at times awkward.

The museum experience can be greatly improved by applying modern tech-
niques of multimedia organization, presentation and interaction and offering dif-
ferent interaction modalities to visitors [24]. Doing this effectively requires a
reorganization of the physical and informational space of the museum. A mu-
seum must be transformed into an intelligent information space which is, in
some sense, aware of the behavior and desires of its visitors, and is able to sub-
sequently provide modes of interaction appropriate to each user. We must in
some way unify the physical and virtual museum experiences.

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 39–50, 2012.
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Access to multimedia information about exhibits can be made highly acces-
sible to non-expert users through the technology of natural interaction [5,6].
However, without appropriate personalization of such multimedia information
displays, these multimedia stations become little more than fancy Internet kiosks
that visitors are uncertain how to access in order to gain more information about
aspects of the exhibit of interest to them. Personalization of multimedia museum
content is one answer to this problem [1,17]. Personalization offers visitors a cus-
tomized presentation of appropriate information related to the visitor’s tastes
and preferences.

In order for personalization to be effective, however, an accurate profile of
each visitor is necessary, and these profiles should be collected as passively and
non-intrusively as possible. Some early approaches to user profiling used sen-
sors attached to, worn or carried by museum visitors. These approaches used
first-generation tools and sensors which were very intrusive, such as wearable
devices [21]. One of the first attempts was the Museum Wearable [20], a wear-
able computer which orchestrates an audiovisual narration as a function of the
visitors interests gathered from his/her physical path in the museum and length
of stops. The museum wearable was made by a mobile PC hosted inside a shoul-
der pack which users had to carry around the museum and a private-eye display
that they must wear. Since, according to Donald Norman, the best technology
is the one that you just cant see, so easy to use that is becomes “transparent”
to the user [16], new less-intrusive solutions have been exploited in recent years.
Computer vision technologies have multiple advantages:

– They are non-intrusive and seamless
They are not seen by users, they integrate seamlessly with the architecture,
and in many scenarios existing video surveillance infrastructure can be ex-
ploited;

– They are highly scalable
The size of deployment can be personal or very large, they can cover a
single room of a museum interior, an entire exhibit, or even network multiple
museums and multiple exhibits; and

– They are evolutive and future proof
As they rely on cameras, new features and capabilities usually imply software
upgrades only.

In a nutshell, the goal of the MNEMOSYNE project is to create an intelli-
gent visual information system capable of constructing a “visual profile” of mu-
seum visitors in order to customize interactive multimedia information displays.
MNEMOSYNE is a three-year project funded by the Region of Tuscany and the
European Commission whose primary goal is to research and develop techniques
for delivering a personalized, interactive multimedia experience to museum vis-
itors. The project is challenging as it brings together a number of state-of-the-
art and emerging technologies in one application domain. The first main area
of expertise is Natural Interaction, which is concerned with providing natural
and tangible interfaces to multimedia information systems. In the context of
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(a) (b)

Fig. 1. (a) Intelligent visual information systems, via a combination of fixed and wear-
able sensors, will analyze and reason about the interactions of visitors in the physical
space. (b) At interactive tabletops placed throughout the museum environment, visi-
tors will be presented with personalized, interactive suggestions about other possible
exhibits.

MNEMOSYNE, figure 1b illustrates a scene in which museum visitors are pro-
vided with a customizable, personalized interaction surface with which they can
interact with museum assets.

The other area of technical expertise key to the MNEMOSYNE project is
Computer Vision. In figure 1a is shown a broader view of a museum interior.
Using a combination of fixed and worn sensors, intelligent visual information sys-
tems will be built to interpret and profile visitors to the museum. In addition to
providing a secure environment for physical museum assets, these visual systems
will provide the information necessary for profiling the user and customizing the
interactive terminals placed throughout the museum environment.

The MNEMOSYNE project is in its initial planning phase in which we have
begun consolidating our existing work in related fields. In this article we describe
some of the decisions we have made and the direction we will take MNEMOSYNE
over the next three years. In the next section we discuss the state-of-the-art
in interactive multimedia museums. In section 3 we discuss issues related to
personalization in multimedia museum displays. Section 4 contains a discussion
of the computer vision techniques we will bring to bear on the problem of visual
profiling of museum guests. We conclude with a discussion in section 5 and
indications of the trajectory the MNEMOSYNE will follow in the years to come.

2 Multimedia Interactive Museums

The presence of videos, interactive applications and detailed websites not only
help visitors to manage the complexity of exhibited content, but also improves
the persistence in memory of concepts through the use of different senses. While
visitors are becoming acquainted with the presence of computers displaying vari-
ous media in an exhibition or museum, these devices are usually placed in hidden
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Fig. 2. Interactive surfaces engage museum visitors in ways traditional museum ex-
hibits cannot

corners and rarely provide an interface designed for maximizing knowledge trans-
fer and taking account of user experience: when it comes to multimedia, the offer
is often limited to variants of common web sites.

Our perspective is centered on user interaction with digital devices specifically
designed to reduce cognitive effort: this means that the interface design allows
users to interact and to actually concentrate on content rather than thinking about
how to use the interface. Focusing on content means that a wider point of view can
be conveyed through the use of senses rarely used in a common PC environment,
such as a proactive combination of touch, hearing and sight. Having this paradigm
in mind, the cognitive load usually carried by the interface can be shifted to data,
thus raising the level of complexity of transmitted information and achieving the
goal of a technical and scientific communication of exhibit details.

The User Interface (UI) is the main contact point between users and comput-
ers: it is what users see, hear and touch; it is the perceptive representation of
the communication channel which users use to communicate to the system and
vice-versa. The research of new kinds of Natural Human-Computer Interaction
systems is a growing field in computer science which aims to develop more in-
tuitive, efficient, easy-to-use and satisfactory interfaces [6]. At the same time,
researchers and companies (Microsoft with Surface, Nintendo, etc.) are trying to
design and develop new devices to aid this process. In [22], Turk and Robertson
divide User Interfaces into 3 different categories:

– Perceptive user interfaces which provide computers with human-like per-
ceptual capabilities, so that implicit and explicit information about users and
their environment can be conveniently acquired. The machine is able to see,
hear or sense;

– Multimodal user interfaces which exploit multiple forms of input and/or
output. In multimodal UI, various modalities can be used independently or
simultaneously; and

– Multimedia user interfaces which are focused on media, such as text,
graphics, video and/or sound.
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Natural Human-Computer Interaction (NHCI) can be seen as a fusion of these
kind of interfaces: its task is to make user interfaces more natural by taking into
account the ways in which people naturally interact with each other and with the
world. Among such systems, interactive surfaces that allow multiple users’ touch
are suitable for collaborative applications, especially in educational, professional
and entertainment environments [13].

In MNEMOSYNE we have chosen the Natural Interaction paradigm be-
cause it allows us to design multimedia displays that require no user familiarity
or training in order to use. They can begin interacting with their personal-
ized, interactive multimedia presentation by simply walking up to one of the
MNEMOSYNE multitouch tables present in the museum exhibit. The challenge
will be in designing interfaces, multimedia content and user profiling primitives
that interoperate in a seamless and natural way.

3 Personalizing the Multimedia Museum Experience

In recent years, the purpose of museums has shifted from merely providing static
information to delivery of personalized interactive contents: before, it was very
difficult for museum visitors to find the right information at the right time and
at the right level of detail. The idea is then to turn the museum monologue
into a user-centred dialog between the museum and its visitors [8]. This solution
is what we call personalized multimedia tours. What distinguishes these from
the traditional “static” ones is the exploitation of a user-model that represents
the characteristics of each user [9]. The information stored in the user-model is
exploited in the process of content generation to describe or recommend objects
potentially relevant to users.

Personalized applications have exploited recent research results in recom-
mender systems, information retrieval and data mining which provide important
solutions for a user-centered interactive information exchange between museums
and their visitors. The user information can be inferred implicitly by observing
visitor behaviour or during their interactions with the multimedia device; it can
also be provided explicitly by the users [8]. The main challenge is to analyse in-
terests and preferences without demanding them to express them explicitly: it is
more desirable to start offering recommendations to visitors as soon as possible,
hence minimizing intrusiveness to the users [17]. These types of solutions are
quite complex and have been developed in the context of academic research. For
example, the Wearable Computer (MIT Media Lab) provides audio and visual
narration adapting to the users interest from him/her physical path in the mu-
seum and length of stops [20]. The PEACH project [18] developed a PDA-based
museum tour application, whose content is adapted to the visitor, is location-
aware and only available in certain locations in the museum. In CHIP [24] there
is an automatic user-model that collects user interests from his or her interac-
tions. Content-based recommendations are then exploited to recommend both
artwork and art concepts that might be of interest.
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Personalization methods are often classified into main categories such as col-
laborative filtering, content-based filtering, and hybrid approaches [1]. Collabo-
rative methods divide visitors into groups that have similar known preferences
and then recommend to a new visitor those items that were most liked by the
group to which he or she belongs. The problem is that new works in the col-
lection will not be recommended until a substantial number of users have rated
them.

Content-based methods analyze the common features among the items a vis-
itor liked and recommends those items that have similar features. The main
problem of applying content-based techniques for museum tour personalization
is that both automatic feature extraction from graphical images and manual
assignment of these features are difficult so that a recommender system usually
has a rather limited set of features, which may not tell about some qualities
of some artwork. An additional problem here is that two different pieces with
the same set of features (with similar values), can not be distinguished by the
recommender system.

For MNEMOSYNE, we have chosen a Hybrid approach that combines col-
laborative and content-based methods: we combine recommendations produced
separately by content-based and collaborative techniques to develop a generic
model that includes elements of both types of techniques.

4 Active Vision for Visitor Profiling

Several application domains, including museum security and surveillance, rely
on large number of video sequences captured using a combination of cameras
of various types: fixed-lens, steerable pan-tilt-zoom, thermals, omnidirectional,
and handheld sensors [11]. Recent progress in camera hardware and communi-
cation technologies has led to an evolution of camera networks into networks of
smart cameras and highly capable mobile imaging systems. These open up novel
opportunities for scientific discovery in image analysis, especially in wide area
scene analysis. Wide area scene analysis builds upon multi-view image analysis,
which is an active sub-area of computer vision which use visual data captured
via camera networks and has its own unique challenges, including:

– The ability to integrate information over a wide area;
– Cooperation between camera;
– Active control of the network; and
– Scalability.

These advances in recent years have created a unique opportunity for the
MNEMOSYNE project: to exploit state-of-the-art computer vision techniques
in heterogeneous sensor networks as well as the installed video surveillance in-
frastructure in modern museum environments in order to perform remote visitor
profiling in terms of what museum pieces they exhibit interest in, how long
they linger before a particular display, and what course they follow through the
museum environment. In MNEMOSYNE we will leverage our existing work in
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computer vision and video surveillance to perform this “visual profiling” of mu-
seum guests. In this section we describe some of the architectural aspects of
the camera network and systems that we will use to implement museum visitor
profiling in the MNEMOSYNE project.

4.1 Building Blocks

In order to profile visitors, the system will use a network of fixed (master) cam-
eras, and a number of active PTZ (slave) cameras. We have described in previous
work several components to:

– Accurately detect and track visitors [3]
This module will be responsible for keeping track of visitors and their route
as then move through the museum. Our sensor network will incorporate a
combination of fixed and active sensors, which complicates this aspect of the
system.

– Capture high-quality face imagery [12]
This component will allow us to associate an “identity” in the form of a face
with each tracked visitor.

– Recognize actions of visitors [4]
Simple actions like pointing or grouping, when accurately detected, are rea-
sonable indicators of visitor interest.

The first component is one of the most investigated in the literature on com-
puter vision and video surveillance. In the heterogeneous sensor case, however,
there is significantly less work to build on. In this case two cameras are typically
associated in a master-slave relationship: the master camera is kept stationary
and set to have a global view of the scene so as to permit it to track several enti-
ties simultaneously. The slave camera is used to follow the target trajectory and
generate close-up imagery of the entities driven by the transformed trajectory
coordinates, moving from target to target and zooming in and out as necessary.
The solutions proposed in [2] [25] do not require direct calibration but impose
some restrictions in the setup of the cameras. The viewpoints between the mas-
ter and slave camera are assumed to be nearly identical so as to ease feature
matching. In [25], a linear mapping is used that is computed from a look-up ta-
ble of manually established pan and tilt correspondences. In [2], a look-up table
is employed that also takes into account camera zooming. In [19], it is proposed
a method to link the foot position of a moving person in the master camera se-
quence with the same position in the slave camera view. The methods proposed
by [14], [15] require instead direct camera calibration, with a moving person and
calibration marks.

4.2 Preliminary Results: Scene Learning and Visitor Tracking

In this preliminary phase of the project the focus is on establishing at frame-rate
the time variant mapping between PTZ cameras present in a network as they
redirect the gaze and zoom to acquire high resolution images of moving targets
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Fig. 3. Pairwise relationships between PTZ cameras for a sample network of three
cameras

for profiling purposes. This is critical in the MNEMOSYNE scenario because
any system must be easily re-deployable in new environments, and should also
work in semi-stable environments in general (exhibits change).

We build upon the work [7] which exploits a prebuilt map of visual 2D land-
marks of the wide area to support multi-view image matching. The landmarks
are extracted from a finite number of images taken from a non calibrated PTZ
camera. At run-time, landmarks that are detected in the current PTZ camera
view are matched to those of the base set in the map. The matches are used to
localize the camera with respect to the scene and hence estimate the position of
the target body parts.

According to [7], cameras with an overlapping field of view can be set in a
master-slave relationship pairwise. According to this, given a network of M PTZ
cameras Ci viewing a planar scene, N = {Cs

i}M
i=1, at any given time instant each

camera can be in one of two states s ∈ {master, slave}.
As shown in Fig. 3 the three reference planes Π1, Π2, Π3 observed respectively

by the cameras C1, C2 and C3 are related to each other through the three
homographies HΠ

12, HΠ
13, HΠ

23. Instead, at time t the current image plane is related
to the reference plane through the homographies H1

t , H
2
t and H3

t . If the target X is
tracked by C1 (acting as master) and followed in high resolution by C2 (acting
as zooming slave), the imaged coordinates of the target are first transferred
from Π1 to Π2 through HΠ

12 and hence from Π2 to the current zoomed view of
C2 through H2

t . Referring to the general case of M distinct cameras, once Hk
t and

HΠ
kl, k ∈ 1..M , l ∈ 1..M with l �= k are known, the imaged location of a moving

target tracked by a master camera Ck can be transferred to the zoomed view of
a slave camera Cl according to:

Tkl
t = Hl

t · HΠ

kl (1)
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(a) (b)

Fig. 4. Example of a frame analyzed with the proposed technique. (a): Master camera
view: the target is detected by background subtraction. (b): Slave camera view: the
particles show the uncertainty of the head position of the target.

Under the assumption of vertical stick–like targets moving on a planar scene the
target head can be estimated directly by a planar homology [23,10] as shown in
Fig. 4.

In our preliminary experiments we have seen that in indoor environments we
are able to quickly learn a map of visual landmarks that allow our cameras to
orient themselves in the environment. These maps can then be used to accurately
locate and track humans in the 3D environment.

4.3 Preliminary Results: Head Localization

In order to extract more information more meaningful to the task of visitor
profiling, we have also concentrated on extracting head positions from the views
of the slave-camera. In MNEMOSYNE this will be used for focusing higher-level
analysis modules on heads in order to estimate, for example, where the visitor
is looking.

Fig. 5. Head localization accuracy for the test sequence shown in Fig. 4
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To evaluate the head localization error in the slave camera we corrupt the two
pairs of parallel lines needed to estimate the vanishing line and the four points
needed to estimate the homography HΠ

12, with a white, zero mean, Gaussian noise
with standard deviation between 0.1 and 9 pixels. This procedure was repeated
1000 times and averaged over trials. Plots of the mean error in head localization
are reported in Fig. 5. As it can be seen, after a brief transient (necessary to
estimate the initial camera pose), the mean error falls to small values and grows
almost linearly as the focal length increases.

5 Discussion

MNEMOSYNE is a three-year project funded by the Region of Tuscany and
the European Commission whose main goal is to find new solutions for adaptive
user-profiling in interactive museum contexts. The unique and novel aspect of the
MNEMOSYNE project is that it exists precisely at the point where interactive
museums and computer vision intersect. The tools of computer vision will give
us complete coverage of each visitor’s pattern of visitation. With this dense
flow of information about each visitor, we will be able to build a more accurate
profile and customize the experience for them on-the-fly. This type of profiling
also opens up the door to suggest other exhibits, other museums, or to create
networks of MNEMOSYNE exhibits which are interlinked to create a web of
interactive, multimedia museums.

Preliminary experiments with existing computer vision systems have only just
begun in a laboratory setting. Ongoing work is concentrating primarily on (i)
generalizing the visual landmark mapping system to work in indoor, crowded
environments; and (ii) incorporating mobile, worn and/or carried sensors (e.g.
smartphones) into our sensor network model, fusing information with these
streams in order to accurately associate visitor observations without the need
for accurate tracking.

Acknowledgment. This work is supported by a grant from La Regione Toscana
and the European Commission.
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Abstract. The use of new media in the service of cultural heritage is a
fast growing field. The development of dynamic web has changed the con-
cept for sharing information, allowing quick access to data and enabling
the contents update through the active participation of users. Build-
ing digital heritage requires substantial resources in materials, expertise,
tools and cost. Also there is a necessity of reflection to promote forms of
electronic publication adapted to the needs of archaeologists. This con-
tribution describes an approach and it main strategic choices followed in
the construction of an open system through Internet to access and share
archaeological information concerning to pottery shapes.

Keywords: Archaeological pottery, integrated technologies, web system.

1 Introduction

The study and analysis of archaeological ceramics constitutes one of the most
frequent activities of the archaeological work, which consists habitually of clas-
sifying the thousands of ceramic fragments gathered in the interventions and
selecting those that contribute to deduce forms, functions and chronology [7].

The different criteria used in the elaboration of classifications do not con-
tribute to homogenize the analysis of the pottery shapes, since the election of
criteria depends on each researcher and moment [9]. Shepard saw three phases in
the election of criteria: the study of whole vessels as culture objects; the study
of sherds as dating evidence for stratigraphic sequences; the study of pottery
technology as a way of relating more closely to the potter, but she did not try
to put dates to them.

Chronologically, the most used criteria have been artistically, typological,
functional, technological, statistical, and contextual. In the last years there is
a growing interest in integrating ceramics into a wide analysis of finds assem-
blages. This must be the next step in ceramic analysis: having integrated the
various aspects of ceramics investigations, paying special interest in the spatial
and temporal context.

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 51–62, 2012.
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In this contribution an on line system for storage, analysis, query and vi-
sualization of archaeological pottery is shown. Also this system is created as
aggregating tool of pottery shapes (complete vessels or fragments from the rim
or the base). This system is a useful tool for integrating all the information
concerning to pottery sherds.

This paper is structured as it follows: first of all the spatial and temporal
context is defined, then the methodology carried out for the systematization
of the semantic and graphical information concerning to archaeology pottery is
exposed, next the computer tools used for the realization of the ceramic reference
collection are explained and finally the conclusions will be exposed.

2 A Computerized Method for Documentation of
Ceramics: The Case of the CATA Project

2.1 The CATA Project: An Introduction

The CATA project (Archaeological Wheel Pottery of Andalusia) is an on line
system for classifying and categorizing archaeological pottery.

The main goal of this project is to create a useful working tool in Internet,
which would help to solve usual problems that archaeologists normally deal with.
As has been mentioned, one of their more normal tasks is to classify thousand
of pottery fragments retrieved in each archaeological work and select those ones,
which give enough information for inferring shapes functions and chronologies.

The objectives of this virtual Corpus are:

– To achieve general valid protocols for the studying of the wheel-made pottery
of Andalusia based on a selected reference array.

– To obtain a database with the pottery collections and the 2D drawings done
until the moment and published or stored in archives.

– To develop useful communication channels on Internet to arrange a reference
collections for the archaeologists and to make a database where professional
archaeologists would be able of adding the results of their archaeological
works.

The model is designed to be used as a professional tool in Archaeology; any
archaeologist would have the opportunity of comparing or testing the materials
of his/her excavation or surveys and obtain levels of similarity concerning the
series include in this project.

2.2 Area of Study

The selected ceramic material comes from different archaeological sites located
in the East area of Andalusia, specifically from the provinces of Jaén, Granada
and Córdoba. Most of the ceramic vessels have been documented in the province
of Jaén, since they pertaining to Iberian period (S. V B.C. I A.C.) In this area
there is an expanded tradition with respect to the study of ceramic typologies of
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Fig. 1. Studied Area

the Iberian period, emphasizing the work of Pereira [8] for the Iberian ceramics
painted of the valley of Guadalquivir, see Fig. 1.

The combination of diverse archaeological sites, with different chronologies
makes the accomplishment of a diachronic and synchronous study possible.
(Table 1).

Table 1. No settlements, chronology and number of studied vessels

No of Settlements Chronology No of Vessels

2 VII BC - V BC 90

9 IV BC - III BC 829

4 II BC - II AC 255

1 III AC 85

TOTAL 1259

The sample for the analysis has been made in basis of 1259 complete forms
whose chronology goes from the VII B.C to the S. II A.C., belonging to 16
archaeological sites from the previously mentioned area of Andalusia.

2.3 The Standardization of the Data

The first step in creating the CATA system is the definition of the protocols
required for the analysis and study of pottery vessels found in Andalusia. These
protocols are valid and applicable to different historical periods.

The second step is to define the key variables which synthesis the description
and definition of vessels and sherds. The four most important variables are based
on the work of Orton, Tyers and Vinci [7] date, distribution, functionality and
state of preservation.

CATA adds an additional variable to the above:

Measurement variables. Measurements are based on a raster or vector image
that is the drawing of the pottery vessel. The following subclassification is used:
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– Basic measurements: vessel diameter, height, volume and weight.
– Complementary measurements: these define and numerically specify the most

significant parts of the morphology of a vessel (rim, handle and base).

Qualitative variables are related to the manufacturing process of the vessel.
Therefore inside this range of variables are included aspects regarding the shaped
of the vessel, type of oven treatment, chemical composition of the clay and addi-
tives added to the clay. Also is considered the description of the morphology of
the vessel, distinguishing rims, handles and bases; surface treatment and chem-
ical analysis.

Preservation variables. The preservation variables are related to the physical
state of the vessel (complete or fragmented), alterations suffered by the artifact,
and the manufacturing treatments used to create the vessel (used propose to
restoration and conservation of a pottery vessel).

Contextual variables. Finally, variables have been added to describe the con-
text in which the artifact is found. A pottery vessel or fragment is associated
with a temporal and a spatial context. The identification of the context allows
correct dating, deduction of functionality, and the application of geographical
significance.

Together with the systematization of the semantic information regarding to
the archaeological pottery, graphical information has been standardized through
a process of digitalization. This process can be divided into the following steps:

– Digitalization of drawings from archives.
– Vectorization of the contours.
– Separation of the profiles for its later computer processing.
– Export of the drawings of the profiles to a raster format without compression

(PNG) for their subsequent comparison.

The sample of the reference collection is formed by drawings of complete vessels,
understanding as such drawings of complete profiles or fragment drawings which
had enough graphical information to reconstruct the complete section of the
vessel, see Fig. 2.

The drawings of the complete vessels come mainly from archives of scientific
literature. The documentation available has been compiled to homogenize the

Fig. 2. a) Digitized drawing from a publication; b) Previous image vectorization; c)
Vessel’s profile



Computer Tools for Archaeological Reference Collections 55

graphical information, which is not standardized and does not follow canons at
the time of its study and publication.

Once compiled all the publications in which appear drawings of ceramic ves-
sels it carries out a task of digitalization of these drawings to homogenize the
visual reconnaissance of all the drawings, to convert images into vectors and to
compress the space of each image for its later computer processing.

3 Computer Tools for on Line Reference Collection

In this section is exposed the main computer tools for the construction of the
ceramic reference collection developed in this project.

3.1 Databases

Data archaeology is a skilled human task, in which the knowledge sought depends
on the goals of the analyst, cannot be specified in advance, and emerges only
through an interactive process of data segmentation and analysis.

Data from archaeological excavation is suitable for computerization although
they bring challenges typical of working in non-scientific subjective areas. Mean-
ing and significance within data are established on-site and afterwards by a
heuristic process of discussion and contestation, a process at odds with the rig-
orous demands of database design.

A common and powerful method for organizing data for computerization is
the relational data model. Relational databases have a very well-known and
proven underlying mathematical theory, which makes possible automatic query
optimization, schema generation from high-level models and many other features
that are now vital for mission-critical Information Systems development and
operations [2].

The database engine selected for CATA system is MySQL due to the facilities
given for Web design and the easy implementation with programming language
such PHP.

Once the above mentioned variables are defined and clarified, the next step
is to create the table schemas using these variables and defining the relation
amongst them, see Fig. 3.

In this case has been differentiated between two main levels: a high level, the
archaeological site; and an artifact level represented by the pottery vessels. The
systematization of the documentation is made using different types of fields for
storing and searching numerical values, text, images and videos.

3.2 Image Comparison

There are different methodologies for the estimation of the similarity of vessels
profiles. Maiza and Gaildrat [3] propose the use of an automated methodology
to establish the relationship of relating a sherd to a known pottery vessel model
in basis of 3D models forms and semantic information.
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Fig. 3. Table schemas for the relational database used in CATA system
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Bishop, Cha and Tappert [1] combine information of shapes forms, textures
and colours for obtaining degrees of similarity between ceramics shapes.

In order to estimate the similarity between two profiles, a comparison tech-
nique based on non-rigid deformation analysis is designed and developed in
CATA project [4].

First of all, a measure to evaluate the effort or deformation energy needed
to apply to a given contour in order to adapt it to another is defined. The
deformable model given by Nastar [5][6] is used, which is described briefly below.

This model was first used for analyzing the non-rigid motion of structures
in temporal sequences of 2D and 3D biomedical images. The mechanical for-
mulation of the problem consists in assuming that the contour is made up of
a set of points (or nodes) with mass, joined together by springs. These elastic
springs provide a polygonal approach of the contour and are supposedly iden-
tical, without mass, with stiffness k and length l0. These springs modelize the
surface elasticity of the object.

For the comparison of the complete profiles, being that is already known
the number of points of the simple, a reference prototype is used. Each profile
can be classified in relation to its deformation spectrum to the prototype. This
way, similarity between two profiles can be computed as the Euclidean distance
between their associated deformation spectra.

d(D1, D2) =
1
p

√√√√ p∑
i=1

(ũi(D1) − ũi(D2))2 (1)

The prototype C (Figure 4) is the circumference centred in (0.5, 0.5) and that
passes through the point (0, 0) subsampled uniformly in N points. All the profiles
should be scaled in relationship to the prototype. This makes our measure of
deformation invariant to scale.

First the profile P is aligned over the profile to calculate the spectrum, the
lowest point of the axis of rotation is aligned with the point (0, 0). Next, P is
scaled uniformly so that its highest point corresponds with the edge of the piece
that belongs to the circumference C.

Fig. 4. Circumference C used as prototype figure
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Different techniques are designed to establish the correspondence between the
points (nodes) of the profile and the points of the prototype. The best results
have been achieved when the profile is divided in exterior and interior halves that
connect the origin with the edge of the piece. Both curves have been subsampled
uniformly in N/2 points (Figure 5).

Fig. 5. Correspondence between profile and prototype nodes

Finally some results are shown (Figures 6 and 7).

Fig. 6. Output obtained from the system. First row: query profile. Second row: related
profiles (ground truth) provided by an expert. Third an fourth rows: first fourteen
profiles returned by the system, with the ones belonging to the related profiles set
marked in light gray.
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Fig. 7. Output obtained from the system. First row: query profile. Second row: related
profiles (ground truth) provided by an expert. Third row: first seven profiles returned
by the system, with the ones belonging to the related profiles set marked in light gray.

3.3 User Interface

The Internet interface is oriented on the one hand to implement the computer-
ization tools to storage, retrieval and compare ceramic shapes and by another
one to offer to the users an interactive access to the system. The results and
the access on line to the application of this project are exposed in the following
URL: http://cata.cica.es/.

First of all, different categories of users are defined:

– Invited: they can consult all the information available in the reference col-
lection.

– Registered: they can add and edit information in the system with data of
fragments or complete vessels from their own archaeological interventions.

The data uploaded in the system is controlled and validated by an administrator
to guarantee the quality of the contents (Figure 8).

Once the user has accessed into the application, the information concerning to
the archaeological sites is showed. In this section are exposed the administrative
data and their geographical situation through Google maps. In another screen
the information of the complete vessels and the fragments is available. The first
level of information of the pieces is a list with the identification of each one, their
historical period and the site in which they are documented. Also, more specific
information within the descriptions of the variables above mentioned and the
graphical materials (drawings and videos) is exposed (Figure 9)and (Figure 10).

Besides, it is possible to search information on line. There are two systems for
retrieving information:

- Search by predetermined data (chronology, site, type of rim, base or handle
and type of surface treatment).

- Search by image profile. The above mentioned module for image profile
comparison is implemented in the system.
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Fig. 8. Schema of CATA

Fig. 9. CATA web application screenshot

Fig. 10. CATA web application screenshot
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Also, this system can be considered a 2.0 on line application, since this type
of systems is defined as all those utilities and services of Internet that contain a
database, which can be modified by the users (adding, editing or deleting infor-
mation or associating data to the existing information [10].

4 Conclusions

To resume, the investigation of this project is focused on the development of
a methodology for the classification, storage and management of archaeological
pottery sets. In this sense, the collaboration between archaeologist and computer
scientists permits the development of useful applications. There is, however,
still a need for further development of information systems specifically targeted
at using the full range of applied computation mathematics in archaeological
pottery analysis.

This application can be considered an on line reference collection of archae-
ological ceramic. One of the advantages of the use of this systems is that make
possible the unification and standardization of different criteria.

Nevertheless, there must be agreement on common standards for sharing in-
formation and the use of controlled vocabularies. This is the reason why stan-
dardized data interchange formats should be used and enforced for Internet
knowledge transactions. In this direction, it is important to achieve full interop-
erability though the contents translation into multiple languages and to develop
multi-lingual thesauri.

Other challenge is to ensure that e-reference collections must be developed in
ways that are suitable for long-term digital preservation.

The work involved in re-purposing reference collections for multiple audiences
is not trivial. Reference collections are generally developing by specialists for
specialists and may required layers of supporting information to render them
comprehensible to general users [10]. In this way it is necessary make available
contents on line taking into account the different profiles of all the possible users
that can access.
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Program of CICE (regional government) and the European Union ERDF funds
under research projects P07-TIC-02773 and Project HUM-890 Corpus Virtual
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Abstract. The amount of digitized legacy documents has been rising
dramatically over the last years due mainly to the increasing number of
on-line digital libraries publishing this kind of documents. On one hand,
the vast majority of these documents remain waiting to be transcribed
into a textual electronic format (such as ASCII or PDF) that would
provide historians and other researchers new ways of indexing, consult-
ing and querying these documents. On the other hand, in some cases,
adequate transcriptions of the handwritten text images are already avail-
able. This drives an increasing need to align images and transcriptions in
order to make it more comfortable the consulting of these documents. In
this work two systems are presented to deal with these issues. The first
one aims at transcribing these documents using a interactive-predictive
approach, which integrates user corrective-feedback actions in the proper
recognition process. The second one presents an alignment method based
on the Viterbi algorithm to find mappings between word images of a given
handwritten document and their respective (ASCII) words on its given
transcription.

Keywords: Handwritten text recognition, Multimodal interactive
framework, Viterbi alignment.

1 Introduction

The task of transcribing old handwritten documents is becoming an important
research topic, specially because of the increasing number of on-line digital li-
braries publishing large quantities of digitized legacy documents. The vast ma-
jority of these documents, hundreds of terabytes worth of digital image data,
remain waiting to be transcribed into a textual electronic format (such as ASCII
or PDF) that would provide researchers and general public new ways of indexing,
consulting and querying these documents.

The transcription of handwritten text in these documents is usually carried
out by experts in paleography, who are specialized in reading ancient scripts,
characterized, among other things, by different calligraphy/print styles from di-
verse places and time periods. In general, this is a slow and very expensive
activity.

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 63–73, 2012.
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Up-to-date handwritten text recognition (HTR) systems are not accurate
enough to substitute the experts in these transcription tasks. The variability of
the handwriting, the complexity of the styles and the open vocabulary, explain
most of the difficulties encountered by these recognition systems [12,17,7,3]. In
order to produce adequately good transcriptions using these systems, once the
full recognition process of one document has finished, heavy human expert revi-
sion is required to really produce a transcription of standard quality. The human
transcriber is then responsible for verifying and correcting the mistakes made
by the system. Given the high error rates involved, such a post-editing solution
is quite inefficient and uncomfortable for the human corrector.

An effective alternative to post-editing is an interactive approach called “Mul-
timodal Computer Assisted Transcription of Text Images” (MM-CATTI) pro-
posed in [15]. Here, the automatic HTR system and the human transcriber
cooperate to generate the final transcription, thereby combining the accuracy
provided by the human operator with the efficiency of the HTR system. The
implemented MM-CATTI system is presented in section 2.

While the vast majority of legacy documents are currently only available in the
form of digital images, for a significant amount of these documents (manually
produced) transcriptions are already available. In these cases, digital libraries
typically offer both the original images and the corresponding transcriptions.
Generally speaking, most documents have transcriptions aligned only at the
page level (not at the level of individual text lines or words), which renders
the visualization and consulting of these documents rather uncomfortable for
the historians and general public1. This fact has suggested the development of
automatic alignment techniques which generate a mapping between each line
and word on a document image and its respective line and word on its electronic
transcription [16,13]. These alignments can help quickly locating text images
while reading a transcription, with useful applications to editing, indexing, etc.
In the opposite direction, the alignment is useful for people trying to read the
text image directly, when arriving to complex or damaged parts of the document.
Section 3 presents an image-transcription alignment system which carries out
this task.

2 Multimodal Computer Assisted Transcription of
Handwritten Text Images

When transcribing a document image, usually a post-edition process is carried
out when error-free transcriptions are expected. An interactive on-line scenario
has been presented in previous works [15] as an alternative to post-editing. This
scenario is called “Computer Assisted Transcription of Handwritten Text Im-
ages” (CATTI) and, rather than full automation, aims at assisting the human in
the proper recognition-transcription process; that is, to facilitate and to speed
up the transcription task of handwritten texts.

1 See for example http://darwin-online.org.uk/manuscripts.html

http://darwin-online.org.uk/manuscripts.html
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In the CATTI framework, the user is involved in the transcription process
since she is responsible of validating and/or correcting the Handwritten Text
Recognition (HTR) output [15]. The protocol that rules this process can be
formulated in the following steps, which are iterated until a correct transcription
is obtained (see Figure 1):

(a) The HTR system proposes a full transcription (ŝ) of an input handwritten
text line image. (b) The user validates the longest prefix of ŝ which is error-free
and enters some keystrokes (word v) to correct the first error in the suffix. (c) An
extended correct prefix (p) is produced based on the previously validated prefix
and the corrections made by the user. (d) Using this new prefix, the system
suggests a suitable continuation (ŝ) and the process goes on from (b) above.

In order to improve human transcriber productivity and to make the previ-
ous defined protocol friendlier for the user, “pure” mouse action feedback was
studied in detail in [11]. As soon as the user points to the next system error, the
system proposes a new, hopefully more correct continuation, thereby trying to
anticipate the intended user correction. This way, many explicit user corrections
are avoided, saving significant amounts of expected human effort.

Furthering the goal of making the iteration process friendlier to the user led
us to the development of Multimodal CATTI (MM-CATTI) [15,14]. Traditional
peripherals like keyboard and mouse are used in CATTI to unambiguously pro-
vide the feedback associated with the validation and correction of the successive
system predictions. Nevertheless, using more ergonomic multimodal interfaces

x

INTER-0 p
ŝ ≡ ŵ antiguos cuidadores que en el Castillo sus llamadas
p′ antiguos

INTER-1 v ciudadanos
p antiguos ciudadanos
ŝ que en el Castillo sus llamadas
p′ antiguos ciudadanos que en

INTER-2 v Castilla
p antiguos ciudadanos que en Castilla
ŝ se llamaban

FINAL v #
p ≡ t antiguos ciudadanos que en Castilla se llamaban

Fig. 1. Example of CATTI interaction to transcribe an image of the Spanish sentence
“antiguos ciudadanos que en Castilla se llamaban”. Initially the prefix p is empty, and
the system proposes a complete transcription ŝ ≡ ŵ of the input image x. In each
interaction step the user reads this transcription, accepting a prefix p′ of it. Then, he
or she types in some word, v, to correct the erroneous text that follows the validated
prefix, thereby generating a new prefix p (the accepted one p′ plus the word v added
by the user). At this point, the system suggests a suitable continuation ŝ of this prefix
p and this process is repeated until a complete and correct transcription of the input
signal is reached. In the final transcription, T , the underlined boldface words are the
words typed by the user. In this example the estimated post-editing effort is 5/7 (71%),
while the corresponding interactive estimate is 2/7 (29%). This results in an estimated
effort reduction of 59%.
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Fig. 2. Left: illustration of CATTI multimodal user-interaction using a touch-screen.
Right: page fragment showing a line image being processed.

should result in an easier and more comfortable human-computer interaction,
at the expense of the feedback being less deterministic to the system. This is
the idea underlying MM-CATTI, which focus on touchscreen communication,
perhaps the most natural modality to provide the required feedback in CATTI
systems. It is worth noting, however, that the use of this more ergonomic feed-
back modality comes at the cost of new, additional interaction steps needed to
correct possible feedback decoding errors. Therefore, solving the multimodal in-
teraction problem amounts to achieving a modality synergy where both main
and feedback data streams help each-other to optimize overall accuracy. Several
experiments carried out in [15] show that the number of additional interaction
steps is kept very small thanks to the MM-CATTI ability to use interaction-
derived constraints to considerably improve the on-line HTR feedback decoding
accuracy. More specifically, MM-CATTI feedback decoding accuracy increases
by around 20% with respect to using just a conventional, off-the-shelf on-line
HTR decoder for the correction steps.

Figure 2 (left) shows a user interacting with the MM-CATTI system by means
of a touchscreen. Both the original image and the system’s transcription hypothe-
ses can be easily aligned and jointly displayed on the touchscreen (Figure 2,
right). A publicly available2 web-based demonstrator of this system has recently
been presented in [9]. It provides a socket based, client-server multiuser environ-
ment, where several users across the globe can work concurrently on the same
task. In addition, the web server and the MM-CATTI engine do not need to be
physically at the same place. To work with the demonstrator, first a document
and a page to transcribe are selected. Then, the user transcribes the handwritten
text images line by line, using the keyboard and mouse to make corrections. If
an e-pen is available, the MM-CATTI engine additionally uses its on-line HTR
feedback decoder to recognize the user corrective pen-strokes. Then, taking into
account the (multimodal) user corrections, the MM-CATTI engine responds with
a suitable continuation to the prefix validated by the user. Figure 3 shows dif-
ferent MM-CATTI e-pen interaction gestures: the user can explicitly write the
correct word, make a diagonal line to delete an erroneous word, make a vertical

2 See catti.iti.upv.es

catti.iti.upv.es
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Fig. 3. Four interaction gestures to generate and/or validate an error-free prefix. From
left to right, top to bottom: substitution, single click validation, deletion, and insertion.

line followed by text to be inserted, or make a single click to ask for another
suitable continuation.

3 Aligning Text-Images and Transcriptions

As mentioned in the introduction, several handwritten documents include both,
the handwritten material and its proper transcription (in ASCII or PDF for-
mat). This fact has motivated the development of methodologies to align these
documents and their transcriptions, i.e. to generate a mapping between each
word image on a document page with its respective ASCII word on its tran-
scription [13].

Two different levels of alignment can be defined: line level and word level.
Line alignments attempt to obtain beginning and end positions of lines in tran-
scribed pages that do not have synchronized line breaks. This information al-
lows users to easily visualize the page image documents and their corresponding
transcriptions. Moreover, using these alignments as segmentation ground truth,
large amounts of training and test data for segmentation-free cursive handwrit-
ing recognition systems become available. On the other hand, word alignments
allow users to easily find the place of a word in the manuscript when reading
the corresponding transcription. For example, one could display both the hand-
written page and the transcription and whenever the mouse is held over a word
in the transcription, the corresponding word in the handwritten image would be
outlined using a box. In a similar way, whenever the mouse is held over a word
in the handwritten image, the corresponding word in the transcription would be
highlighted (see figure 4).
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Fig. 4. Screen-shot of the alignment prototype interface displaying an outlined word
(using a box) in the manuscript (left) and the corresponding highlighted word in the
transcription (right)

Creating such alignments is challenging since the transcription is an ASCII
text file while the manuscript page is an image. The alignment method im-
plemented here (henceforward called Viterbi alignment), relies on the Viterbi
decoding approach to Handwritten Text Recognition (HTR) based on Hidden
Markov Models (HMMs) [1,12]. These techniques are based on methods origi-
nally introduced for speech recognition [2]. In such HTR systems, the alignment
is actually a byproduct of the proper recognition process, i.e. an implicit seg-
mentation of each text image line is obtained where each segment successively
corresponds to one recognized word. In our case, word recognition is not actually
needed, as we do already have the correct transcription. Therefore, to obtain the
segmentations for the given word sequences, the so-called “forced-recognition”
approach is employed, which consists in recognizing an imposed known sequence
of words and get in this way their underlying segmentations.

4 HTR Technology Overview

The implementation of the systems described in this work involved three common
different parts: document image preprocessing, line image feature extraction and
Hidden Markov Model training/decoding.
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It is quite common for ancient documents to suffer from degradation problems.
Among these are the presence of smear, background of big variations and uneven
illumination, spots due to the humidity or marks resulting from the ink that goes
through the paper (generally called bleed-through). In addition, other kinds of
difficulties appear in these pages as different font types and sizes in the words,
underlined and/or crossed-out words, etc. The combination of these problems
contributes to make the recognition process difficult, therefore a preprocessing
module becomes essential.

Concerning the preprocessing module used in this work, the following steps
take place: first, skew correction is carried out on each document page image;
then background removal and noise reduction is performed by applying adequate
filters [4] on the whole page image. Next, a text line extraction process based on
local minima of the horizontal projection profile of the page image, divides the
page into separate line images [8,6]. In addition, connected components are used
to solve the situations where local minima alone do not allow to obtain a clear
text line separation. Finally, slant correction and non-linear size normalization
are applied [12] on each extracted line image.

As our alignment and recognition system is based on Hidden Markov Models
(HMMs), each preprocessed text line image has to be represented as a sequence
of feature vectors. To do this, the feature extraction module applies a grid to
divide the text line image into squared cells. From each cell, three features are
calculated: normalized gray level, horizontal gray level derivative and vertical
gray level derivative. The way these three features are determined is described
in [12]. Columns of cells or frames are processed from left to right and a feature
vector is constructed for each frame by stacking the three features computed
in its constituent cells. Hence, at the end of this process, a sequence of 60-
dimensional feature vectors (20 normalized gray-level components, 20 horizontal
and 20 vertical derivatives components) is obtained. An example of feature vec-
tors sequence, representing an image of the Spanish word “Castilla” is shown in
the upper part of figure 5.

Characters are modeled by continuous density left-to-right HMMs, with 6
states and 64 Gaussian mixture components per state. This topology (number
of HMM states and Gaussian densities per state) was determined by tuning
empirically the system on several corpora. Once a HMM “topology” has been
adopted, the model parameters can be easily trained from images of continuously
handwritten text lines (without any kind of word or character segmentation) ac-
companied by the transcription of these images into the corresponding sequence
of characters. This training process is carried out using a well known instance
of the EM algorithm called forward-backward or Baum-Welch re-estimation [2].
Figure 5 (bottom) shows an example of HMM character modeling.

Each lexical word is modelled by a stochastic finite-state automaton which
represents all possible concatenations of individual characters that may compose
the word. On the other hand, text line sentences are modelled using backoff bi-
grams, with Kneser-Ney back-off smoothing [5], which are estimated using the
given transcriptions of the trained set.
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Fig. 5. Example of 5-states HMM modelling (sequences of feature vectors of) instances
of the character “a” within the Spanish word “Castilla”. The states are shared among
all in- stances of characters of the same class. The zones modelled by each state show
graphically subsequences of feature vectors (see details in the magnifying-glass view)
compounded by stacking the normalized grey level and its both derivatives features.

All these finite-state (HMM character, word and sentence) models can be
easily integrated into a single global model on which the search for decoding
the input feature vectors sequence into the output words sequence is performed.
This search is optimally done by using the Viterbi algorithm [2], which provides
detailed word alignment information as a byproduct.

5 Evaluation Results

MM-CATTI: Experiments were carried out on several corpora [15,14,10]. Ac-
cording to the results of these experiments, when CATTI is compared with to-
tally manual transcription, the estimated user effort reductions range from 68%
to 80%. And, if compared with post-editing the results of a totally automatic
HTR output, the expected effort savings range from 5% to 23%.

For a typical transcription task, this means that to produce 100 words of
a correct transcription, a CATTI user should have to type only less than 20
words; the remaining 80 are automatically predicted by CATTI, thereby saving
a considerable amount of the (typing and, in part thinking) effort needed to
produce all the text manually. On the other hand, when compared with post-
editing, from every 100 (non-interactive) word errors, the CATTI user should
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Fig. 6. Word alignment for 6 lines of a particularly noisy part of the corpus. The four
last words on the second line as well as the last line illustrate some of over-segmentation
and under-segmentation error types.

have to interactively correct only less than 77. The remaining 23 errors would be
automatically corrected by CATTI, thanks to the feedback information derived
from other interactive corrections [15].

Alignment System: One kind of measure adopted to evaluate the quality of
alignments is the so-called alignment error rate (AER) [13], which measures
mismatches between word-images and ASCII transcriptions (tokens), excluding
word-space tokens. Preliminary results around 7% of AER were obtained on a
set of 53 pages from the “Cristo-Salvador” [10] handwritten old-document.

The two typical alignment errors are known as over-segmentation and under-
segmentation respectively. The over-segmentation error is when one word image
is separated into two or more fragments. The under-segmentation error occurs
when two or more images are grouped together and returned as one word. Fig-
ure 6 shows some of them.

6 Conclusions

In this paper, two systems have been described: one of them aiming at assisting
in the transcription of handwriting old documents, while the other one focus-
ing on the alignment between handwritten text images and their corresponding
transcriptions.

The assisted transcription system (MM-CATTI) is based on an interactive-
predictive framework which combines the efficiency of automatic HTR systems
with the accuracy of the experts in the transcription of ancient documents. In
this case, the words corrected by the expert become part of a increasingly longer
prefixes of the final target transcription. These prefixes are used by the MM-
CATTI system to suggest new suffixes that the expert can iteratively accept
or modify until a satisfactory, correct target transcription is produced. On the
other hand, for handwritten manuscripts whose transcriptions are already avail-
able, the presented alignment system maps every line and word image on the
manuscript with its respective line and word on the electronic (ASCII or PDF)
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transcription. This method takes advantage of the implicit alignments made by
the Viterbi decoding used in forced text image recognition with HMMs.

For these systems, adequate demonstrators have been implemented, which
clearly show the capabilities and potential benefits of using the proposed tech-
nologies. We believe these technologies are already pretty mature and we are
currently seeking to undertake projects involving large-scale field tests that will
allow us to validate and/or further develop these technologies.
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Abstract. This paper presents the results of an international archaeo-
logical project aiming to the study of non-verbal markings, named sigla,
found on objects discovered in different excavation sites distributed in
the Mediterranean area. The project is based on the involvement of an
interdisciplinary team of experts from American and Italian universities
and its aim is to develop a collaborative knowledge management system
for formulating new hypotheses about the meanings, functions and roles
of sigla stored in distributed archives. The paper analyzes knowledge in-
tegration problems and describes the design the environment supporting
collaborative activities among archaeologists. For analysis purposes, the
system integrates multimedia information retrieval strategies for recov-
ering sigla according to certain conditions of similarity and taking into
account other factors such as date, provenance and context. The con-
ditions of similarity are based on possible recurrent patterns of sigla,
connections and their layout merging from archaeologists’ descriptions
or drawings of sigla.

Keywords: Cultural Heritage, Knowledge Management, Ontology-
Based Model, User-centered Design, Participatory Design.

1 Introduction

A large percentage of studies of the classical world have been devoted to or based
upon archaeological remains, epigraphic texts and ancient literary sources. Re-
cent trends in scholarship [1,2,3], however, show a surge in interest in non-verbal
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Fig. 1. A set of images depicting sketches of sigla used to store sigla representations

markings, that can be incised, painted or stamped; they can be numbers or let-
ters, or abbreviations that can be considered part of a visual and non-verbal
communication. Examples of sigla are presented in figure 1. In particular this
paper reports a study about Etruscan markings as means of non-verbal commu-
nication (hereafter called sigla) discovered in Mediterranean archaeological ex-
cavations on objects of many different types and belonging to different contexts
of the spheres of Etruscan life and afterlife. Sigla are usually poorly published,
if at all, and receive little consideration in Etruscan studies in favor of letters
that form words and can therefore be studied from a linguistic perspective. Nev-
ertheless, non-verbal markings perform an important role for fostering studies
about the Etruscan language or for supporting new hypotheses about aspects of
the Etruscan culture.

In order to investigate the potential of communication in these markings, the
Università degli Studi di Milano and the Florida State University collaborate in
an international project called IESP - International Etruscan Sigla Project. The
aim of this project is to put together independent studies on sigla carried out
by an international team from the USA and Italy - archaeologists and computer
scientists, professors and students - who by sharing their research have been able



76 S. Valtolina et al.

to experiment and to develop terminology and methodology for designing new
systematic tools supporting their studies.

One of the goals of the IES project concerns the creation of an interactive sys-
tem based on an integration of different knowledge sources, including databases
of sigla and databases of archeological excavations able to recognize, group and
compare similar sigla by means of matching scanned images and other factors
such as date, provenance, context, descriptions, artifact type, artifact function,
and location of the mark on the artifact. Another novelty of this system is to
favor new forms of collaborative analyses in the archaeological field which re-
quire that different experts share their specialized knowledge, skills and work
across different geographic and time zones. In these situations, one of the major
problems to face and acknowledge is that these experts, belonging to different
scientific communities, may have different views and opinions about sigla in-
terpretations. Communicational and reasoning gaps arise among experts in the
team due to their different cultural backgrounds. The IES project supports these
types of cooperative activities through the definition of a collaborative knowl-
edge management system in which each expert can express her/his opinions and
interpretations externalizing the “why” and “how” of her/his idea by using an
annotation tool. The IES project is also open to accept sigla from different areas
outside Etruria in order to increase documentation, make comparisons possi-
ble among different cultural areas and better assess an contextualize Etruscan
evidences.

The paper is organized as it follows. Section 2 summarizes current trends in
studies upon archaeological non-verbal marking. Section 3 discusses our strat-
egy for designing a collaborative environment. Section 4 presents the knowledge
management model implemented to support archeologists in their analysis and
collaboration activities and to integrate different databases. Finally, Section 5
reports conclusions and future works.

2 Context of Archaeological Sigla

There are in existence thousands of examples of Etruscan non-verbal writing,
typically referred to as graffiti, a term that is found to be inadequate. The Latin
word siglum (pl. sigla; the corresponding term in a Greek context is sema, se-
mata) should be used instead to refer to such markings. The Etruscan examples,
showing one or more symbols, numbers or letters, date from around 700 BCE
to the first century BCE, and were incised, painted or stamped on objects of
many different types. The sigla occur on a remarkable range of objects: pottery,
weights, spindle whorls, sarcophagi, burial urns, roof tiles, architectural terra-
cottas, boundary stones, stone walls, lead missiles, bone and ivory plaques, and a
wide variety of artifacts in bronze (axes, fibulas, helmets, knives, razors, sickles).
The contexts include cemeteries, sanctuaries, ports, artisans’ quarters and habi-
tations, i.e., the full spectrum of the spheres of Etruscan life and afterlife. The
sites range widely in Italy, from the heartland of Etruria, to Etruscan expansion
areas on the Bay of Naples and near Bologna and the Po Valley. Comparable
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phenomena can also be found in other sites in the Mediterranean area such
as Greece, Crete and Turkey, now discussed and investigated during a recent
conference at the Florida State University.

The goal of the studies on Etruscan sigla [1,2,3] is to assess the real consistency
of archaeological indicators according to a deductive method taking into account
a dialectic comparison between the ideas of function and role. If, on the one hand,
the function of an object, used as support for sigla, can be suggested by its form,
on the other, its role can be determined each time by the archaeological context
retrieved both from the conditions of its discovery and from iconographic sources.
As a consequence this attitude is also a priority in considering sigla because their
meaning can change according to their archaeological context. This can be the
case of the siglum in shape of V that can have the meaning of number 5 or letter
U according to its context. This is also the case of the siglum formed by a cross
inscribed in a circle that can have the meaning of the Greek letter theta or be
the graphic representation of sacred space, based on principles of division and
orientation. Therefore a first phase in the IES project was to study the division
and orientation of sigla that suggest such a concern on pottery dating from the
Orientalising period (end of the 8◦ century BCE - first quarter of the 6◦ century).
According to these studies, it was clear the need of a digital system:

– to support questions about function and role in the field of sigla and a
according to a multifaceted perspective taking into account archaeological
data to a larger extent,

– to analyze cases of recurrent sigla as cultural indicators of non-verbal com-
munication within their different archaeological contexts.

The core of the system is a procedure to assess sigla with reference to their
geographical range and chronology, to the nature of the objects and contexts to
which they belong and to the layout of the graphic design. The enormous amount
of data, the variety of the cultural background of archaeological experts involved,
the wide span of different hypotheses about the interpretation of each siglum
type and their relationships urge the design of a tool to support collaboration
activities and dialectic comparisons.

3 Collaborative System

Nowadays several interactive systems are designed in order to support a shift of
the user’s role from that of passive consumer towards active producer of informa-
tion and knowledge, i.e. from consumers to prosumers [4,5]. A common element
at the base of these studies is an interest in user involvement in co-creative ac-
tivities. A typical example of this type of this co-creative work is discoverable in
the archeological activity carried out in the context of the IES project. Based on
their experiences, archeologists analyzing a siglum are able to identify and infer
information about its nature and possible meaning in respect to the function
and role of the support on which the siglum is placed. The archeologist’s expe-
rience is able to support her/him to discover particular features of the siglum or
a particular combination of sigla leading to formulate specific interpretations.
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Since non-verbal markings have been poorly published, and since the mean-
ings of these sigla are largely unknown, it is important to offer an environment
for fostering archeologists in creating a knowledge base useful to support stud-
ies in the context of the Etruscan language. Moreover, since the IES project
sees involved two different communities of archaeologists, one Italian and one
American, the final environment has to be able to support a dialectic compari-
son between different competences and knowledge related to the work of experts
that operate in a specialized collaborative system. To achieve these results it
is necessary to emphasize as, during the analysis process, different experts can
acquire knowledge from each other, accepting and interpreting their points of
view through multi-disciplinary and collaborative methodologies [6,7]. Therefore,
different actors belonging to different archeological spheres and thus having dif-
ferent points of view and competences, sometimes not overlapping, cooperate to
create a common awareness in order to achieve a common understanding and
interpretation [8].

The archeologists’ participation in co-creating knowledge is based on the def-
inition of a social-media platform able to play a focal role in adding value to
the Etruscan studies. This social-media-based tool enables mutual dialogues
among archeologists allowing them to exchange ideas, impressions, interpreta-
tions rather than merely allowing to submit content. Forums, blogs and wiki-
systems are examples of social-media tools for supporting debates and coop-
erative user-generated contents but the solution adopted in the context of the
IES project is based on the use of annotation strategies. Annotations allow ar-
chaeologists to trigger a discussion in the same environment used for inserting,
searching and visualizing sigla information.

Annotating an area of the interface the archaeologist can express his/her opin-
ion about the piece of information currently visualized. Further details about the
implemented solution are presented in section 4.3. However, the idea is to of-
fer to each expert an annotation tool for commenting hypotheses, ideas, notes,
and impressions of other members of the team [9]. The annotation tool as com-
municational medium for exchanging ideas and impressions is used in different
situations [10,11,12,13].Whereas, the concept of annotation has been defined by
several authors [13,14,15] and a comprehensive study on annotations is presented
in [10,11]in which detailed contours and complexity of annotations are defined.
Summarizing these studies is possible to said that an annotation is a note, added
by way of comment or explanation [14] to a document or to a part of a docu-
ment. In[12] the authors describe an annotation tool as a service that has to be
characterized by the following requirements:

– nested annotation: that is, the possibility to annotate another annotation,
– unique reference: that is, an annotation has to be referable by an handle,
– a set of signs: that is, the multimedia representation of the annotation (by

means of texts, graphics, images, sounds or combination of them),
– access policies: that is, if an annotation is public, private or sharable,
– indexing strategy: that is, the index structure used for supporting annotation-

based retrieval.
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Therefore, the idea at the base of this paper is to exploit an annotation tool
to allow different experts to create and explain knowledge associated to the
siglum, that is, the justifications that have brought to the definition of a specific
hypotheses or at the base of the performed analysis.

4 Knowledge Management System

As said in the previous section, the collaborative environment at the base of the
IES project is a virtual environment in which archaeologists work in a collab-
orative way during the various stages of the sigla analysis process. Within the
framework of this collaboration it is necessary to design a knowledge manage-
ment (KM) system able to manage:

– information regarding sigla and objects used as supports for sigla, discovered
in different archaeological excavations in the Mediterranean area and stored
in distributed archives,

– information regarding the analysis carried out by experts, using multimedia
information retrieval strategy, for formulating hypotheses and interpreta-
tions of sigla,

– information related to the annotations for supporting the collaborative ac-
tivities among archaeologists who externalize their reasoning using the an-
notation tool.

4.1 Knowledge Integration

A key inspiration for our KM system is the idea that modern archaeology would
benefit significantly from having access to information from a variety of het-
erogeneous data sources and being able to have multiple participants visually
observe factual and visual data in an intuitive and natural setting. The advan-
tage is that the investigation of sigla is not done in isolation but in relation to
historical, social, economical, and geographical contexts of the objects on which
the sigla are incised, painted or stamped. To address such integration problems,
our KM system yields fast and intuitive access to archaeological information
from distributed sources of sigla and excavations and provides the ability to rec-
ognize, group and compare similar sigla features by means of matching scanned
images or descriptions carried out by archaeologists and other factors such as
date, provenance, context, type, function, and location of the siglum on the
support. This KM model proposed in the IES project stems from the consid-
eration that, the integration of different archives has to face the problem of
defining a common terminology allowing the exchange of data in the right way.
To solve this problem the use of an ontology [16,17] was proposed as a strategy
to describe a given Etruscan domain and retrieve the associated context infor-
mation from distributed data sources. This ontology undertakes the role of “lin-
gua franca” able to integrate knowledge spread in different sigla and excavations
databases in order to offer a unique view about the heritage to be disseminated to
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archeologists. This common view, represented by the ontology, provides a formal
definition for the relevant domain’s concepts in order to create suitable relations
among different concepts and to adapt and interpret concepts and methodolo-
gies according to mutual interactions. Creating a new ontology from scratch is
a time consuming task and, therefore, it is better to exploit a general ontology
from which a customized ontology can be derived. Significant efforts have been
made to provide standard data representations within cultural heritage domains
in order to enable museums and cultural organizations to share their informa-
tion across different information systems. Among the existing reference models,
one the most used in the cultural context is the CIDOC Conceptual Reference
Model [18]. In our approach the CIDOC-CRM acts as the backbone of the final
ontology, which maintains the structure of the CIDOC-CRM ontology slicing
and adapting its concepts according to the Etruscan culture that we have to
take in consideration. This semantic model customized for a specific archeologi-
cal context is then used to integrate information of heterogeneous data sources.
In order to integrate heterogeneous data sources the elements defined in each
logical schema has been expressed according to the classes forming the ontology
and to a proper set of mapping information. A detailed explanation about the
integration strategy adopted in the IES project is reported in [17,19]. This paper
presents an extension of the previous work carried out for integrating into the
final ontology concepts related to the sigla study such as: siglum context informa-
tion, siglum typology, siglum position, direction and orientation, siglum images
and descriptions and information about the possible combinations of sigla. Fig-
ure 2 depicts a portion of the CIDOC-CRM and how new concepts related to
the sigla study (bordered using the red circle) are integrated into the ontology.
The information describing the mappings between the ontology and the sigla
databases are memorized in the classes of the ontology itself. Such classes are
endowed with a set of new properties which refer the information related to the
mapping between the ontology and the sigla database schema. From a techni-
cal point of view, the ontology uses a machine-readable format such as RDF.
Therefore, class names and properties are encoded using RDF labels. The infor-
mation mapping inserted in the ontology permits the defining of transformation
algorithms (implemented in JAVA) which translate a semantic query (expressed
in SeRQL, a RDF Query Language) into a set of SQL statements according to
the number of databases integrated in the KM system. The obtained SQL state-
ments enable the access to the integrated databases by means of Sesame, an open
source semantic Java framework. Going beyond standard digital retrieval oper-
ations, the system exploits the ontology expressing the concepts relevant for the
domain and uses it to integrate the available data sources, providing a uniform
point of access to all information. A semantic mediator allows the user to formu-
late queries in terms of the domain’s concepts rather than entities defined in the
databases’ logical schemas; e.g., “retrieve all sigla and relate them with findings
or monuments stored in excavations or museum archives”. Moreover this semantic
mediator, putting in comparison sigla and excavations databases, gives to archae-
ologists the possibility to re-build contexts or to formulate hypotheses. A possible
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Fig. 2. A screenshot of the ontology adopted in the KM system. The sections bordered
by the red circle concern sigla concepts. “Support” represents the object on which the
non-verbal marks are placed. “Component” is the part of the object (neck, foot, side,
...). “Issue” represents the non-verbal marks that can be divided in “sigla”, “decora-
tion” and “textual inscription”. The two last concepts are important because, although
they are not proper sigla, they have been often found in association with sigla and so
they have to be considered together as parts of a whole communication system. Other
concepts are related to techniques, images or types of the sigla. “Image” and “Type”
are not new concepts because it is possible to use CIDOC-CRM classes for representing
them.

re-building of a context could be: if a siglum is similar to others belonging to
findings discovered in sacred places (i.e. tombs) then it is possible to infer that
this siglum has a religious meaning even if the origin of the related finding is
unknown. Instead a possible hypotheses formulation could be: if a set of similar
sigla have been discovered in a specific place and all of them have the same
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chronology then it is possible to say that this siglum is a brand and then it is
possible to trace its geographic distribution in order to understand something
about its circulation. Therefore, the proposed ontology virtually unifies scat-
tered archives containing sigla and excavation information. Using this system,
archaeologists can retrieve data from different databases and can combine data
in order to create a new hypotheses and interpretations.

4.2 Multimedia Information Retrieval

To exploit the KM system presented in the previous section, we designed and
developed a system for offering multimedia research strategies of sigla according
to certain conditions of similarity in appearance and taking into account other
factors such as description, date, provenance and relationships with other sigla.
The conditions of similarity are based on possible recurrent patterns of marking
studied through comparisons of archaeologists’ scientific descriptions or drawings
of sigla. In particular our system integrates full-text retrieval strategies based
on Oracle Text [20], a technology included in the Oracle11g DBMS. These full-
text strategies enable one to carry out text analysis in descriptions of sigla, as
well as text searches using a variety of approaches including keyword searching,
linguistics features researches and thematic queries. Full-text searching provides
the capability to identify descriptions of sigla that satisfy a query, and to sort
them by relevance to the query. Notions of query and similarity are very flexible
but the idea at the base of our system is to exploit Oracle Text features for nor-
malizing query terms in order to retrieve all descriptions containing such terms
according to specific factors of similarity. For example, the normalization phase
includes folding upper-case letters to lower-case, and often involves removal of
suffixes (such as s or es in English) or reduces each query term to its linguis-
tic root (technique called stemming searching). Using stemming searching it is
possible to reduce a set of words such as paint, painting, painted, painter to the
same root term i.e. “paint”. The use of the term “paint” allows to clear up the
confusion between terms used for searching in respect with terms used for storing
data enabling searches to find variant forms of the same term, without tediously
entering all the possible variants. Another full-text searching technique is called
fuzzy research and it is addressed to find words spelled in a similar way to the re-
searched terms. This technique is helpful for finding more accurate results when
the researched keywords contain mistakes e.g. Cuurve, cros, and so on. Besides
the possibility of expanding a query to include all terms having the same lin-
guistic root as the researched terms or terms which are spelled similarly, the
originality of our system is addressed to support text researches based on a the-
matic dictionary (a thesaurus). A thesaurus is a classification of concepts useful
for improving information retrieval strategies exploiting semantic relationships
among terms belonging to a specific domain dictionary, in our case an Etruscan
dictionary. This dictionary is a set of terms, generally used among archaeolo-
gists for discussing sigla. For example our Etruscan thesaurus contains terms
used for describing the shape of siglum (e.g. Alphabetiform, Numeriform, Sym-
bol) or other features such the typology (e.g. Craticula, Tridens Acutus, Forma
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Quadrans, and so on) or the technique (e.g. incised, painted or stamped). More-
over the thesaurus is also used to put in relation each term with its synonyms or
to define hierarchical or semantic relationships. In our case, these relationships
are used to create a semantic network of terms arranged according to different
conceptual associations. Examples of these associations are:

– SYN - synonyms: hook SYN hanger
– BT - broader term: sacred place BT tomb
– NT - narrower term: tomb NT sacred place
– RT - related term: sarcophagus RT tomb
– TR - translation in other languages (e.g. Italian): cup TR coppa

In this way the system is able to retrieve descriptions that contain relevant texts
by expanding queries to include similar or related terms as defined in the the-
saurus. For example, in figure 3 is depicted a screenshot in which the query
submitted by the user “give me all sigla containing in the description field,
the term ‘buttonhole”’ is extended with synonymous such as: “loop”, “hole”,
“eyelet”. The synonyms are terms used by other archaeologists for referring to

Fig. 3. In the screenshot the archaeologist uses the system for retrieving all sigla con-
taining in the description field the term “buttonhole”. The query is expanded using
synonyms contained in the hesaurus. In this case the description of the recovered siglum
contains the term: “eyelet”.
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similar shapes discoverable in sigla. Another feature of the information retrieval
system developed in the IES project focuses on using automated image fea-
ture extraction solutions and object recognitions to classify image content. Such
a content-based retrieval system processes the information contained in image
data of each drawing of a siglum and creates an abstraction of that content in
terms of visual attributes. These visual attributes concern textures, primitive
shapes distributions (that is, the segmentations of the images in simple geo-
metrical shapes) and their location, that is, the information about placements
of shapes and textures in the image. These visual attributes are stored in the
database using a specific memory structure called feature vectors, or signatures.
Any query operations deal solely with this abstraction rather than with the im-
age itself. Thus, each image inserted into the database is analyzed, and a compact
representation of its content is stored in its feature vector. This image retrieval
system is developed using MultiMedia services[18] that integrate the storage,
retrieval, and management of media files in Oracle11g DBMS. Figure 4 presents
an example of such image retrieval system in which some images are recovered
due their similarity to the one inserted by the user (bordered using dashed line)
in terms of textures, primitive shapes and their locations that, the Multimedia
Oracle service has been able to process. The retrieving process is carried out

Fig. 4. In the screenshot the archaeologist uses the system for retrieving all images of
sigla similar to the one loaded in the dashed area. The system compares the feature
vector of this image with ones of the images contained in the IESP database.



A Collaborative Knowledge Management System 85

comparing the feature vector of the inserted image with the feature vectors of
the images contained in the IESP database. Therefore, Oracle processes the in-
formation of the researched image and creates an abstract content according to
its visual attributes defining the signature. To set an importance to each visual
attribute, Oracle allows to assign them a weight. In this way, the measures of
similarity are calculated subtracting the features vectors of each image. Finally,
the system is endowed with other information retrieval services for recovering
geographical information based on Google maps in order to design an atlas for
territorial reading of the sigla in the database. The combination of information
about similarities and recurrent patterns with geographical contextualization al-
lows for complex systemic readings that may lead to new insights and lines of
investigation.

4.3 Annotation Tool

In the IESP system the annotation is thought of as author-attributable content
placed within the virtual environment in association with (or reference to) a
particular item of information of the sigla. Using annotation capabilities, the

Fig. 5. In the screenshot is presented a collaborative scenario in which a set of arche-
ologists have accessed the environment for commenting on the information of the vi-
sualized siglum. Each “post-it” is put on the screen in relation with the field that the
archaeologist wants to comment on. For example, Alessandra disagrees about the fact
that this siglum is a “forma quadrans” and so she has put a post-it on this field in
order to express her disagreement.
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Fig. 6. In the screenshot is presented an annotation scenario in which a set of arche-
ologists are discussing about the possibility to insert new terms in their Etruscan
thesaurus

archaeologist is able to add commentary in association with specific data (or
aspects) of the visualized siglum in order to comment on its content. These com-
ments persist in the environment and are made available to other users as a
form of annotation attributed to the author. In figure 5 a collaborative scenario
is presented. Tom, Alessandra and Paul are archeologists who have commented
on the visualized information in order to express agreement or disagreement and
in this case for motivating and justifying it. The annotation can be organized as
a thread of notes put one under the others in order to reply to previous com-
ments posted by other users. This solution implements the concept of nested
annotation [12] allowing the user to annotate another annotations in order to
created a thread. In this way different archeologists can trigger a discussion
process around the ideas exposed by the primary annotation’s author. Thus,
the annotation becomes a communication medium through which different users
can exchange impressions, ideas and comments, that is the knowledge needful
to achieve a shared solution about sigla interpretations. The annotation sys-
tem also preserves the integrity of the archaeological data, without forcing it
into a unique and absolute interpretation, but providing a fluid construction
of hypotheses made by exchanges and comparisons between plural ideas, which
remain clear and open in every step. From a technical point of view, when the
archaeologist gets the information about a siglum he/she can switch the environ-
ment in an annotation mode in which the annotations are loaded and attached
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to the related pieces of information. Currently the annotations contain only tex-
tual descriptions but in future the idea is to extended the features of our system
for enabling the insertion of images or other multimedia data in the annotations.
Another example of annotation scenario is presented in figure 6. In this envi-
ronment a statistic analysis is presented according to recurrences of terms used
in sigla descriptions. Archeologists, discussing about this analysis, can insert in
the Etruscan thesaurus a new term (e.g. in figure the term “loop”) that in the
future could be used for describing the typology of sigla.

5 Conclusions and Future Works

This paper describes the design and implementation strategies adopted to de-
velop a collaborative knowledge management system for supporting archaeolo-
gists in the study of non-verbal markings discovered in numerous excavation sites
in the Mediterranean area. These activities have been carried out in the context
of an international project, the IES (International Etruscan Sigla) project, that
involves experts in different disciplines and with different backgrounds (archae-
ologists and computer scientists, professors and students), from American and
Italian universities. The aim of this project is to describe a methodology for de-
signing new systematic tools in order to support the study of incised, painted or
stamped symbols, numbers or letters found on different type of objects discov-
ered in several cultural contexts, that can be considered essentially non-literary.
The main problem is that such markings are normally poorly published, but
they have an important role in the context of studies devoted to understand-
ing the Etruscan language and culture. The idea presented in this paper is to
support archaeologists’ activities by means of a collaborative interactive envi-
ronment taking advantage of sigla in cultural achievements. Therefore the collec-
tion, recognition and comparison of the features of sigla by means of matching
scanned images or the archaeologists’ descriptions or of other data such as date,
provenance, context, type, function, and location of the siglum on the object is
relevant. The paper describes these multimedia information retrieval strategies
implemented using specific services provided by the Oracle DBMS and how these
services enable the possibility to support the study of communication features of
the Etruscan culture. Moreover these information retrieval services are able to
recover data by a network of archives integrated through an ontology meant to
describe a given Etruscan domain and retrieve multifaceted data sources belong-
ing to other related domains. Finally, the system offers the possibility to involve
archeologists in collaborative activities by means of an annotation tool. This
tool allows to insert notes, comments and ideas to be disseminated and shared
in order to enhance the discussion on sigla and achieve a common knowledge on
current thesis or interpretations in progress.

Future works are designed to test the system in the context of the IES project
for assessing its efficacy, efficiency and usability during collaborative activities
among archeologists from different international universities. Further studies are
expected to focus on innovative information retrieval solutions for supporting
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semantic researches combining heterogeneous data sources in order to put in
relation information of sigla with information about the discovery contexts of
the supports on which the sigla have been found. The idea is to design a semantic
engine using which the archaeologist can submit semantic queries for information
that is not contained in, or cannot be searched in only one database but that has
to be recovered combining knowledge contained in the network of the integrated
databases using the ontology after a period of testing held by a community of
archaeologists.
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Abstract. We present an overview of the CODICES project, an inter-
disciplinary approach for analysis of pre-Columbian collections of pic-
torial materials – more specifically, of Maya hieroglyphics. We discuss
some of the main scientific and technical challenges that we have found
in our work, and present a summary of our current technical achieve-
ments. This overview stresses the importance of thinking globally and
acting both locally and globally with respect to developing approaches
for cultural heritage preservation, research, and education.

1 Introduction

The work presented in this paper arises from the collaboration between Switzer-
land’s Idiap Research Institute and Mexico’s National Institute of Anthropology
and History (INAH). The initial ideas and contacts were established as early
as 2005, and the resulting CODICES project started in the summer of 2008
with the support of the Swiss National Science Foundation (SNSF). Our inter-
disciplinary work aims to design, implement, and test computational tools that
allow for automatic and semi-automatic description, localization, retrieval, and
classification of hieroglyphs of a large digital Maya corpus collected in Mexico.

The Maya is one of several pre-Hispanic cultures that flourished in ancient
Mesoamerica. It originated and developed in the mid-Preclassic period (c.a.,
1,500 - 400 BC), in the territories that currently spread between the Gulf of
Mexico and the Isthmus of Tehuantepec, and southern portions of Mesoamerica
including Guatemala, Belize, and Honduras (Fig. 1). This culture reached its
climax during the late Classic period (c.a., 600 - 900 AD), when some of their
activities achieved impressive levels of refinement, including agriculture, astron-
omy, architecture, arts, and writing. Our work is contributing tools to facilitate
the management and analysis of large collections of photographs of artifacts,
monuments, and buildings within the Maya Mexican territory, which have been
collected by INAH over a number of years.

This overview discusses some of the main scientific and technical challenges
that we have found during our work in the project, and presents a summary
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Fig. 1. Maya territories

of our work so far [7] [8]. Our goal here is to illustrate the kind of computer
vision techniques that can be developed to analyze digital versions of ancient
materials produced by a culture that, while praised and studied in depth by
scholars worldwide – history, archaeology, the arts –, has received less attention
from the perspective of multimedia analysis. Our work can be seen as an instance
of the local/global research activities that could be envisioned for the future of
this domain.

The paper is organized as follows. In Section 2, we briefly introduce the Maya
writing system. Section 3 describes the tasks involved in the collection of a Maya
hieroglyphic corpus. Section 4 presents a summary of our technical work. Section
5 provides some concluding remarks.

2 The Maya Writing System

According to [10], the Maya writing system derives from a large group of lan-
guages that developed in southern Mesoamerica. Some of the earliest Maya in-
scriptions have been dated to be from the late Preclassic period (c.a., 400 BC -
250 AD). During the late Classic period (c.a., 600 - 900 AD), this script system
spread all over the entire Maya world, reaching its maximum in the terminal
Classic period (c.a., 800 - 950 AD). Since then on it started to diminish, al-
though it continued operational even after the so-called “Maya Collapse” [9] in
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few northern sites. Roughly, this writing tradition stayed operational during 17
centuries.

Linguists classify the Maya writing system as a member of the so-called logo-
syllabic writing systems. The systems in this class encompass two distinct types
of signs: syllabographs and logographs. The former are visual elements with-
out specific meaning, only used to represent phonetic values (i.e., sounds or
phonemes), and they usually correspond to a consonant-vowel (CV) or single
aspirated vowel structure (Vh). The latter are visual symbols encoding high-
level meaning: they approximate our notion of “word-signs”, and the majority
of them have a consonant-vowel-consonant (CVC) structure. Fig. 2 shows 5 vi-
sual examples of syllabographs and logographs. Roughly speaking, logographs
account for 80% of all the Maya hieroglyphs currently known.

(a) b’a (b) ’a (c) KAB’ (d) SUUTZ’ (e) K’AHK’

Fig. 2. Examples of Maya hieroglyphs. Syllabographs b’a and ’a; and logographs KAB’
(earth), SUUTZ’ (bat) and K’AHK’ (fire). Images taken from [4] and [11].

Syllabographs might be thought to be simpler than logographs since they only
encode sounds instead of ideas. However, this is not true in terms of visual com-
plexity: both syllabographs and logographs may be rich in visual details. Besides
the intrinsic complexity of each Maya hieroglyph, the challenge can be increased
by additional resources that enrich the inscriptions. Just to mention few exam-
ples: conflation occurs when two glyphs are visually fused, while retaining their
same relative size; infixation occurs when one glyph is reduced in size and in-
serted within another; superimposition appears when one glyph partially covers
another whose main characteristics remain visible as background; and pars pro
toto occurs when one glyph is represented by only a fraction of its characteristic
or diagnostic features. Fig. 3 shows examples of these phenomena.

Usually Maya hieroglyphs do not appear as single instances but they are
arranged inside glyph-blocks where usually logographs are phonetically comple-
mented by syllabographs, either on initial position (prefix or superfix) or in final
position (postfix or suffix). In turn, glyph-blocks are found inside complex in-
scriptions whose organization resembles to a set of pairs of columns. Reading an
inscription can be thought as following a scanning pattern in a grid indexed by a
system of coordinates, where letters refer to columns and number refer to rows.
For instance, the reading of the inscription showed in Fig. 4, with 4 columns and
2 rows would be: A1, B1, A2, B2, C1, D1, C2, D2.

Currently an approximate of 1000 distinct signs have been cataloged, from
which only 80% have been deciphered and are readable. Maya archeologists
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Fig. 3. Examples of complexity in the Maya writing system

Fig. 4. Reading order of Maya inscriptions in a paired columnar format

continue exploring and discovering new hieroglyphs at sites and monuments,
generating high-quality digital versions of them, which provides plenty of data
to researchers in the field of the Maya culture. However, this rapid generation of
digital data also posits the need for automatic tools than can help them classify
all the new signs discovered.

3 Constructing a Digital Maya Hieroglyphic Corpus

Through the project “Hieroglyphic and Iconographic Maya Heritage” (Acervo
Jerogĺıfico e Iconográfico Maya, AJIMAYA), INAH has collected a large collec-
tion of photographs of monuments and other buildings within the Maya Mexican
territory. Deciphering the inscriptions in these images is an eight-step laborious
process:
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1. Digital photographs, taken at night under raking-light illumination to bring
out the level of detail that facilitates the study of eroded monuments.

2. Line drawings, traced on top of photographs taken under different light con-
ditions, to capture the inner features that are diagnostic.

3. Manual identification of glyphic signs with the aid of glyphic catalogs.
4. Manual transcription, i.e., rendering the phonetic value of each Maya sign

into alphabetical conventions.
5. Transliteration, i.e., representing ancient Maya speech into alphabetic form.
6. Morphological segmentation, which breaks down recorded Maya words into

their minimal grammatical constituents (morphemes and lexemes).
7. Grammatical analysis to indicate the function of each segmented element.
8. Translation, which involves rendering ancient Maya text on a modern target

language, e.g., English.

In Fig. 5 we show an example of the first, second and third steps. Some of the
data used in this work has been generated through this process.

Fig. 5. First, second and third steps in the deciphering process of Maya inscriptions

4 Our Contribution

As part of the CODICES project, we have focused on shape representation ap-
proaches for retrieval of hieroglyphs. In this section we explain our two main
contributions to the area of cultural heritage. First, we provide details about
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the syllabic dataset that has been collected. Then, we briefly explain a shape
descriptor (HOOSC) that has been designed to deal with the Maya dataset. We
follow the explanation by commenting our current results. Finally, we discuss
about the need of automatic tools to support archaeological research.

4.1 Compilation of a Syllabic Dataset

The first contribution of our project is the compilation of a dataset of segmented
instances of Maya syllabographs, which is meant to be used as testbed for com-
puter vision techniques. Due to the difficulty of manually locating, segmenting,
and annotating these instances, we focus only on syllabographs, reserving lo-
gographs for future work. With the goal of gathering enough data, this dataset
contains instances of the 24 most popular syllabic classes within the AJIMAYA
corpus. To the best of our knowledge, this is the biggest dataset of Maya syl-
labographs that has been analyzed with automatic techniques.

More precisely, the Maya syllabic dataset comprises 1270 segmented syllabo-
graphs distributed over 24 visual classes, where each class is referred to by its
Thompson catalog number [11]. The dataset also contains 2128 extra segmented
glyphs in a “negative class”. The sources for the selected instances are: the AJI-
MAYA project, the Macri and Looper syllabic catalog [4], the Thompson catalog
[11], and the website of the Foundation for the Advancement of Mesoamerican
Studies (FAMSI) [6]. Table 1 shows one visual example for each positive class.

Table 1. Thompson numeration, visual examples, and syllabic values (sounds) for the
24 classes of the Maya syllabographs in our dataset

T1 T17 T23 T24 T25 T59

/u/ /yi/ /na/ /li/ /ka/ /ti/

T61 T82 T92 T102 T103 T106

/yu/ /li/ /tu/ /ki/ /ta/ /nu/

T110 T116 T117 T126 T136 T173

/ko/ /ni/ /wi/ /ya/ /ji/ /mi/

T178 T181 T229 T501 T534 T671

/la/ /ja/ /’a/ /b’a/ /la/ /chi/
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For experiments, we have divided the dataset into two subsets, selecting at
random 80% of the instances from each positive class and labeling them as
“candidates” (GC), and labeling the remaining 20% as “queries” (GQ). The
purpose of this segmentation is to evaluate the generalization, from candidates
to queries, of any computer vision method that is tested on this dataset.

4.2 The HOOSC Descriptor

The Histogram of Orientation Shape-Context (HOOSC) descriptor has been
proposed in [8] to describe and retrieve Maya syllabographs in small datasets.
This descriptors is robust as it takes advantage of two traditional approaches
for image description: a log-polar regional formulation from the Shape Context
(SC) [1], and a distribution of orientations from the HOG descriptor [3].

In a nutshell, the HOOSC represents the same shape (glyph) several times
from different points; these points are uniformly and randomly selected along
the contours of the shape. This can be thought of as looking at the same shape
from different perspectives, thus resulting in an aggregated robust description.

More specifically, using a log-polar grid divided in 12 angular and 5 spatial
intervals as in [1] (Fig. 6), and whose external boundary spans twice the average
pairwise distances of all the points to be described, a feature vector representing
each of the selected points is computed as follows:

1. Impose the current point in the center of the log-polar grid, such that all the
remaining points are placed around, and the grid includes only those points
that are up to twice the average pairwise distances away from the center.

2. Compute the distribution of local orientations of all the points contained in
each of the log-polar regions. To take into account uncertainty in orientation
estimation and to avoid hard binning effects, this distribution is calculated
through a kernel-based approach for orientation density estimation [8].

3. Normalize the resulting vector for each of the 5 spatial intervals, indepen-
dently for one another, such that the resulting vector sums up to 5.

Since there are 60 log-polar regions and each of them is characterized by a 8-bins
histogram of local orientations, the resulting vector has 480 dimensions.

Shape retrieval with the HOOSC. Different shapes might have different de-
grees of complexity, and therefore different number of points when sampled from
their contours. Therefore, a direct comparison of two shapes is rather difficult,
and solving a point-to-point correspondence matching could be computation-
ally expensive in some cases. To avoid this, we have used a bag-of-visual-words
representation (bov) which efficiently compare glyphs.

More precisely, we use the k -means algorithm to quantize the descriptors and
to build a bag of visual words. Then we compare pairs of shapes based on the
distance between their respective bovs. To perform retrieval experiments, we
rank the bov of candidate-shapes according to their L1 similarity with respect
to the bov of a given query-shape [5] [8]. We found empirically that 2500 visual
words perform well for the HOOSC descriptor.
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Fig. 6. Log-polar grid with 60 regions used for shape description

Improving the HOOSC descriptor The HOOSC descriptor was tested in a
small dataset in [8]. However, when its performance is evaluated on the larger
syllabic Maya dataset, a drop of almost 10% in the retrieval precision was de-
tected. Recently, we have worked in an improved version of the HOOSC, which
not only allows to maintain the retrieval performance but also to improve it in
almost 20% compared with the original HOOSC descriptor.

The recent improvements are: a preprocessing filter to thin the contours of the
glyphs which results in more stable inputs; an efficient approach to select only
key points for the description while remaining accurate; an effective detection
and selection of the most informative spatial scope of the descriptor, which allows
for shorter feature vectors; and the inclusion of the explicit spatial position of
each described point.

4.3 Results

Initially, we compared the performance of different shape descriptors in retrieval
tasks [1] [5] [8]. This comparison is made in terms of mean average precision
(mAP), computed after querying and retrieving candidate hieroglyphs in a small
dataset in the order of hundreds of glyphs [8]. The initial results obtained with
these descriptors indicate that our method is more suitable to describe complex
shapes than the other two approaches. Namely, the SC and the Generalized
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Fig. 7. Retrieval results. The First column shows one random query for each class, fol-
lowed by its Top 15 retrieved candidate-glyphs shown in terms of decreasing similarity.
Relevant glyphs are enclosed in a square.



New World, New Worlds 99

Shape Context (GSC) result in a mAP value of 0.322 and 0.279, respectively,
whereas the HOOSC descriptor reached a mAP of 0.39.

More recently, the experiments performed on the compiled syllabic Maya
dataset, using an improved version of the HOOSC descriptor, resulted in a mAP
of 0.54. Fig. 7 shows one query example randomly chosen from each syllabic class
and the 15 candidates best ranked by the improved HOOSC. Note that in most
of the cases our method retrieves relevant glyphs within the first positions.

4.4 Towards a Tool for Learning about Maya Hieroglyphics

Multimedia and Computer Vision techniques can help facilitate the daily work of
researchers in the field of Maya archaeology. In our research, we are targeting two
specific tools: an automatic analyzer of visual variability and a visual retrieval
system.

Automatic analyzer of visual variability. This tool will allow Maya re-
searchers to analyze the visual evolution of the inscriptions through time and
across different regions of the Maya territory. In [8] we conducted a preliminary
analysis of the intra-class visual variability for 8 syllabic classes. The instances
in these classes are labeled as belonging to one of three epochs and one of four
distinct regions of the Maya territory. Table 2 shows the average intra-class
variability computed for three different periods of time.

Table 2. Average intra-class visual variability for syllabographs over three time periods
of the ancient Maya world

Period Time (A.D.) average

Early Classic 250 - 600 0.277
Late Classic 600 - 900 0.238
Terminal Classic 900 - 1500 0.228

Table 3 shows the average intra-class variability for the four Maya regions.

Table 3. Average intra-class visual variability for syllabographs across four regions of
the ancient Maya world. The colors in the bullets correspond to the colors in the map
of Fig. 1.

In map Region average

� Petén 0.251
� Motagua 0.258
� Usumacinta 0.349
� Yucatán 0.214

Overall, this preliminary analysis suggests that visual representations con-
verged as time passed, but perhaps diverged as glyphs got spread towards the
borders of the Maya world.
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Fig. 8. Inter-class similarity. Each node shows an example of one syllabic class, edges
are weighted with the similarity between the two classes it connects to.

Fig. 9. The system retrieves, from a database, the segmented instances most similar
to the selected glyph. Searching within an inscription given a segmented query is also
possible.
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A second possible analysis with this tool is that of inter-class similarity. We
define a distance measure between classes A and B, as the average of all the
distances from each instance of class A to each instance of class B. We use the
inverse of this distance as similarity measure and as link strength to construct
the graph shown in Fig. 8.

Visual retrieval machine. An accurate visual retrieval system is the main
motivation for our current research. This tool will allow archaeologists to quickly
search in large collections for instances of a given visual query. Fig. 9 shows one
snapshot taken from the first version of this system.

When such a tool is further improved, it will ameliorate the time usually
invested by archaeologists in manual search, and it also could help as a training
tool for novice scholars learning about the Maya writing system. A video demo
of this preliminary tool is available at the website of the project [2].

5 Conclusions

In this overview, we have presented the main developments of the CODICES
project. Our work has spanned data collection, shape-based analysis, and the
initial steps towards a visual retrieval tool that can be used by archaeologists.
In particular, the HOOSC descriptor is an approach that has shown compet-
itive performance w.r.t. state-of-the-art approaches, and represents a suitable
starting point to address some of the complexities of Maya hieroglyphics. Fur-
ther technical details, and future research opportunities were discussed at the
workshop.

Acknowledgments. We thank the support of the Swiss National Science Foun-
dation through the CODICES project (grant 200021-116702), and to INAH
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Abstract. Audio recordings are an important documentary source for
academic studies in many fields, from linguistics to anthropology. Dur-
ing the last decades, great efforts were made to develop guidelines and
best practices for the preservation of audio documents, but not as much
attention have been paid to quality controls on the re-mediation process
and the output data.

This article presents the experience of the research project REVIVAL,
aimed at the preservation of the audio documents stored in the archive of
the Fondazione Arena di Verona, Italy, where a quality protocol was de-
fined, and original software tools for automation of control were developed.

Keywords: Preservation, methodology, automatization, quality control.

1 Introduction

The importance of audio recordings (speech and music) as documentary sources
for disciplines such as linguistics, musicology, ethnomusicology, anthropology and
the like is fully recognized today. Accordingly, much efforts have been spent on
the preservation of audio documents over the past decades (see [13] and [12]
for an overview), and a variety of methodologies and best practices is currently
made available by the international community (see [10,9,14,1]). However, the
awareness that audio/visual carriers have an alarmingly short life expectancy
compared to other pieces of cultural material, which can be measured in decades
or years, caused a “rush” to digitization and an overall underestimation of the
importance of quality controls during the process of re-mediation (the process
of transferring the acoustic information from a medium onto another medium).
This approach may have dramatic consequences on the authority of a document
as a source for academic studies, besides invalidating the re-mediation process
that needs to be repeated, which is not always possible as explained in Section 2.

This article presents the experience of the research project REVIVAL (RE-
storation of the VIcentini archive in Verona and its accessibility as an Audio e-
Library), aimed at the preservation of the audio documents stored in the archive

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 103–113, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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of the Fondazione Arena di Verona, Italy, with a special attention to the devel-
opment of protocols and tools for quality control during the re-mediation process
of audio documents.

Section 2 introduces the problem of unreliable data as output of unsafe preser-
vation programmes. Section 3 presents the REVIVAL project, where algorithms
for quality control and software tools, respectively presented in Sections 4 and 5,
were developed.

2 The Threat of Unreliable Data

Poor methodologies for preservation may nullify the audio document as a source
for scholarly studies or, worse, lay a doubt over analysis and theories that were
based on those documents. In this sense, reliable repositories of documents should
be a major concern for academics and specialized communities. They should be
aware of the risks, and demand that preservation programmes are planned in
order “to save history, not rewrite it” [5].

The process of re-mediation is fatally error prone (at technical, planning and
operative level) and it often tends to indulge to the present aesthetical taste.
These are factors that clearly motivate the definition of a strict protocol for the
re-mediation of audio documents.

Secondly, preservation is not limited to “safeguarding the world’s documentary
heritage, [but it is aims at] democratizing access to it, and raising awareness of
its significance and of the need to preserve it” [4]. In this sense, the creation of
“preservation copies” (or “archive copies”), as defined in Subsection 4.1, is not
enough: the data needs to be (unrestrictedly) accessed, meaning that tools for
retrieval are needed, from low-level (locating and associating data) to high-level
(Content Based Retrieval (CBR)).

Performing controls on digital data is not straightforward, especially for large
collections. Producing invalid data during the re-mediation process means that
the process needs to be repeated, which is not only time consuming, but may
not be possible if the original carrier got physically damaged during playback,
and it cannot be played again. The signal extraction from the original carrier is
one of the most, if not the most, delicate step of the process, but all steps must
be carried out with equal attention. Each step is closely related to the others,
and early mistakes propagate in the workflow with ambiguous effects.

The preparation of the carrier (physical restoration) and playback allow for
errors that damage the carrier directly, but the definition of the format for
playback (e.g., speed, equalization curve and noise reduction system for analog
recordings) is crucial, as wrong calibrations during the extraction of the signal
invalidate the entire procedure.

What has been underestimated during the last few decades is the complexity
of the audio re-mediation process, which does not coincide with simple A/D
transfer, as is unfortunately often thought. In other words, in fact there are
many different things can go wrong during the re-mediation process, and each
step should always be performed in optimal conditions.
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An additional reason for wanting quality data is that algorithms and tools for
automatic classification and tagging, analysis and processing, generally perform
better with quality data sets. Subsequently, it is convenient to control the process
of producing data in order to feed these tools, which are being developed very
fast, with good data sets.

3 The REVIVAL Project

REVIVAL (REstoration of the VIcentini archive in Verona and its accessibility
as an Audio e-Library) is a national joint project between the Fondazione Arena
di Verona and the Department of Computer Science of the University of Verona,
with the scientific support of Eye-Tech1. It started in January 2009 and by the
end of the second year, in December 2010, the partners agreed to extend it
throughout 2011, basing on the quality of the objectives achieved that opened
the way for further work.

Its main objective is the development of a HW/SW platform with the pur-
pose of preserving and restoring and audio documents stored in the archive of
the Fondazione Arena. The estimated value of the archive is 2, 300, 000 Euros. It
comprises tens of thousands of audio documents stored on different carriers (from
wax cylinders to digital carriers), hundreds of pieces of equipment for playback
and recording (from wire to magnetic tape recorders and phonographs) and bib-
liographic publications (including monographs and all issues of more than sixty
music journals from the 1940’s to 1999). Along with a history of the record-
ing techniques, the archive traces the evolution of a composite genre such as
opera, with one of the largest collections of live and studio recordings in Italy.
The most precious section of the archive is represented by the live recordings of
the operas staged every year during the summer season at the Arena. The first
opera festival was organized back in 1913 by the tenor Giovanni Zenatello and
the theatre impresario Ottone Rovato, to celebrate the centenary of the birth of
Giuseppe Verdi. Since 1936 the festival was organized by the “Ente Lirico Arena
di Verona” (autonomous organization for lyrical productions), until the Ente
Lirico was transformed into a private law foundation in 1998, the Fondazione
Arena di Verona. The oldest recording available of the opera festival dates back
to July 30th, 1968, and it is a performance of “Trovatore” by Giuseppe Verdi,
featuring Leyla Gencer as Leonora and Carlo Bergonzi as Manrico. Figure 1
shows some of the open-reel tapes stored by the archive: all of them are unique
copies. The archive is constantly growing with the new recordings of the current
seasons, stored on HDD devices.

The first task of REVIVAL consisted in the development of an operational pro-
tocol aimed at the preservation of the audio documents stored by the archive [2].
The main international guidelines were considered ([14,1]) and trade-offs were
made to meet the characteristics of the Arena archive, in terms of number and
type of documents, genre of the recordings, objectives of the digitization. The
documents for the re-mediation were selected according to the following criteria,
1 http://www.eye-tech.it/

http://www.eye-tech.it/
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(a) Audio documents (b) The laboratory

Fig. 1. Left (a): some of the open-reel tapes stored by the archive of the Fondazione
Arena di Verona. All of them are unique copies. Right (b): a view of the laboratory
that was set up withing the archive. Several tape recorders (in particular a Studer
A-812 in the bottom right corner) and the A/D-D/A device can be seen. Between the
loudspeakers for monitoring, on a lower shelf, the incubator for the thermal treatment
of the tapes.

inspired by the (conflicting) classifications provided by the International Feder-
ation of Library Associations and Institutions (IFLA) [10] and the International
Association of Sound and Audiovisual Archives (IASA) [9]:

1. original carriers in immediate risk / on endangered media;
2. documents in regular demand;
3. documents which depend on obsolete or commercially unsupported systems.

Figure 1 shows a view of the laboratory, which is equipped to fully support the
preservation process, from the restoration of the physical carriers (e.g., ther-
mal treatment in incubator) to the A/D-D/D transfer, from metadata extrac-
tion to multimedia processing. With the experience matured on the number of
documents digitized, some experiments were planned 1) to have a better un-
derstanding on how magnetic tapes respond to thermal treatment (commonly
used to compensate for the sticky shed syndrome [7]), in collaboration with the
Department of Mathematical, Physical and Natural Science of the University of
Verona and the Department of Chemical and Process Engineering of the Uni-
versity of Padova, and consequently plan better treatments; and 2) to find out
if the audio signal obtained from a tape played in the intended direction (sound
forward) equals the one obtained with the same tape running the opposite direc-
tion (sound backwards). The rationale for this experiment is that extracting the
signal in one playback session for tapes showing two independent mono tracks
using a stereo head (then splitting the stereo signal and reversing one channel by
means of a wave editor) would save half of the time employed to read the tape
(which may last up to 4 hours) and would prevent fragile carriers from being
played back twice.
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4 The Re-mediation Process

Two types of preservation can be distinguished for audio documents: passive,
meant to defend the carrier from external agents without altering its structure,
and active, which involves information transfer onto new media. A protocol for
the re-mediation of audio documents consists in the formalization of the steps
for active preservation.

The purpose of this protocol is to ensure that the loss of information during
the re-mediation process is minimized. A number of different tasks are neces-
sary to ensure that all information is read/generated, interpreted, represented
and described adequately. The required input is: 1) the original document; 2)
knowledge about the recording technique; 3) knowledge about the history of the
recording. The output is the preservation copy, as defined in Subsection 4.1.

The process is structured in three steps (before playback, playback and after
playback), each of which is articulated in procedures and sub-procedures. The
output of each procedure and sub-procedure is either data, a report or a different
state of the system.

The first level is general and applies to all types of carriers. The second must
be occasionally adapted to the type of carrier that is being treated, and the third
is completely carrier type dependent. Figure 2 shows the general scheme of the
re-mediation process.

The re-mediation process requires a combination of conceptual, technical and
also manual skills that result in a complex professional profile. Besides, during
the process things can go wrong in very many ways. Therefore, each procedure
was divided into simple tasks, described by a separate workflow, and each block
is extensively commented. Exceptions are managed, and the precision of the

original
carrier

Preparation
of the carrier

Signal transfer Processing
and archiving

preservation
copy

Before playback Playback After playback

RE-MEDIATION PROCESS

CONTROL PROCEDURES

Fig. 2. General scheme of the re-mediation process, from the original carrier to the
preservation copy
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original carrier cover? document cover

carrier front

carrier back

relevant views

carrier and
accompanying

material

carrier ready for visual inspection

1.1.1.1
1.1.1.2

1.1.1.3.1

1.1.1.3.2

1.1.1.3.3

1.1.1.4

yes

no

Fig. 3. Example of flowchart, describing procedure 1.1.1 (Preparation of the carrier →
Physical documentation → Pictures of the document) mentioned in Section 3. Blocks
marked with double lines (such as 1.1.1.2) are sub-functions with a separate description.
Each block is extensively commented and exceptions are managed.
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descriptions is as rich as possible in order to reduce the indecision that comes
from the large variety of carriers and the numberless combinations of symptoms
presented by the carriers.

Figure 3 provides an example of a very simple workflow: it represents the
step 1.1.1 of the process (Preparation of the carrier → Physical documentation
→ Pictures of the document). In the notation adopted by the project reports,
blocks marked with double lines are sub-functions described separately.

The structure of the workflow in Figure 3 is straightforward, but the example
is representative because the aim of the document is to provide precise descrip-
tions of each task. To achieve this goal, visual material and notes are associated
to the blocks, with several references to separate sections where more material is
presented and commented. This workflow describes the physical documentation
of the carrier, and it comes with a section where guidelines for visual documen-
tation of cultural heritage are presented [6], along with suggestions for the setup
of a photographic workspace and a number of warning and tips that make a
difference in the quality of the output data.

If all of the workflows reach the end successfully, the re-mediation process is
complete. The expected output is a preservation copy of the original document,
of which a general description is provided in the next Subsection.

4.1 Preservation Copy

The preservation copy (or Archive copy) is defined in [8] as the “artifact desig-
nated to be stored and maintained as the preservation master. . . . Such a des-
ignation means that the item is used only under exceptional circumstances.” In
concrete terms, the preservation copy is a data set that groups all the informa-
tion carried by the original document. This is not limited to the audio signal,

Fig. 4. Logical representation of the elements contained in a preservation copy



110 F. Bressan and S. Canazza

but it comprises metadata and contextual information2, that is a complete doc-
umentation of the physical carrier and the accompanying material, plus a set
of metadata that are are produced during the re-mediation process. Figure 4
shows the logical representation of a preservation copy. For further descriptions
and background, see [3].

5 Automation

A quality re-mediation of audio documents requires specialized infrastructures,
multi-disciplinary trained personnel for preservation and long-term maintenance,
resulting in a system of resources that not all archives in the real world are able
or willing to afford. This entails that many institutions may start digitization
campaigns with technological makeshifts and inadequate methodologies, result-
ing in invalid documentary corpora. To avoid this risk, it is important to make
cultural actors aware of the consequences of an uncontrolled use of technology,
and thus to encourage them to maximize the quality of their preservation pro-
gramme, according to the international standards and best practices.

Where applicable, automation is often a good solution to the problem of
reducing costs. Moreover, automation brings several benefits that go beyond
simple task delegation. It allows to minimize mistakes, perform (cross-)controls,
and it allows people to concentrate on higher level tasks with better attention.

In this sense, automation can be of great help in preservation programmes
both at local and national scale. However, it is to be noted that there are some
crucial steps in the re-mediation process that are likely to remain refractory
to full automation, such as the analysis and handling of the original carrier
before playback. Nevertheless, some tools supporting semi-automation will be
mentioned later in this paragraph.

In this context, automation mainly applies to:

1. procedures and tasks of the re-mediation process;
2. large sets of data consisting in audio and metadata (i.e., output of remedia-

tion process).

During the REVIVAL project, some utilities have been developed to perform
controls over the entire collection of preservation copies and to automatize time-
consuming and low-level tasks that are intrinsic in any archival routine.

The utilities were developed in Java 3, because i) the workstations of the
archive mount different OS and Java allows cross-platform compatibility as well
as high-level abstraction from the physical machine, and ii) fast code develop-
ment and a large availability of libraries are necessary to design, implement and
test the tools during the short life-cycles of a project.
2 In this context, the term “metadata” refers to the content-dependent information

that can be automatically extracted from the audio signal, and “contextual infor-
mation” to the additional content-independent information.

3 Java Version 1.6.0 24.
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Although some of the tasks implemented by the utilities are not audio specific,
meaning that some of them could be performed with a generic piece of free soft-
ware, they got integrated in a tool especially designed for audio digital archives
with the consequence that the level of automation got increased. At the same
time, path variables and serialized objects have been kept as general as possi-
ble, making it easy for other archives to benefit from these tools in preservation
programmes based on a similar approaches.

The personnel of the Fondazione Arena was asked for feedback during the
development of each utility, defining the tasks that needed to be automated or
controlled out of the real work in the laboratory. Another concern was that the
utilities would be easy to use for people with little or no computer skills, which
is often the case of archive personnel. Each piece of software was provided a GUI
(an example is shown in Figure 5) and it can be launched by clicking on an icon
as most desktop applications.

1. Utility to perform controls on the entire collection of preservation copies,
searching for: empty directories, missing directories, anomalous directories,
mismatch in file names and file formats, missing checksums.

2. Utility to rename audio and visual data pertaining to a preservation copy
(based on a drag-and-drop interface).

3. Utility to perform a control on the checksums of the entire collection of
preservation copies and calculate the missing ones (grouped in a single file

Fig. 5. One of the software tools developed for the Fondazione Arena di Verona
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according to the structure of the preservation copy). Figure 5 shows this
utility at work.

4. Utility for the long-term maintenance of the archive: it re-calculates the
checksum of the audio files in each preservation copy and confronts it with
the existing one.

Future work includes the integration of the functionalities described above into
an independent work panel, in order to assist the personnel all along the re-
mediation process. Besides the benefits of automation mentioned at the begin-
ning of this Section, the work panel would ensure that procedures are carried out
according to the protocol discussed in Section 4, and it would help dealing with
problems and exceptions. The work panel would be able to extract and insert
the data directly from a database, allowing i) additional cross-controls over the
audio archive and the database; and ii) decreasing the possibility of introducing
mistakes when a new record is created. A prototype implementing JHOVE4 for
metadata extraction is currently under test.

6 Conclusions

This article described the process of re-mediation for audio documents and
pointed out the reasons why it is necessary to define procedures and perform
controls on the process of A/D-D/D transfer and the subsequent management of
digitized/digital data. In particular, the experience of the REVIVAL project was
presented, with a description of the adopted methodology and the software tools
that were developed to perform controls on the collection of preservation copies
and to automatize time-consuming and low-level tasks have been described. The
personnel of the archive of the Fondazione Arena di Verona got involved in each
step of the process, and the software tools were progressively integrated in the
archival routine. These tools will still be used after the end of the project, thus
ensuring that the scientific protocol is maintained in the future.
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Abstract. This paper presents an innovative approach to online fruition
of theater performances. Web applications like traditional viewers are
already available for the wide audience of Internet users. Our proposal
aims at adding both interactivity and multi-layer fruition, and a way
to manipulate and create new media. The premise to reach these goals
is digitizing a number of heterogeneous materials in order to describe a
single performance comprehensively, e.g. different video and audio-takes
from different perspectives, and a number of related materials such as
scripts, fashion plates, playbills, etc. The format we adopt to encode
such information is based on the XML international standard known
as IEEE 1599. Finally, an advanced Web player supporting search and
play functions for synchronized materials must be designed. This work
describes the whole process, from the acquisition of materials directly on
the stage to their publishing on a Web portal.

Keywords: IEEE 1599, Web application, multi-layer encoding, cultural
heritage, collaborative approaches.

1 Introduction

The relationship between art and technology represents one of the research fields
where advanced applications are emerging. Among the actors interested in this
wide range of possibilities, it is worth to cite institutions such as theaters and
opera houses. These cases are particularly relevant, since on the one side they
go on staging new theatrical performances, but on the other side they usually
keep archives with the related multimedia materials. As demonstrated by the
case of the Teatro alla Scala [4], such materials and documents can include:
scores and symbolic representations of music; audio and video recordings; fliers,
playbills and posters; photos, sketches and fashion plates; costumes and related
accessories; stage tools, maps and equipment; other textual documents, such
as bibliography, discography, libretto, short descriptions and reviews of music
works. This list does not claim completeness, however it illustrates the hetero-
geneity of data and metadata a potential database could store.

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 114–125, 2012.
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The main goal of these institutions is still the realization of live shows, which
are characterized by the occurrence in a given place at a given time. The au-
dience physically attending the performance in a certain sense takes part into
the show, even when their interaction is not explicitly indicated by the plot.
Many theaters are experiencing activities such as the digitization and preserva-
tion of the documents related to theatrical performances. Some of them simply
archive the original analog materials (e.g. playbills), some others produce ad hoc
digital objects (e.g. stage photos), finally others perform digitization campaigns
oriented to archiving. But usually such documents are stored for preservation
purposes, whereas they could be used for the revivification of shows.

Our goal is transforming web users into interacting actors for theatrical per-
formances, which implies geographical and temporal distribution as well as par-
ticipation in creating new and enriched materials from the available ones. In
fact, with no doubt archived documents have a historical function, but they can
also play a participative role, since they allow the audience to be involved in
interaction even if they were not physically present during the performance.

Current repositories for multimedia materials usually fall into two categories:

1. Extensive databases, geographically distributed but poor in relationships
among contents or scarcely enjoyable from a multimedia perspective;

2. Databases very rich as regards heterogeneity of materials and semantic rela-
tionships among them, but having a data amount both limited and intrinsi-
cally difficult to increase.

This paper aims at presenting an innovative approach to overcome the men-
tioned limitations and to provide online fruition for theater performances. In
the following, we will review the state of the art, by considering the approach of
traditional theaters towards the use of new technologies. Then we will describe
an XML-based format, namely the IEEE 1599 international standard, which is fit
to represent heterogeneous multimedia information inside a unique document.
Such a format will be employed to code digitized materials coming from live
performances. Finally we will present a case study based on the Prospettiva09
initiative.

2 State of the Art

Nowadays theaters and other cultural institutions are experiencing an increasing
interest towards Social Media and Web 2.0. For example, [6] presents an accurate
overview of issues and research related to creating semantic portals for publishing
cultural heritage collections and other content on the Web. For theaters, this is a
way to build a privileged relationship with both their traditional and fresh new
audience through initiatives such as online advertising, mailing lists, etc. Besides,
the huge amount of information (both analog and digital) usually archived into
their repositories could attract investments from partners potentially concerned
in its valorization. Due to these reasons, the interest in digitization campaigns
as well as Web-oriented tools with multimodal interaction is arising.
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The reaction of theaters to the rapidly changing world of digital communi-
cation is the subject of a survey by the CoOPERARE (Content Organization,
Propagation, Evaluation and Reuse through Active Repositories) initiative [2].
This project reviews the use of social media for performing arts as instruments
to involve the audience and to induce participation by taking advantage of au-
diovisual materials.

The survey, which analyzes the presence of 70 Italian theaters on the Web,
illustrates the following results:

– 38 theaters manage a dedicated page on Facebook (they are all migrating to
official profiles), where they publish news and information about the season
and allow users to share comments. Other Social Networks are used by 12
theaters, while 7 institutions maintain a blog;

– 58 institutions have an online archive, either as a structured database or as
iconographic material simply exposed in their official Web site;

– In their site, 36 theaters have a customized search engine that normally
indexes the whole site and not only the online archive;

– Most common materials are texts (67 theaters) and photos (62 theaters),
whereas only 6 theaters offer iconographic materials such as playbills and
fashion plates;

– 30 theaters have a video archive, 15 present a proper video-gallery, 11 rely
on YouTube channels and 4 broadcast contents through a WebTV;

– Only in one case (i.e. Teatro dell’Opera di Roma) users are allowed to process
materials in order to make E-card and send them via email.

It is worth citing that Social Media can have a deep impact. For example the
Teatro San Carlo of Naples (one of the earliest opera houses in the world) has
32000 fans on Facebook and normally sells half the available seats to the online
community. Ravenna Festival 2010 had an estimated participation of 25% of
“novices” coming from Facebook.

In conclusion, Social Media are usually considered by theaters as a showcase
to enlarge their own audience, attracting young people and offering better (but
somehow traditional) services to regular customers. Only a limited number of
them is exploring the new possibilities offered by techical improvements in order
to create new fruition models and to involve Web users in their activities. Our
proposal goes beyond the traditional approaches, as it strives to overcome the
hic et nunc aspect typical of theatrical performances by involving Web users in
the process of fruition, interaction, and creation of new materials.

3 An Overview of the IEEE 1599 Format

IEEE 1599 was originally designed as a standard format to encode a piece of
music [3]. We have chosen it to describe theatrical performances, thus stretching
its original goals, because of its intrinsic characteristics that will be reviewed in
the following.
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Based on XML (eXtensible Markup Language), this format follows the guide-
lines of IEEE P1599, “Recommended Practice Dealing With Applications and
Representations of Symbolic Music Information Using the XML Language”. This
IEEE standard has been sponsored by the Computer Society Standards Activity
Board and it was launched by the Technical Committee on Computer Generated
Music (IEEE CS TC on CGM).

The innovative contribution of the format is providing a comprehensive de-
scription of music and music-related materials within a unique framework. In
fact, the symbolic score - intended here as a sequence of music symbols - is only
one of the many descriptions that can be provided for a piece. For instance,
all the graphical and audio instances (scores and performances) available for a
given music composition are further descriptions; but also text elements (e.g.
catalogue metadata, lyrics, etc.), still images (e.g. photos, playbills, etc.), and
moving images (e.g. video clips, movies with a soundtrack, etc.) can be related to
the piece itself. Such a rich description allows the design and implementation of
advanced browsers. Please refer to [5] for an in-depth discussion of the subject.

Before starting the discussion, a point should be clarified. In our work, a for-
mat to encode music information is adjusted to theatrical performances. This
is made possible by the flexibility of the XML encoding we adopt, but the con-
cepts of score and music event must be generalized. In the following we will
introduce the key features of the standard comparing their traditional meaning
in the music field to our new goals, thus exploring the applicability of IEEE 1599
to theatrical performances.

The mentioned comprehensiveness in music description is realized in IEEE
1599 through a multi-layer environment. The XML format provides a set of
rules to create strongly structured documents. IEEE 1599 implements this char-
acteristic by arranging music and music-related contents within six layers [7]:

– General - music-related metadata, i.e. catalogue information about the piece;
– Logic - the logical description of score in terms of symbols;
– Structural - identification of music objects and their mutual relationships;
– Notational - graphical representations of the score;
– Performance - computer-based descriptions and executions of music accord-

ing to performance languages;
– Audio - digital or digitized recordings of the piece.

In IEEE 1599 code, this 6-layers layout corresponds to the one shown in Figure
1, where the root element ieee1599 presents 6 sub-elements.

The previous list is strongly related to music contents, but in our work layers
can be used in a wider context. Before discussing this matter in depth, we have
to introduce a key concept of the format, namely the spine. This is a mean to
organize contents into various layers allowing to keep heterogeneous descriptions
together and to jump from one description to another. When a user encodes
a piece in IEEE 1599 format, he/she must specify a list of music events to
be organized in a linear structure called spine, located into the Logic layer.
Inside this structure, music events are uniquely identified by the id attribute,
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<?xml version="1.0" encoding="UTF-8"?>

<!DOCTYPE ieee1599 SYSTEM "http://standards.ieee.org/downloads

/1599/1599-2008/ieee1599.dtd">

<ieee1599 version="1.0">

<general>...</general>

<logic>...</logic>

<structural>...</structural>

<notational>...</notational>

<performance>...</performance>

<audio>...</audio>

</ieee1599>

Fig. 1. The XML stub corresponding to the IEEE 1599 multi-layer structure

and located in space and time dimensions through hpos and timing attributes
respectively. Please refer to Figure 2 for a simplified example of spine.

Each event is “spaced” from the previous one in a relative way. In other words,
a 0 value means simultaneity in time and vertical overlapping in space, whereas
a double value means a double duration of the previous music event with respect
to a virtual unit. The measurement units are intentionally unspecified, as the
logical values expressed in spine for time and space can correspond to many
different absolute values in the digital objects available for the piece.

Let us consider the example shown in Figure 2, interpreting it as a music
composition. Event e3 forms a chord together with e2, belonging either to the
same or to another part/voice, as the attributes’ values of the former are 0s.
Similarly, we can affirm that event e3 happens after e0 (and e1), as e4 occurs
after 2 time units whereas e1 (and e2) occurs after only 1 time unit. For further
details please refer to the official document about IEEE 1599 standard [1].

In conclusion, the role of the structure known as spine is central for an IEEE
1599 encoding: it provides a complete and sorted list of events which will be
described in their heterogeneous meanings and forms inside other layers. Please
note that only a correct identification inside spine structure allows an event to
be described elsewhere in the document, and this is realized through references
from other layers to its unique id. Inside the spine structure only the entities of
some interest for the encoding have to be identified and sorted.

One of the most relevant aspects of the format consists in the loose but ver-
satile definition of event. In the music field, an event is a clearly recognizable
music entity (a note, a chord, a pattern, etc.) which presents aspects of interest
for the author of the encoding. Nevertheless, this interpretation can be relaxed
to be applied to other fields, as in the case we will present and in some previous
works (e.g. see [8]). For example, each cue of an actor during a performance can
be seen as the occurrence of an event. From this perspective, our work aims at
discovering and exploiting the potentialities of IEEE 1599 format when applied
to theatrical shows.



A Web-Oriented Multi-layer Model to Interact with Theatrical Performances 119

<ieee1599 version="1.0">

...

<logic>

<spine>

<event id="e0" timing="0" hpos="0"/>

<event id="e1" timing="1" hpos="1"/>

<event id="e2" timing="1" hpos="1"/>

<event id="e3" timing="0" hpos="0"/>

<event id="e4" timing="2" hpos="2"/>

<event id="e5" timing="2" hpos="2"/>

...

</spine>

...

</logic>

...

</ieee1599>

Fig. 2. An example of simplified spine

4 Case Study: The Prospettiva09 Application

An application has been developed for the festival called Prospettiva09 in order
to demonstrate the potentialities of our approach. This work is the result of the
collaboration among the Teatro Stabile di Torino and two universities, namely
the Politecnico di Torino and the Università degli Studi di Milano. The final goal
was releasing a Web-oriented application that allows users to enjoy performance-
related materials, interact with them, and create new ones starting from such
materials. The three activities we have cited correspond to the macro-areas the
application is subdivided into. Further details will be provided in the following
subsections.

4.1 Background

Before describing the software, it is worth to clarify the framework in which
it was developed. The application is focused on a subset of productions from
Prospettiva09 festival. This initiative, organized by the Teatro Stabile di Torino,
took place in 4 locations in Turin: Teatro Carignano, Cavallerizza reale, Teatro
Gobetti, and Fonderie Limone. Prospettiva09 melted together different experi-
ences and artistic forms, such as theater, dance, performing arts and music. It
staged 50 contemporary productions - for a total amount of 72 performances
- and hosted 350 artists and 40 companies from all over the world: Argentina,
Belgium, Germany, Great Britain, Italy, United States, etc.

The experimentation was conducted on a small number of productions, het-
erogeneous as regards their artistic form but all characterized by the use of
multimedia. In particular:
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1. Paranoia (Teatro Carignano, 18/10/09) - A prose work using video projec-
tions in the background;

2. I Pescecani, ovvero quello che resta di Bertolt Brecht (Teatro Carignano,
28/10/09) - A prose work based on improvisation and live music, performed
by prison inmates;

3. Concerto Senza Titolo (Teatro Carignano, 05/11/09) - A multimedia show
with live music and video materials;

4. Short Ride in a Fast Machine (Cavallerizza Reale, 07/11/09) - A contempo-
rary ballet celebrating the aesthetics of Futurism movement;

5. Too Late! (Antigone) Contest #2 (Cavallerizza Reale 21/10/09) - A con-
temporary prose work.

For all the cited shows, some digital materials have been directly acquired during
the performance. As a consequence, they all present stage photos and a number
of audio recordings and video takes, from different points of view. Besides, all
the preparatory materials have been retrieved, when present: scripts, synopses,
video interviews, multimedia projections, music scores, etc.

4.2 IEEE 1599 Encoding

All the heterogeneous descriptions for the same performance have to be grouped
and synchronized in order to provide a unique vision of the single show. This
is the reason why IEEE 1599 standard was employed. In fact, as explained in
Section 3, a unique XML document in such a format can incapsulate and syn-
chronize heterogeneous information.

At this point, an example is called for. In Figure 3 a simplified IEEE 1599
code block is shown. The General layer contains a number of metadata about
the show. As regard the Logic layer, the events listed and univocally identified
within the spine correspond to script lines. In particular, the Lyrics sub-element
is used to encode them. Of course, the document’s author could choose any
other granularity, either more accurate (e.g. syllables) or inaccurate (e.g. scenes).
Needless to say, this choice has a deep impact on other layers, since it provides
anchors to synchronize all materials, and ultimately also the fruition model to
be implemented will be influenced. When graphical contents are available (e.g.
scans of the script or the music score), ad hoc mappings are present within the
Notational layer. Finally, the audio and video takes for each performance are
synchronized with spine events through the Audio layer, which in our example
performs the mapping of the script lines onto multimedia files. Finally, when
graphical contents are available (e.g. scans of the script or the music score), ad
hoc mappings are present within the Notational layer. Other types of description
are available in an IEEE 1559 document, e.g. in the Structural layer, and they
could be adopted to encode further aspects of theatrical performances, such as
the structure of the plot.

When we analyze the terminology used inside IEEE 1599, its original goal
- namely music-oriented description - clearly emerges. Here terms such as “no-
tational” and “lyrics”, the use of an “audio” layer mainly for video takes, etc.
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<ieee1599 version="1.0">

<general>

<description>

<main_title>La canzone di Marinella</main_title>

<work_title>Concerto senza titolo</work_title>

<author type="music and lyrics">Fabrizio De Andre’</author>

</description>

</general>

<logic>

<spine>

<event id="e0" timing="0" hpos="0"/>

<event id="e1" timing="3" hpos="3"/>

...

</spine>

<los>

<lyrics>

<syllable start_event_ref="e0">Questa di Marinella

e’ la storia vera</syllable>

<syllable start_event_ref="e1">che scivolo’ nel fiume

a primavera</syllable>

...

</lyrics>

</los>

</logic>

<notational>

<graphic_instance_group description="score">

<graphic_instance file_name="score/page01.tif"

encoding_format="image_tiff" file_format="image_tiff"

measurement_unit="pixels" position_in_group="1">

<graphic_event event_ref="e0"

upper_left_x="1022" upper_left_y="1506"

lower_right_x="1076" lower_right_y="1610" />

<graphic_event event_ref="e1"

upper_left_x="1670" upper_left_y="1526"

lower_right_x="1724" lower_right_y="1630" />

...

</graphic_instance>

</graphic_instance_group>

</notational>

<audio>

<track file_name="videos/marinella.mpg" encoding_format="video_mpeg"

file_format="video_mpeg">

<track_indexing timing_type="seconds">

<track_event event_ref="e0" start_time="2" />

<track_event event_ref="e1" start_time="9" />

...

</track_indexing>

</track>

</audio>

</ieee1599>

Fig. 3. The IEEE 1599 document which encodes a scene of Concerto senza Titolo
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strain the normal interpretation. Nevertheless, this case study demonstrates that
IEEE 1599’s multi-layer approach is suitable to the description of theatrical per-
formances, too.

4.3 The Enjoy Section

The Enjoy section of the application implements a traditional way to enjoy
available materials. In other words, heterogeneous documents are organized into
specific categories by their type (e.g. texts, audios, videos, etc.), but they are
not synchronized: user interaction is limited to their fruition. This can be a
good example of what traditional archives usually offer to Web surfers. Even
if not innovative at all, this section was implemented in order to showcase the
variety and the amount of available materials. Besides, in this way occasional
visitors - accustomed to traditional tools to interact with digital archives - are
not forced to change their approach. This section of the application is devoted
to the preservation of digitized documents and to their fruition, geographically
distributed and deferred in time.

Figure 4 shows a screenshot of the interface.

Fig. 4. The Enjoy section

4.4 The Interact Section

By entering this section, it is possible to enjoy metadata, text and multimedia
materials in a synchronized way, by exploring the relationships and the syn-
chronizations among them. The interface, shown in Figure 5, presents a number
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of controls and windows to navigate materials in an innovative way. Different
fruitions models are available through the interface. First, it is possible to se-
lect a show and simultaneously follow its plot on the script and on a video or
audio track (one of the many available versions). Even if this is a basic level of
fruition, it proposes a more advanced model with respect to other similar Web
applications, since the performance in its many aspects can be watched in a syn-
chronized fashion. But a second way to use the interface is even more interesting:
it consists in switching from an aural/visual representation to another. In other
words, it is possible to compare in real time different versions and perspectives of
the multimedia contents related to the same performance. When the user decides
to switch from one material to another, the execution continues just from the
current point. Finally, the application allows a third way to enjoy the theatrical
performance, namely the possibility to alter the original time sequence of events.
This function is implemented by making all the parts of the interface sensitive
to mouse clicks. For instance, it is possible to jump from a point to another in
the plot or the music score, or dragging the scrollbar of the media player, and
recreate the synchronization among materials in real time.

Such features of the interface are made possible by the IEEE 1599 standard,
which encodes not only raw data about the theatrical performance but also all
the information required to synchronize them.

First, this section gives to the Web audience some of the features typical of a
live fruition, such as the possibility to change the point of view and to concentrate
on a particular type of content, chosen by the user and not imposed by a director.
Moreover, this model provides a sort of augmented reality if compared to a live
view of the performance, since the elements mixed up on the stage can be enjoyed
together - and from different perspectives - or even “ungrouped” and watched
one by one. This possibility is particularly relevant for the shows with multimedia
projections, which sometimes present an information overload very difficult to
decode in real time.

4.5 The Create Section

The digital objects previously digitized and organized in a unique IEEE 1599
document can also originate new materials. This possibility is explored within
the Create section, where already available materials can be re-used inside a
video editing environment (see Figure 6). The idea is letting Web users create
their own clip about the show, by picking contents from the built-in archive. For
example, it is possible to create cross fadings among different moments of the
performance, to mix the original audio with other tracks, to superimpose free
texts or parts of the script, and so on. Finally, the user-produced materials can
be shared with other surfers.

It is worth noting that the obtained results can be noticeably heterogeneous.
As a trivial example, short clips with advertising purpose can be realized; but a
more creative use of this tool can originate brand new forms of art, for example by
mixing zoomed particulars from still images, extrapolating single words, breaking
audio contents into small pieces and editing them in an original manner, and
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Fig. 5. The Interact section

so on. In other words, through this section each user can communicate his/her
own perspective on a show, thus recalling the name itself of the festival, namely
Prospettiva09.

Fig. 6. The Create section
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5 Conclusions

In this paper we have presented a proposal for the valorization of traditional
theatrical performances through XML, network technologies and social media.
First, materials have to be either digitized or directly acquired in digital format
in order to create a corpus of heterogeneous descriptions for the same perfor-
mance. Starting from such materials, all related to a single show, an XML format
- namely IEEE 1599 - has been employed to describe them within a unique doc-
ument in a synchronized way. The concept of event, originally related to the
music field in IEEE 1599, here has been reinterpreted to take into account the
occurence of given actions on the stage. Finally, a Web interface with advanced
multi-modal functions has been designed and implemented. In this way, also
Web users can participate to the performance and somehow interact with it.
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Abstract. The paper presents a system of real–time interaction with
ancient artifacts digitally restored in a virtual environment in which the
perception of reality is augmented, through the provision of the visual
data missing in the current conditions of the artifacts themselves. The ap-
plication of this system will be through common mobile devices, like the
Apple Iphone. The case study for this project is a Late Classical Greek
statue of a Telamon from the Theater of Syracuse. Since the statue is
subject to constant degradation, a virtual replica was created through the
application of laser scanning techniques. Once the 3D model of the Tela-
mon was produced, a process of digital restoration based on archetypes
and photographic documentation of the statue was carried out. Then,
the commercial framework for mobile devices, ARToolworks, was used
for developing Augmented Reality applications. Using a pattern that is
recognized by the device, a three-dimensional model is associated to that
pattern and the virtual model is shown as it is in the real world.

Keywords: Augmented reality, Laser scanning, Real time interaction,
Virtual heritage.

1 Introduction

In the last fifty years, the growing use of computer applications has become
a main feature of archaeological research [1]. Since the ’90s, when computer
science was oriented to the creation of work tools and solutions for the storage
and management of quantitative data, to the development of virtual models
and to the dissemination of knowledge, this discipline has also developed a more
theoretical approach to the problems of archaeology. In fact, it can now influence
interpretation procedures and revolutionize the language and contents of the
study of the past [2].
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From its first definition by Reilly in 1991 [3], virtual archaeology (VA) was
intended as the use of digital reconstruction in archaeology. Recently, new com-
municative approaches to archaeological contents through the use of interactive
strategies have been added. The development of VA is not simply caused by
the proliferation of 3D modeling techniques in many fields of knowledge, but by
the necessity to find new systems to store an ever-increasing amount of data
and to create the best medium for communicating those data through a vi-
sual language. From this point of view, the application of 3D reconstructions,
obtained with the different techniques available, has become the core area of
study of VA with regards to the potential of cognitive interaction offered by
a 3D model. In this way, virtuality becomes an even more effective communi-
cation method if applied to particular fields, such us archaeological areas that
are well preserved but not accessible [4], sites that are not preserved but that
are known through traditional documentation [5], destroyed sites but depicted
in iconographical repertoires [6], contextualization in progressive dimensional
scale (object, context, site, landscape), and functional simulations repeating the
processes of experimental archaeology in a virtual environment.

The cognitive experiences of 3D computer graphics can essentially be divided
into passive and active interactions. The first case refers mainly to applications re-
lated to research and study, where the primary need is of a documentation type,
such as the archaeological excavation or the monitoring of degradation. In the sec-
ond case, interaction with the virtually–recreated reality is further exploited in the
enhancement of the archaeological heritage through the creation of a virtual mu-
seum, reachable on digital media or on the web, intended both as a virtual version
of a real museum and as a closer study of an archaeological site. 3D modeling can
also be extremely useful for the identification, monitoring, conservation, restora-
tion, and promotion of archaeological artefacts. All archaeological heritage is (al-
ways) under constant threat and danger. Architectural structures and cultural
and natural sites are exposed to pollution, tourists, and wars, as well as environ-
mental disasters such as earthquakes, floods, or climatic changes. Hidden aspects
of our cultural heritage are also affected by changes in agricultural regimes due
to economic progress, mining, gravel extraction, construction of infrastructures,
and the expansion of industrial areas. In this context, 3D computer graphics can
support archaeology and the politics of cultural heritage by offering to scholars a
“sixth sense” for understanding the traces of the past [8]. 3D documentation of ex-
tant archaeological remains or building elements is an important part of collecting
the necessary data for a virtual archaeology project. New developments facilitate
this phase of documentation, including the obtaining of correct measurements and
ground plans from photography, through the use of readily-available equipment.
This is important when restoring archaeological remains, when older phases are
reconstructed in a virtual way. The original state, the restored state, and even-
tual in–between states can be recorded easily through this photo–modeling tech-
nique [9]. Furthermore, the recent application of 3D computer graphics has proved
crucial in planning strategies of restoration and in conservation issues concerning
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monuments that are part of the world cultural heritage, about which there is
still an open debate, as in the case of the restoration of the Parthenon on the
Acropolis of Athens [10].

In this paper, we illustrate the application of some VA techniques to a late
classical Greek statue depicting a satyr Telamon, from the stage-scenery of the
Theater of Syracuse, now kept at the Archaeological Museum “Paolo Orsi” of
Syracuse. The statue, recovered at the end of the 19th century, is made out of
local calcarenite plastered with a mix of marble dust and sand. Due to the mate-
rials used, the statue is subject to cyclical degradation and even the restoration
attempts seem unsuccessful, as can be observed in Fig. 1. We show how a virtual
copy of the statue can be used to monitor the degradation and to present the
statue in a new way.

(a) (b)

Fig. 1. (a) Telamon in a picture of 1927; (b) Telamon today

2 The Archeomatica Project

This experience has been developed as part of the Archeomatica Project [11], a
digital archaeology research project that was begun in late 2007 by researchers
in image processing and computer graphics of the Image Processing Lab [12]
of the University of Catania and scholars in archaeology joining the Lab. The
project aims to develop new implements for archaeological research in prehistory
and protohistory within the field of 2D digital imaging and 3D graphics [32]. Its



Augmented Perception of the Past 129

main aim is to produce automatic systems of recognition and classification of
graphic data, such as figurative pottery decoration, through the use of computer
vision and pattern recognition techniques, and to develop virtual models of pre-
historic sites and items with a high degree of accuracy through application of
laser scanner and 3D modeling techniques. This cognitive process is based on
peer-to-peer exchange of knowledge between experts of computer science and
prehistory working side by side. The cooperative experience of the Archeomat-
ica Project, which represents (through its scientific production) the most recent
trends in digital archaeology and the modern politics of conservation of archae-
ological heritage, has also aimed to define a common multidisciplinary language
for this new discipline to improve the quality of the message that reaches the
outside world. In these first years, of research activity the Archeomatica Project
has produced significant results in archaeological 3D modeling and 3D digital
restoration, helping to improve the cognitive capacities of the archaeologists.

3 Digital Restoration

The technique of 3D digital restoration of archaeological objects is perhaps the
most common trend in interdisciplinary projects related to the interpretation
and dissemination of archaeological knowledge. This is because of the potential
that 3D has in subtracting the archaeological goods from the destructive ef-
fects of atmospheric agents, of pollution, of time, and, in some cases, of natural
disasters and wars. The high–definition 3D laser scanner is an instrument that
collects 3D data from a given surface or object in a systematic, automated man-
ner, at a relatively high rate, in near real time using a laser ray to establish the
surface coordinates. Over the last decade, this technology has been applied to
archaeological research to construct geometric models with different character-
istics [13,14]. Most archaeological work has been carried out to digitize objects
of an intermediate size, such as settlement structures, statues, and vessels. The
most recent projects have been focused on modeling structures during the ex-
cavation of archaeological sites, either of one limited zone [7] or the complete
ensemble [15]. These studies have been carried out from the ground surface or
using helicopters and airplanes [16].

The possibility of obtaining a virtual, exact replica of reality in a limited
amount of time makes the laser scanning method ideal for studies of 3D digital
restoration, where the virtual recomposition of fragmented elements, both phys-
ically and narratively, is fundamental [17]. The Archeomatica Project team of
researchers in this field has proposed integrating the Blender–based 3D model-
ing and image–based 3D modeling with the laser scanning technique, in order
to solve the problems of possible data voids connected with complex scanning.
The laser scanner used is the compact and handy Next Engine [18], and it is
very versatile especially when the objects to be scanned are placed in restricted
spaces or cannot be removed. It is an optical triangulation scanner that offers a
high degree of precision, allowing the creation of good three-dimensional models
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(a) (b)

Fig. 2. (a) Statue of Telamon, from Syracuse Museum; (b) 3D model of the statue
obtained with laser scanning technique

of real subjects. Since the Telamon was very large, a tripod was used with
the scanner in manual mode. Its proprietary software NextEngine ScanStudio
offers an excellent interface for the alignment process. However, another software,
Meshlab [30], was preferred as it is more suitable for this kind of work since it
offers a wide range of specific filters to manipulate and improve data acquired
in the previous phase.

As is customary, the alignment process produced a project file containing a
significant amount of data (vertex and faces) that permits any type of trans-
formation or filter application useful for completing the digital statue. First the
digital statue was cleaned, by deleting scattered points and filling holes (Fig.
2(b)). Subsequently, a filter was applied to reconstruct those parts that were
not scanned in the acquisition phase because they were considered insignificant,
such as, for example, the back of the statue that is covered by plexiglass. Since
the Telamon was symmetrical, later we tried to produce a symmetrical version
of the 3D model, using just the laser scanner data (Fig. 3).

4 Augmented Reality

Virtual reality allows the 3D visualization of concepts, objects, or spaces and
their contextualization through the creation of a visual framework in which data
is displayed. VR also enables interaction with data organized in 3D, facilitating
the interaction between operator, data, and information in order to enhance the
sensorial perception [19]. It creates a virtual space that is a replica of the real
space, where the information about every feature that constituted the different
moments of life of the real space are “translated” into 3D data. The two cru-
cial points of every project of VR are the selection of the information (pictures,
drawings, geometrical measures) and the choice of which facet of the original
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Fig. 3. Restoration analysis in virtual ambient of the Telamon acquired with laser
scanning technique

object’s nature must be captured and reconstructed. “Visual computer models
should make clear their sources and the criteria on which they are based” [20].
In order to understand archaeological systems, much more than a visually “re-
alistic” geometric model is needed. “Dynamism and interaction” are essential.
A dynamic model is a model that changes in position, size, material properties,
lighting, and viewing specification. If those changes are not static but respond
to user input, we enter into the proper world of virtual reality, whose key feature
is real-time (RT) interaction. Here real-time means that the computer is able
to detect input and modify the virtual world “instantaneously” at user com-
mands. By selectively transforming an object, that is, by interpolating shape
transformations, archaeologists may be able to form an object hypothesis more
quickly [21]. One field where the scholars in archaeology and computer science
are recently getting involved is augmented reality (AR) where the simultaneous
visualization of virtual data and the real world is performed [22,23,25,26]. One
of the objectives of AR is to bring the computer out of the desktop environment
and into the world of the user who works with a three-dimensional application.
In contrast to VR, where the user is immersed in the world of the computer, AR
incorporates the computer into the reality of the user. The user can then interact
with the real world in a natural way, with the computer providing information
and assistance. It is then a combination of the real scene viewed by the user
and a virtual scene generated by the computer that augments the scene with
additional information. The virtual world acts as an interface, which may not
be used if it provides the same experience as face-to-face communication. AR
enables users to go “beyond being there” and enhance the experience in order to
achieve both the full interpretation of the traces of the past and the development
of the best tool for the dissemination of their message [24].
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In our example of a Greek Telamon in Syracuse, the system provides new
ways of information access at the Museum in a user-friendly way through the
use of 3D-visualization on mobile devices [27,28]. We have chosen as our device
a common mobile Apple Iphone, with the commercial framework ARToolworks.
Once the three-dimensional statue is obtained, it is necessary to adapt it to the
hardware limitations imposed by the device. The graphical engine inside the
mobile device is able to handle three-dimensional environments without loss of
data and without any delay within a certain threshold. This limit has a maxi-
mum of seven million polygons per second. However, the statue is composed of
thirty-nine million polygons and must necessarily be reduced to fit within the
limitations of the device, without compromising the aspect of the statue. For
this operation, a filter contained in Meshlab software [30] called “Quadric Edge
Collapse Decimation” has been used. This filter has been applied many times by
halving the number of faces each time instead of making only one application of
this filter and obtaining a drastic decimation with bad results in terms of quality.

Fig. 4. The AR applied to the Telamon. The mobile phone gives the statue model
when the pattern is found by the camera.

ARToolworks uses ARToolkit [31], an open source library for Augmented Re-
ality that allows many easy-to-use functions of Computer Vision to be used for
AR. It gives the possibility to create Augmented Reality applications on any
mobile device using a high level programming environment that allows the de-
veloper to set and manipulate the Video Tracking process and three-dimensional
overlapping in a few simple steps without having to delve into the world of deep
programming and the theory of Computer Vision. ARToolworks is integrated
in Xcode, an Apple Integrated Development Environment; it uses only API ap-
proved by Apple and any application is “App-Store” compatible. Using a pattern
that is recognized by the device, a three-dimensional model is associated with
the pattern and the virtual model is shown like it is in the real world (Figs. 4
and 5).
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Fig. 5. The augmented reality in the Museum

5 Conclusions

The encouraging results of the application of AR to archaeological evidence has
demonstrated that it is possible to use another “sense” to decrypt the traces of
the past: the three-dimensional recreation of ancient life and visual images are
extremely effective in explaining the past because they allow us to experience it.

The potential of this approach in the future could be enhanced by investing
much more in the five fundamental elements of an AR environment, namely
virtuality (objects that don’t exist in the real world can be viewed and exam-
ined), augmentation (real objects can be augmented by virtual annotations),
cooperation (multiple users can see each other and cooperate in a natural way),
independence (each user controls his own independent viewpoint), and individ-
uality (displayed data can be different for each viewer) [29].

Future works will include to create of visual pattern less ”invasive”, hopefully
based on natural geometry of the artefacts, to integrate of two 3D models in an
overall virtual replica of the altar as it was at the time of its use, the simplify the
entire model in order to be run on mobile devices and finally to develop other
versions of the software to be used also in android environment.

Acknowledgments. Many thanks to Susanna Kimbell for the review of the
English text.
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Abstract. The EUscreen project represents the European television archives 
and acts as a domain aggregator for Europeana, Europe’s digital library. The 
man motivation for it is to provide unified access to a representative collection 
of television programs, secondary sources and articles, and in this way to allow 
students, scholars and the general public to study the history of television in its 
wider context. The main goals of EUscreen are to (i) develop a state-of-the-art 
workflow for content ingestion, (ii) define content selection and IPR 
management methodology, and (iii) provide a front-end that accommodates 
requirements from several user groups. 

Keywords: TV on the Web, EBUcore, Europeana, Metadata Interoperability, 
Linked Open Data. 

1 Introduction 

Providing access to large integrated digital collections of cultural heritage objects is a 
challenging task. Multiple initiatives exist in different domains. For example, 
Europeana manages a state-of-the art technical infrastructure to manage the ingestion 
and management of data from a wide variety of content providers. It aims to give 
access to all of Europe’s digitised cultural heritage by 2025. Europeana focuses on 
two main tasks (i) to act as a central index, aggregating and harmonising metadata 
following a common data model [1], and (ii) to provide persistent links to content 
hosted by trusted sources. The portal currently provides access to 15 million objects, 
primarily books and photographs; audiovisual collections are underrepresented. 
However, recent analysis of query logs from the Europeana portal indicated users 
have a special interest for this type of content.  Television content is regarded a vital 
component of Europe’s heritage, collective memory and identity – all our yesterdays 
– but it remains difficult to access. Even more than with the museum and library 
collections, the dealing with copyrights, encoding standards, costs for digitization and 
storage makes the process of its aggregated and contextualized publishing on the Web 
extra challenging. 

In this paper, we will focus in outlining the ingestion workflow; the projects’  
main technical achievement. In Section 2, we outline the motivation of our work.  
In Section 2, we elaborate on the technical infrastructure.  
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2 Motivation 

The main motivation for our work is to overcome the current barriers and provide a 
unified access to a representative collection of television programs, secondary sources 
and articles, and in this way to allow students, scholars and the general public The 
multidisciplinary nature of the EUscreen project is mirrored in the composition of the 
socio-technical nature of the consortium; comprising of 20 collection owners, 
technical enablers, legal experts, educational technologists and media historians of 20 
countries. EUscreen represents all major European television archives and acts as one 
of the key domain aggregators providing content to Europeana. 

Several public reports on our work can be downloaded from the project blog. This 
paper reports on the results of the work performed over the past one and a half years, 
leading up to the launch of the first version of the portal. Notably, we analyze the 
design decisions from a Web Science perspective; zooming in on the interplay 
between user requirements, technical possibilities and societal issues, including 
intellectual property rights. We will show how EUscreen contributes to a so-called 
‘Cultural Commonwealth’ [2] that emerges by bringing content from memory 
institutions and the knowledge of its heterogeneous constituency together. 

Conceptually, EUscreen is built on the notion that knowledge is created through 
conversation [3]. Hence, ample attention is given to investigating how to stimulate 
and capture knowledge of its users. Combining organizational, expert and amateur 
contributions is a very timely topic in the heritage domain, requiring investigation of 
the technical, organizational and legal specificities.  

The goals of the project are to (i) develop a state-of-the-art workflow for content 
ingestion, (ii) define content selection and IPR management methodology (35.000 
items will be made available), and (iii) design and implement a front-end that 
accommodates requirements from several user groups. To reach these goals, close 
cooperation between the different stakeholders in the consortium is essential. For 
example, the selection policy needs to take in to account the available content, wishes 
from media historians and the copyright situation. The workflow will need to study 
the existing metadata structures, should support aggregation by Europeana and 
provide support for multilingual access.  

2.1 Define Content Selection Methodoloy 

In collaboration with leading television historians EUscreen has defined a content 
selection policy [4], divided into three strands: 

1. Historical Topics: 14 important topics in history of Europe in the 20th Century 
(70% of content); 
2. Comparative Virtual Exhibitions: two specially devised topics that explore more 
specialised aspects of European history in a more comparative manner (10% of 
content – include documents, stills, articles); 
3. Content Provider Virtual Exhibitions: Each content provider selects content 
supported with other digital materials and textual information on subjects or topics of 
their own choosing (20 % of  content). 
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EUscreen has written a set of guideless regarding management of intellectual property 
rights. The copyright situation of each and every item is investigated prior to 
uploading. 

2.2 The Front-End 

Representatives of the four primary user groups, e.g. secondary education, academic 
research, the general public and the cultural heritage domain were consulted in order 
to define user requirements and design fron-end functionality. The main challenge for 
the portal’s front-end is to include advanced features for specific use cases without 
overwhelming the users with a complex interfaces. The Helsinki University of Arts 
and Design adapted a component-based conceptual model that accommodates this 
requirement (Figure 1.) 

 

Fig. 1. EUscreen Homepage 

Implementation of the front-end services is not done in the traditional way using 
serverside programming language like php, java or asp. EUscreen implemented a 
‘server-less’ front-end APIs where a javascript/flash proxy system handles the 
communication with the back-end services. The result will be a front-end system that 
can be ‘installed’ on any plain html web server without any need for server-side 
technologies. This means it can be hosted and moved to any location or multiple 
locations. It also means partners can use these APIs to integrate parts of the 
functionality in their own intranet and internet systems using simple ‘embed’ ideas. 
This method is gaining more ground, for example companies like Google who 
provides these types of APIs for services like Google Maps. 
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3 Metadata Ingestion and Video Playout 

The technical standards enabling interoperability form an important dimension of the 
technical achievements. In order to achieve semantic interoperability, a common 
automatic interpretation of the meaning of the exchanged information is needed, i.e. 
the ability to automatically process the information in a machine-understandable 
manner. The first step of achieving a certain level of common understanding is a 
representation language that exchanges the formal semantics of the information. 
Then, systems that understand these semantics can process the information and 
provide web services like searching, retrieval.  

Many different metadata schemas or in a broader sense, sets of elements of 
information about resources, are being used in this domain, across a variety of 
technical environments and scientific disciplines. EUscreen has developed an 
ingestion mechanism providing a user friendly environment that allows for the 
extraction and presentation of all relevant and statistical information concerning input 
metadata together with an intuitive mapping service that uses the EUscreen Metadata 
schema, and provides all the functionality and documentation required for the 
providers to define their crosswalks. The workflow (Figure 2) consists of four phases, 
each responsible for specific services to ensure the quality of the ingestion process:  
 

 

Fig. 2. Metadata Ingestion Workflow 

The Workflow consists of five steps. The first is harvesting/delivery, which refers 
to collection of metadata from content providers through common data delivery 
protocols, such as OAI-PMH, HTTP and FTP. is implemented as a web service, 
where authentication is required to perform a series of tasks that correspond to work 
flow steps. The havesting service is an application written in the Java and hosted on a 
web server by the Tomcat servlet engine. Data is imported into a PostgreSQL 
database in xml format. Once uploaded, the xml structure is parsed and represented in 
a relational database table.  

Second is the Schema Mapping that aligns harvested metadata to the common 
reference model. A graphical user interface assists content providers in mapping their 
metadata structures and instances to the EUsceen metadata model, using an 
underlying machine-understandable mapping language. It supports sharing and reuse 
of metadata crosswalks and establishment of template transformations.  
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The next step is Value Mapping, focusing on the alignment and transformation of a 
content provider's list of terms to the authority file or external source introduced by 
the reference model. It provides normalisation of dates, geographical locations or 
coordinates, country and language information or name writing conventions. 

Revision/Annotation, being the fourth step, enables the addition of annotations, 
editing of a single or group of items in order to assign metadata not available in the 
original context and, further transformations and quality control checks (e.g. for 
URLs) according to the aggregation guidelines and scope. 

Finally, the Semantic Enrichment step focuses on the transformation of data to a 
semantic data model, the extraction and identification of resources and the subsequent 
deployment of an RDF semantic repository. 

3.1 EBUcore and Multilinguality 

In order to achieve semantic interoperability with external web applications, 
EUscreen metadata are exported in EBUcore [5], which is an established standard in 
the area of audiovisual metadata. EBUCore has been purposefully designed as a 
minimum list of attributes to describe audio and video resources for a wide range of 
broadcasting applications including for archives, exchange and publication. It is also a 
Metadata schema with well-defined syntax and semantics for easier implementation. 
It is based on the Dublin Core to maximise interoperability with the community of 
Dublin Core users. EBUCore expands the list of elements originally defined in EBU 
Tech 3293-2001 for radio archives, also based on Dublin Core. The metadata is stored 
in RDF format to improve the search functionality and enable the alignment with 
external resources.  

Finally, EUscreen has created a SKOS multilingual thesaurus (15 languages) 
based on the subject terms of IPTC standard and the geographical places of 
GeoNames. The thesaurus supports multilingual retrieval services and links to open 
data resources that could be used for enrichment and to contextualise the collection. 

3.2 Video Playout 

EUscreen requires content providers to provide MPEG 4 part 10 (normally known as 
H.264). EUscreen advises to encode in a bit rate between 500 and 1000 kb/sec, as this 
resembles SD quality video. Since the client playback method will be a Flash player 
with h.264 streaming, EUscreen demands that providers have streaming servers that 
are capable stream videos to a Flash client. In practice this means using one of the 
available Flash streaming servers. 

This will leave room for the content providers themselves to add html5 or 
Silverlight server programs to create a 100% coverage of the possible technologies.   

EUscreen supports four scenarios: 

1. Content provider transcodes and files are hosted by service provider Noterik  
2. Content provider transcodes and the content provider hosts 
3. Noterik transcodes and Noterik hosts 
4. Noterik transcodes, and the content provider hosts 
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3.3 The Mapping Tool 

Metadata mapping is a crucial step of the ingestion procedure. It formalizes the notion 
of `crosswalk' by hiding technical details and permitting semantic equivalences to 
emerge as the centerpiece. It involves a graphical, web-based environment where 
interoperability is achieved by letting users create mappings between input and target 
elements. User metadata imports are not required to include the adopted XML 
schema. Moreover, the set of elements that have to be mapped are only those that are 
populated. As a consequence, the actual work for the user is easier, while avoiding 
expected inconsistencies between schema declaration and actual usage. 

The structure that corresponds to a user's specific import is visualized in the 
mapping interface as an interactive tree that appears on the left hand side of the editor 
(Figure 3). The tree represents the snapshot of the XML schema that the user is using 
as input for the mapping process. The user is able to navigate and access element 
statistics for the specific import.  

 

 

Fig. 3. Mapping Interface 

The interface provides the user with groups of high-level elements that constitute 
separate semantic entities of the target schema. These are presented on the right hand 
side as buttons, which are then used to access the set of corresponding sub-elements. 
This set is visualized on the middle part of the screen as a tree structure of embedded 
boxes, representing the internal structure of the complex element. The user is able to 
interact with this structure by clicking to collapse and expand every embedded box 
that represents an element along with all relevant information (attributes, annotations) 
defined in the XML schema document. To perform an actual mapping between the 
input and the target schema, a user has to simply drag a source element and drop it on 
the respective target in the middle.  

The user interface of the mapping editor is schema-aware regarding the target data 
model and enables or restricts certain operations accordingly, based on constraints for 
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elements in the target XSD. For example, when an element can be repeated then an 
appropriate button appears to indicate and implement its duplication. User's mapping 
actions are expressed through XSLT stylesheets, i.e. a well-formed XML document 
conforming to the namespaces in XML recommendation. XSLT stylesheets are stored 
and can be applied to any user data, can be exported and published as a well-defined, 
machine understandable crosswalks and shared with other users to act as template for 
their mapping needs. Features of the language that are accessible to the user through 
actions on the interface include: 

• string manipulation functions for input elements; 
• 1-n mappings; 
• m-1 mappings with the option between concatenation and element repetition; 
• structural element mappings; 
• constant or controlled value assignment; 
• conditional mappings (with a complex condition editor); 
• value mappings editor (for input and target element value lists). 

4 Future Work 

The first version of the portal will be launched in March 2011, followed by a period 
of extensive evaluations with end-users. Also, the selection policy will be reviewed. 
Outcomes of this process will form the basis of the development of the second 
release, scheduled for early 2012. The major enhancements will be related to the 
front-end. For instance, EUscreen will support the on-line creation of on so-called 
virtual exhibitions, consisting of media objects of various archives. 

 
Acknowledgments. EUscreen is co-funded by the European Commission within the 
eContentplus Programme. 

References 

1. Isaac, A. (ed.) Europeana Data Model Primer. Europeana v1.0 Technical report (2010)  
2. Scott, B.: Gordon Park’s conversation theory: a domain independent constructivist model of 

human knowing. Foundations of Science 6(4), 343–360 (2001), National Center for 
Biotechnology Information, http://www.ncbi.nlm.nih.gov 

3. Our Cultural Commonwealth: The report of the American Council of Learned Societies 
Commission on Cyberinfrastructure for the Humanities and Social Scences. American 
Council of Learned Societies (2006) 

4. Kaye, L.: D3.1 Content Selection and Metadata Handbook (EUscreen 2011) (2011)  
5. Evain, J.P. (ed.) EBU Core Metadata Set. EBU (2009) 

 



Towards Artistic Collections Navigation Tools

Based on Relevance Feedback

Daniele Borghesani, Costantino Grana, and Rita Cucchiara
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Abstract. Artistic image collections are usually managed via textual
metadata into standard content management systems. More sophisti-
cated searches can be performed using image retrieval technologies based
on visual content. Nevertheless, the problem of the information presenta-
tion remains. In this paper we try to move beyond the classic grid-styled
presentation model, suggesting a novel use of relevance feedback as a
navigation tool. Relevance feedback is therefore used to warp the view
and allow the user to spatially navigate the image collection, and at
the same time focus on his retrieval aim. This is obtained exploiting a
distance based space warping on the 2D projection of the distance ma-
trix. Multitouch gestures are employed to provide feedbacks by natural
interaction with the system.

1 Introduction

The valorization of cultural heritage is probably one of the most interesting and
useful applications of modern technologies of human-computer interaction and
multimedia search. All the plurality of artistic masterpieces can live a comple-
mentary life through digitalization, which allows a significant reduction in man-
agement costs, an enormous expansion of public —therefore of money income—
and, at the same time, a tremendous freedom of data elaboration, therefore a
pleasure for the public and usefulness for experts.

One of the key aspects is the way in which information is presented, in other
words how the results of a visual search, or an automatic classification based
on content, is shown to users. This can constitute a significant gap between
such systems and the final users, especially untrained ones. Instead an engaging
user interaction design could impact positively on the success of these platforms,
thus increasing the interest of people on the fruition of such artistic collection,
with consequent positive spillovers on the culture, the society and the economy.
Therefore, in this paper we are proposing an easy solution to solve this interface
gap. Starting from a solid set of content analysis and indexing techniques (which
can be eventually designed to fit the large scale requirements), we propose the
relevance feedback not only as an effective tool to improve the raw performance
of the retrieval system, but mainly as a mean to help the user navigating into

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 143–153, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



144 D. Borghesani, C. Grana, and R. Cucchiara

the collection. In this way, we want to facilitate the user in the process of ma-
nipulation of the information: by visually surfing through images, the user can
build connections and feel emotionally involved in the navigation experience, us-
ing the relevance feedback to warp the space around his needs, quickly learning
the results content and possibly moving to a destination he did not even think
about when he started.

Among the different forms of art, we focused our work on Renaissance illu-
minated manuscripts. Italy, in particular, has a significant collection of them,
such as the Bible of Borso d’Este in Modena (which is currently the dataset
considered in this work), the Bible of Federico da Montefeltro in Rome and
the Libro d’ore of Lorenzo de’ Medici in Florence. These masterpieces contain
thousands of valuable illustrations with different mythological and real animals,
biblical episodes, court life illustrations, and some of them even testify the first
attempts in exploring perspectives for landscapes. For this reason, they repre-
sent a challenging dataset which allows testing the effectiveness of our proposal,
not only in scientific terms (how a particular set of algorithms perform on these
images) but also in “social” terms (how much interest this kind of multimedia
application can gather). From now on, throughout the work, we will refer to
illuminated manuscripts as the primary art collection form we are focused on.

The idea comes from the feedback we had about the project “Rerum No-
varum” [1], a multimedia application we developed to enhance the fruition of
artistic image collections, illuminated manuscripts in particular. Besides the
combined use of visual search and relevance feedback to provide visually as-
sisted tagging, people asked us a smart way to navigate the meaningful visual
content, i.e. the pictures extracted by the illuminated pages. For this reason, we
are proposing this novel interactive interface which aims at redefine the use of
relevance feedback and image similarity for this kind of applications.

2 Background

The problem of image retrieval is two-fold. In the first place, we need fast and
effective techniques to convey visual similarity to the user. In the second place,
we need an effective technique to allow the user to manage the results.

Regarding the first problem, a great amount of literature has been proposed.
Among it, we think that the natural choice is a global feature representation,
providing a compact summary by aggregating some information extracted at
every pixel location of the image. The bag-of-words approach, a global repre-
sentation build of clustered local features like SIFT [2] or SURF [3] as a visual
dictionary, is generally considered the state of the art. For a complete compar-
ison of performance of local features in CBIR, please refer to [4]. Most of these
local descriptors use luminance information only. Nevertheless, both color and
shape are widely considered important visual characteristics in a cognitive con-
text, so an interesting way to account this information is by using the covariance
region descriptor, proposed by Tuzel et al. in [5], which aggregates the correla-
tions of a custom amount of elementary sources of information (like color, shape,
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spatial information, gradients). Moreover, great interest was devoted to GIST
feature, a statistical summary of the spatial layout properties (Spatial Envelope
representation) of the scene [6].

To solve the second problem, a presentation strategy is required. The clas-
sical spatial arrangement of images is their placement on a grid, typically in
row-major ordering based on relevance. Despite its simplicity, this visualization
is unable to convey information on the structure of the collection, for exam-
ple the availability of a cluster of similar images. As described in [7], alongside
with more standard approaches based on static hierarchies or clustering, the
main approaches are build around a network based or a dimensionality reduc-
tion based representations. Multi-Dimensional Scaling (MDS) solves a non linear
optimization problem by determining the mapping that best approximates the
high-dimensional pairwise distances between data points. One of the initial pro-
posals was the Sammon mapping by [8]. An interesting proposal of this kind is
the Hyperbolic-MDS by [9], which exploits the hyperbolic space H

2 to map the
most significant images in the center of the projection (thus visualizing them
with a greater detail) while displacing the others along the curve H

2 falling
towards infinity with a smaller scale; moreover this projection has the advan-
tage of allowing to focus the view in different points by applying the Möbius
transformation. A number of other non-linear projections have been proposed
to solve the prohibitive computational costs, for example the isometric mapping
(ISOMAP) [10], the stochastic neighbor embedding (SNE) [11] and the local
linear embedding (LLE) [12]. An older yet effective approach, especially in large
scale contexts, is finally the FastMap [13] which exploits a set of pivot objects to
project points in the reduced space. This technique, exploited also in this paper,
has the advantage to allow easily a fast insertion of new objects within the map.

3 Rerum Novarum: Visually Assisted Tagging for Artistic
Documents

Typically, the majority of the visual information retrieval systems follow the
schema of Fig.1. Essentially, the system has a top-down design, and a profes-
sional effort (in terms of knowledge, documents and ontologies definition). It
is necessary to provide the user with the full set of functionalities, potentially
exploiting some image analysis and machine learning tools to facilitate the job.
This authoritative experience of experts is used to create the annotated digital
library (DL), often formalized as an ontology, that becomes the center of the
application design. In this content-centered paradigm, the user has not got a
real role of intervention inside the structure: he turns out to be a simple viewer
of the retrieval results, having no real interaction with the system.

In this paper, we want to provide a more similar structure to the one in Fig.2.
It is based on a user-centered paradigm, capable of putting together abilities, ex-
periences and knowledge of different kinds of users, such as experts, art viewers,
scholars and research communities. Instead of only assuming a static authori-
tative knowledge, needing a long and laborious work of visual data annotation,
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automatic
segmentation

small training,
corrections

authoritative
knowledge

Annotated
Artistc DL

Visual/Text
search engine

query results

Artistic DL

Fig. 1. The standard approach used in information retrieval systems. An expert per-
sonnel is required to include information of various nature into the system to allow the
user to take advantage of proposed functionalities.

we exploit the search by visual similarity and relevance feedback to assist the
process of tagging in a visual fashion, exploiting an engaging user interface.

In this context, Datta et al. in [15] proposed a very interesting classification of
multimedia systems, based just on theuser’s intent, distinguishing three categories:

– Browsing: when the user’s end-goal is not clear, the browser performs a set
of possibly unrelated searches by jumping across multiple topics;

– Surfing: when the end-goal is moderately clear, the surfer follows an ex-
ploratory path aimed at increasing the clarity of what is asked of the system;

– Searching: when the end-goal is very clear, the searcher submits a (typically
short) set of specific queries, leading to the final results.

In the traditional belief, these three modalities are implemented in a separate ap-
proach, which are necessary in order to differentiate the requirements of authori-
tative and personal experiences. On the contrary, we propose an accommodation
of all of them in the same design, allowing surfing on visual and textual contents,
without excluding more general browsing functionalities neither more accurate
searches. Thus, according with the schema shown in Fig.2, the normal user or ex-
pert can begin his analysis by browsing the pages of the documents, correcting the
automatic segmentation or including a manual one if necessary. Whenever a par-
ticularly interesting detail is retrieved, the user can propose a tag to the selected
picture and continue the exploration interactively surfing by visual similarities.
The system automatically answers with a set of similar pictures, which the user
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Fig. 2. Our user-centric approach. When the user is an expert, he can add his knowl-
edge without the need of a structured representation (like tags or commentaries), and
only a small subset of manually annotated training set (just some pages) is needed by
the automatic segmentation [14]. When the user is a scholar or researcher, he can use
the visual similarity and the relevance feedback to increase the amount of information
of the system. When the user is a tourist, or an art lover, the system can be used as a
simple information viewer, using the relevance feedback to improve the query results.

can further provide relevance feedback for. The results, marked by the user as simi-
lar, at the end may be given the same tags, so that the user will with minimal effort
accomplish the otherwise demanding effort of tagging all pictures in the dataset
when sharing the same visual content. In this manner the personal experience is
inserted in the system by surfing and by visually assisted tagging. The tags, after
a validation task if deemed necessary, become part of the collective experience:
any user, art lover or researcher can so keep on analyzing the work by searching.
Specific and reliable tags can finally give the system the possibility to filter out
the visualized dataset, allowing the user to focus his attention on the sections of
the work he is mainly interested on.

Basically, this is a virtuous loop in which the surfing through the artistic
collection and the similarity search by visual content allows the extraction of
similar pictures, i.e. pictures likely sharing the same tags; at the same time, tags
will help the system to increase the embedded knowledge, and the user —while
enjoying art— is facilitated on searching contents inside the artistic collection
or filtering results by topic.

A very powerful analysis tool emerges by expanding this human-centered ap-
proach from a single artwork to a complete collection. The visual similarity can
find meaningful results across different works. An efficient use of tags can be
used to filter and organize documents and pictures across different art works. In
this way, the user could have literally the entire collection in his hands (see Fig.3
to get an idea of the variety of pictures available in these collections). That’s
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Fig. 3. Some examples of pictures available in this collection. Notice that we are dealing
with a lot of different visual concepts: symbols with particular iconographic meanings,
portraits, animals, group of people depicted in natural environment or court scenes.
The pictorial style of these handmade manuscripts increases the difficulty of retrieval.

the reason why we believe this approach may help in the creation of a “smart
library”, capable to adapt to the user’s needs using efficient, yet very simple user
interaction approaches.

4 Relevance Feedback for Image Surfing

The first task in image searching on large scale collections is clearly manag-
ing the scalability problem. Many techniques for approximated nearest neighbor
(ANN) search, starting from the LSH [16] up to the product quantization [17],
allow to greatly improve the performance using vocabulary codes (with pre-
computed distances) in place of real features. Moreover image search based on
contextual information (as done by all search engines) proves to be definitely ef-
fective. The real limitation of todays multimedia systems is within the interaction
possibilities.

The most important way in which the user can help the system cross the
semantic gap and interact with the retrieval results, i.e. the relevance feedback,
becomes first of all prohibitive in large scale contexts. Just consider the usual
approaches: query point movement, feature space warping or machine learning
approaches [18]. The first one is not efficient enough, the second one requires
a full space warping (thus a full space re-encoding for ANN, and no proposals
at the best of our knowledge takes into account relevance feedback in such a
context); finally the learning is notoriously a heavy procedure, often requiring
an offline processing and hardly capable of producing real time results. Moreover,
the relevance feedback is proposed to the user as a tedious procedure (as well as
the annotation) to overcome the limitations of the system itself, which could be
considered an admission of poor quality.
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Nevertheless, the ability to guide the system towards the desired result needs
to be considered as an important feature. The user himself implicitly demands
this kind of capability, because visual similarity is mostly helpful when the user
does not clearly know or is not capable of expressing the subject of his search: as a
matter of facts if he could, he would type the precise query on the search engine.
This is even more true when the user is approaching the image collection for
fun or curiosity: in this scenario the user is mainly interested in surfing through
pictures being guided by his emotional preferences. In the meantime, new and
refined results could be suggested by the retrieval system, adjusting his search
goal.

In order to satisfy all these requirements, we need to visualize the effect of
relevance feedbacks from the original feature space into the two-dimensional
mapping. This procedure allows the system to show to the user a real-time
feedback of his manipulations, bringing him into the collection itself.

We need to provide the user with a first 2D visualization of his query results.
The technique used in this step is FastMap, due to its high performance and
the ability to quickly include new points to the map without recomputing the
entire mapping. This algorithm briefly works as follows [13]. Firstly, two distant-
enough objects are chosen with an heuristic approach. Given a distance function
D() between each pair of objects Oa and Ob in the feature space, each object Oi

is projected to object O
′
i on the line joining the pivots (Oa, Ob) using the cosine

law and obtaining the x coordinates. Then the y coordinate is computed using
the distances D′ on the hyperplane perpendicular to the line (Oa, Ob). These
may be obtained from the original distance D by means of Eq.1:

D′ (
O

′
i, O

′
j

)2

= D (Oi, Oj)
2 − (xi − xj)

2 (1)

When the process is completed, the pictures are visualized on the two-
dimensional plane adjusting the scale.

When a query Oq is selected by the user, the points are adjusted in order to
support the similarity ranking. In particular the user requires a new projection
which better reflects the distances from the query, thus the angle of points from
the query is kept fixed, while the distance is scaled along the unit vector pro-
portionally to the ranking itself. In this way, the similar pictures get closer to
the query, while the dissimilar ones are moved away. At this point, the user is
focused on the query itself (at the center of the screen) and the most similar
content within the results is placed nearby, easily gathering his attention.

At this point, the user can provide feedbacks on the results, highlighting what
he likes (being more similar to the query he submitted) and what he dislikes
(being different from what he expects). For each point Oi in the results set, the
system finds the nearest element of both positive and negative feedbacks sets (a
process which can be eased up with approximate search) and warps the space.
In particular, given fp the distance from its nearest good feedback (including
the query image) and fn the distance from its nearest bad feedback, the system
computes the distance for the projection P as:
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P (Oi, Oq) = D (Oi, Oq)
(

1 +
fp − fn

max(fp, fn)

)
(2)

The equation states that what is positive should be moved towards the query,
while what is negative should be pushed away. The “positiveness” of an image
is related to how much more similar to a positive than to a negative the image
is. The images may now be ranked according the warped distances and the
visualization is updated by moving the images along the line which connects the
points to the query in the 2D plane. The new distances are ordered according
to the ranking.

Compared with other relevance feedback approaches, this solution may per-
form worse with respect to the global recall or precision. The real merit, which
becomes essential, regards the interface aspect: in fact the changes induced to the
ranking are limited to the local neighborhood of the selected feedback element.
In other words, only the points for which the feedback is the nearest positive
or negative feedback are influenced, therefore a strong connection between the
visual mapping and the observed changes appears. Moreover the use of a ranking
based projection has the effect of showing the similar images slowly approaching
the query, thus the user’s attention focus.

The user is still allowed to move the images as he feels like, implicitly asking to
prevent the image from being moved by the automatic positioning. Note that the
distance calculations are always performed on the original distances, so removing
a feedback allows to step back to the previous position: this is an easy way to
“undo” the user’s choices.

5 Interactive Relevance Feedback on Artistic Image
Collections

We employ this technique to improve the browsing capabilities provided in the
project “Rerum Novarum” [1], a multimedia application developed to enhance
the fruition of artistic image collections, showcased in ACM Multimedia 2010.
The system allowed to use visual search and relevance feedback to provide vi-
sually assisted tagging. Starting from the original digitalized pages of the Holy
Bible of Borso d’Este, the system performs an automatic picture segmentation
using the strategy described in [14,19,20], possibly followed by a manual refine-
ment. At this point, we came out with a dataset of 2282 pictures. The visual
descriptor used to represent those images was the covariance matrix a simple yet
effective second order statistics descriptor, which allows to embed in a very com-
pact form a wide range of visual information: color, texture, spatial distributions
and correlations between both color and edge based information.

The user was able to interact with randomly selected images, in order to
start exploring the image collection. We chose to follow a different approach:
the user is presented with the 2D mapping of the images and allowed to zoom
and navigate (Fig. 4(a)). After identifying an interesting image (Fig. 4(b)), the
user selects it and the other images are rearranged to convey their distance in
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(a) (b)

(c) (d)

Fig. 4. Application example with the illuminated manuscript historical markings

the feature space from the selected query (Fig. 4(c)). This shows how well the
2D mapping is able to respect the original distance matrix. Now the user may
simply select positive or negative samples, getting an immediate feedback of
the effect of his choice on the mapping: selecting a negative feedback forces the
image and some other neighbors to be pushed away and at the same time all the
lower ranked image to be dragged toward the query. The selection of a positive
feedback “recalls” images from outside the current view towards the query. A
possible state is presented in Fig. 4(d).

6 Towards a Natural Interaction with Image Collections

The term natural interaction regards a human-computer interaction modality
conveyed with means which are considered natural since they belong to the
nature of human beings themselves [21]. The simpler and the more natural the
machine interaction is, the less amount of cognitive effort is delegated to humans.

The aim of natural interaction is therefore the design of an interaction sys-
tem able to getting rid of computer-friendly interaction paradigms (like windows,
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menus, scrollbars, mouses) towards more human-friendly paradigms. In this con-
text, very important roles are played by concepts like aesthetic beauty, emotions
and a playful dimension between the user and the system; moreover, an intensive
use of animations and dynamic mathematical models is necessary in order to link
the virtual interface with real life metaphors. Finally, the spatial organization of
information is fundamental to improve content understanding, for example by
clustering similar objects.

This proposal just moves towards this kind of interaction. The image collection
is not only a list of images, but becomes a space to explore, reacting dynamically
on the user’s preferences collected continuously through relevance feedback. By
exploiting a multitouch panel, the process of interacting with the system can be
conveniently implemented with gesture. The removal of one or more undesired
pictures is triggered with swipe gestures, while the pinch gesture allows to zoom
the collection to focus on the individual pictures (or groups of pictures). Groups
of good or bad feedbacks can be selected drawing circles around them. Once the
collection has been filtered, according to the desired predominant visual charac-
teristic, a tag could be associated to the resulting group of pictures, performing
a visually assisted tagging.

7 Conclusions

In this paper we introduced a novel proposal for the presentation of image collec-
tions, obtained by querying or similarity search. We believe that the combined
use of 2D mapping and relevance feedback allows the user to better express his
querying intention, therefore easily surf through the results.

This technique, however much simple, could open a wide range of improve-
ments of today’s web search engines and image collections management software.
For example, new results could be dynamically added to the mapping, based on
the already selected images, thus formulating a new query based on the posi-
tive and the negative selections. Moreover, the visual similarity search can be
exploited also to mine the not indexed content using positive feedbacks as sug-
gested prototypes for the retrieval system. Finally, an interesting possibility is
the exploitation of such an interactive experience to collect user provided infor-
mation and therefore improving the retrieval system itself.
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Via Festa del Perdono 7, 20122, Milano, Italy

giovanna.bagnasco@unimi.it, matilde@infinito.it

Abstract. The application of Virtual Reality technologies is becoming
largely widespread in the Cultural Heritage field. Digital restorations,
virtual reconstructions, interactive navigations, are just some of the pos-
sible applications. In this paper, we present a preliminary Virtual Reality
reconstruction of the Etruscan painted Tombs in Tarquinia. Only a part
of these tombs are open to the public: using Virtual Reality it could be
possible to visit all the Necropolis, with the possibility to interact with
the environment, and to visualize additional information.

The application has been designed in order to be modular and flex-
ible. To test the application, we have used the Virtual Theater of the
University of Milan, a Virtual Reality installation based on a large semi-
cylindrical screen and passive stereoscopic visualization.

Keywords: Virtual Reality, Cultural Heritage, Virtual Reconstruction,
Etruscan Tombs.

1 Introduction

The application of Virtual Reality (VR) technologies in the Cultural Heritage
(CH) field has shown a relevant growth in the last years. In fact, the flexibility
of VR allows archaeologists and historians to experiment with new approaches
and validate different theories through simulations and digital reconstructions.
The use of VR in the CH needs an intense interdisciplinary collaboration among
IT (Information and Technology) and cultural experts for providing attractive
environments that are also accurate from a scientific point of view. Each detail
of the interactive VR simulations must be validated by the cultural experts, in
order to avoid the diffusion of inaccurate and superficial information. On the
other side, VR scientists can suggest new possible solutions to CH experts, on
the basis of recent technological advances [1].

Archiving, reconstruction, restoration, interpretation, simulation, dissemina-
tion are the most used keywords related to the use of VR in the CH field. For
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example, VR has been effectively used for digital reconstruction of existing mon-
uments [2], and for digital restoration of paintings [3]. By means of 3D modeling
and animation, different interpretations and theories about the vestiges of the
original places or monuments have been investigated [4–6].

By means of VR, it is often possible to offer students, scholars and tourists,
an organic presentation of a CH site placed in in locations difficult to reach and
hard to visit [7]. From this point of view, VR introduces new interaction patterns
in the cultural context increasing its role in conservation, interpretation and
dissemination of ancient cultures; however sometimes interaction patterns such
as virtual devices are simply meant to assess historic or naturalistic objectives
rather than introduce visitors to experience ancient cultures. To develop an
environment where to share and exchange knowledge about a specific context of
interest, it is crucial to enrich the VR visualization with additional information
concerning the context in which the heritage was originally set. VR technologies
are particularly useful to fulfil such goals because they make the integration
of multifaceted information easy in an interactive and appealing way [8, 9].
Some researches have been already presented [1, 10–14] to investigate efficient
integration of database technology for accessing contents from multiple digital
archives of CH information.

In this paper, we present a preliminary version of a VR reconstruction of the
Etruscan Necropolis of Tarquinia (UNESCO site since 2004), where a relevant
number of painted tombs are present; however, not all of them are open to the
public at the same time. Using VR, we have designed a modular and flexible
application, in order to give an overview of the area with the location of the
tombs, and to perform virtual visits enriched by the integration of additional
materials currently stored in different cultural institutions.

Section 2 is meant to give some information about the Necropolis, and section
3 to present the details of the VR reconstruction and of the VR installation used
to develop and test the application.

2 The Etruscan Necropolis in Tarquinia

The Necropolis of Tarquinia, together with that of Cerveteri, are UNESCO sites
since 2004. In particular, Tarquinia is an outstanding testimonial of the Etruscan
culture, with its 6.000 unearthed tombs cut in the rock among of which 140 are
extraordinary painted. The earliest graves date from the 7th century BC. Most
of them are made of a single room, while others are more articulated. Currently,
64 graves are accessible and some of them are protected by glass whereas others
are open in rotation for visits.

The perception of the existence of the Necropolis goes back to the Renais-
sance, but the first findings were documented only in 1699. The most part of
the painted tombs were discovered in the second half of 18th century. Across
the centuries, many paintings were detached from the walls and were then lost
or destroyed, others are currently not visible due to the fading of the original
colors. In these cases our knowledge of these paintings is mainly based on de-
scriptions and paintings made by artists and scholars in 17th and 18th centuries
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[15]. It must be noticed that these copies present several differences when com-
pared to the original ones: some elements and details were not considered, the
overall style was often changed. Some of the differences have been caused by the
insufficient knowledge among the artists of the Etruscan culture, some surely are
due to the difficulty of painting at the light of fire torches. However, often these
changes were introduced with precise reasons, for example to make the copies
uniform with the stylistic canons of the current age, more familiar to the public.
In fact, it must be considered that often these copies were made to be sold by
art merchants.

In the proposed reconstruction of the Necropolis, we have implemented vir-
tual navigations for the Tomb of Pygmies and the Tomb of Shields. 3D models
and textures of these two tombs have been created by the archaelogists having
access to the graves for research reasons. The 3D modeling of other tombs is
currently in progress. The use of 3D models makes it possibile to appreciate and
investigate the morphology of the architecture in its completeness, providing an
opportunity to see every detail in relation to the rest of the architecture, al-
lowing a full view of the monument in each of its components: walls, ceilings,
floors, niches, furniture, dromos. Moreover, it allows to better understand the
relationship between different paintings and their spatial context: 3D models
give the opportunity to virtually travel within the hypogeum and to perceive
visual pathways depending on the use of space in Etruscan times.

The Tomb of the Pygmies was discovered in 1961, and it is dated from 350-325
BC. It is made of only one room, and most of its paintings are currently lost. It
is named after one of the few scenes still visible: a battle betweenpygmies and
cranes.

The Tomb of the Shields, belonging to the Velcha family, was discovered in
1870, and it is dated from 350-300 BC. It is painted with scenes representing
the members of the family and decorated shields that give the tomb its name.
Their copies were drawn in 1871 by the painter Gregorio Mariani. Since 1900,
watercolor paintings based on these drawings were commissioned to painters
working for the Danish art collector and philanthropist Carl Jacobsen [15]. The
drawings are currently conserved in Rome, while the paintings are now in the
Museum of Art in Boston.

Subsection 3.2 describes the layout of drawings and paintings in the virtual
navigation inside the Tomb of the Shields.

3 Virtual Reality Reconstruction of the Necropolis

The VR reconstruction of the Necropolis here implemented is based on a modular
and flexible approach using separate modules, in order to handle a site composed
by a large number of independent tombs. A main application is dedicated to the
choice among currently reconstructed tombs, and independent applications are
dedicated to virtual navigation inside selected tombs. Such an environment is
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already active even with a very limited number of reconstructed tombs. New
completed modules can be easily linked at any time to the main application.
Moreover, due to the complete independency of the applications, different deve-
lopers can work to the reconstruction of different tombs at the same time, just
relying on a template of the application.

Different choices are less effective, such as a full 3D reconstruction and inte-
gration of all the locations inside a unique application, because the necessary
stage of measurement and acquisition of textures is not an easy and fast pro-
cess: it must be performed accurately by personnel having access to the tombs,
in accordance with maintenance works and visit hours. Therefore, it may take
several months before having a 3D modeling and texturing of all the tombs, even
limiting the process to the most relevant ones.

The applications have been developed using the open-source Processing en-
vironment [16]. Processing is an environment for the development of Computer
Graphics and Multimedia applications, whose programming language is based
on Java, extended with higher-level functions and libraries. For the development
of the applications, we have used external open-source libraries for the loading
of BingTM satellite maps of the Necropolis area, and of the OBJ 3D models of
the tombs.

We have decided to include stereoscopic visualization inside the VR recon-
struction. Stereoscopic visualization simulates human binocular vision, allowing
a more accurate simulation and perception of depth and distances of a virtual
environment. If the visualization device used during the navigation has ade-
quate sizes, it is possible to achieve a realistic depiction of measures between the
real environment and its visualized simulation. We have developed and tested
the applications inside a VR installation available at the University of Milan,
characterized by a large projection screen. Therefore, we have implemented a
Processing library for stereoscopic visualization using anaglyphic visualization
or quad-buffer technology. In subsection 3.3 we will describe the VR installation
and we will give some details about the hardware requirements of the applica-
tions.

In the following subsection we will give also further details on the applications.

3.1 Main Application

The main application is based on a menu enabling to choose among available
reconstructed tombs: it loads a satellite map of the Necropolis area, and shows
the reconstructed tombs that are available in blue circles on the map. Moving
the mouse cursor over the circles, the names of the tombs appear on the screen.
Clicking over a circle, the main application is closed, and the chosen virtual
navigation of the tomb is triggered. All of the functionalities of the satellite map
website are still available inside the application: it is thus possible to zoom and
move around the area. This is important, because the tombs in the Necropolis
are very near to each other, and when they will be all reconstructed, the map
will be quite crowded of blue circles.
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Fig. 1. The interactive map of the Necropolis (left) and loading screen after the selec-
tion of a tomb (right)

Besides the above mentioned reasons related to modularity, we decided to
use this approach also because it helps in studying the geographical location
of painted tombs: by using an interactive map, it is possible to understand the
actual spatial location of the tombs over the whole area of the hill used as a
necropolis. This helps in assessing the use of space in relation to its history and
in investigating the dissemination of tombs according to style of paintings and
type of architecture. A screenshot of the main application with the indication of
the available tombs is shown on the left in Fig. 1.

Adding a new reconstruction of a tomb to the main application is very easy,
and it does not need to change the code of the application. In fact, the main
application reads the information about the available tombs from an external
configuration file. To add a new tomb, it is only needed to add some lines of
text: the name of the tomb, the coordinates of the tomb in the map, and the
relative path to the executable file of the new application.

3.2 Virtual Navigation of the Tombs

In a 3D reconstruction of an environment, the first and most important stage
is the acquisition of data to be used inside a 3D modeling and texturing tool.
The data can be obtained both with laser scanner technology or with traditional
measuring systems.

While the laser scanner technology is excellent to retrieve measures and dis-
tances, the philological interpretation of the relationship between architectural
features of the tombs and paintings can only be assessed through traditional
measuring systems that can be better controlled and implemented by the ar-
chaeologist’s eye [15], in order to enhance the cultural value which is the aim of
the present project, as will be explained afterwards. This is the reason why we
take advantage of the models and textures of the Etruscan tombs created by the
archaeologists having access to the site.

Accurate sessions of photographic acquisition were carried out for the cre-
ation of textures used for the reproduction of the paintings. Many samples were
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acquired of each area that compose the inside of the tombs, to give evidence of
the state of conservation not only of the painted walls, but also of the floors and
ceilings. The accuracy of this process enriches the virtual navigation, allowing
to appreciate the various details of the Etruscan frescoes: brush marks, graffiti,
use of cord soaked in color to create the meshes of regular geometric figures,
the deterioration of paints, etc... As a consequence, the final result depends
mainly on the accuracy of this process, that could be more difficult because of
the characteristics of the site, e.g. limited accessibility, presence of maintenance
works or rubble, lack of light, etc. Even if experience leads to a more efficient
and faster process, this stage is surely time-consuming [17].

In this paper we are focusing on an organized presentation of the tombs inside
the Necropolis area, and a fruition of the reconstructed environments. As stated
in section 2, currently the 3D models and textures of the Tomb of the Shields
and of the Tomb of the Pygmies are available. Other sessions for the acquisition
of measures and images of other tombs are currently in progress.

After the selection of a tomb from the main application, the models and
textures are loaded. This process may take some time according to the quality
of the selected textures. During the loading stage, some information and pictures
about the tomb are shown (an example is shown on the right in Fig. 1).

The virtual navigation, based on a first-person point of view approach, starts
at the entrance of the tomb. The virtual camera is placed at a height of 1.7 meters
from the floor, but this parameter could be changed by editing the external
configuration file.

The user can virtually walk inside the environment by using mouse and key-
boards (more advanced interaction devices can be supported in the future).

It is possible to enhance the visitors experience and education suggesting
a walk-through of the monument including the perception of the architectural
structure and of any detail giving information about the ritual use of space
in the Etruscan age. This could also help in avoiding the risk of misleading
anachronistic and spectacular modern approaches.

In case of visualization in a multi-user environment (like e.g. a theater room),
a single user will be in charge of controlling the virtual navigation. It must be
considered that her/his personal choice can affect the other users experience.
However, in some cases (for example, if this person is an expert or an archae-
ologist) this situation may be useful for a better presentation of the virtual
experience.

In the virtual navigation, to avoid trespassing walls, a map of the floor of the
tomb (obtained during the measurement sessions on the site) is used to determine
the walkable areas inside the virtual environment. With this technique, the user
can move from room to room only through really doors and passages. At the
bottom-left corner of the VR visualization, a map is placed to show the user’s
position in the VR scene.

One problem we had to solve was how to illuminate the virtual tombs. In
the real environments there is no natural light: some artificial lights are placed
inside the tombs, controlled by a switch timer, during tourists visits. Inside the
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tombs there are signs of smoke on the walls, and therefore it was suggested that
probably fire torches were used when needed to illuminate the environments.
Some studies are currently ongoing about the placement of these torches, and
whether their use and position might have had some importance during ritual
activities.

In our simulation, considering the main purpose of the application, i.e. cultural
dissemination, we have decided not to place light sources on the walls of the
tombs, leaving this question open for future works and virtual simulations. We
have then decided to link the virtual illumination source inside the simulation to
the virtual camera. Therefore, while moving inside the tomb, the light changes,
following the virtual observer, like if she/he was wearing a hard hat with a
light. To have a realistic effect, we have introduced an attenuation parameter
in order to decrease the intensity of light when the distance from the virtual
camera increases. In Fig. 2 we show two views of the virtual navigations inside
the Tomb of the Shields and the Tomb of the Pygmies.

In section 2, we have already mentioned drawings and paintings of the original
scenes on the walls of the Tomb of the Shields made by artists during 18th
century [15] and nowadays stored in different cultural institutions. In the virtual
navigation of this tomb, we have introduced the possibility, by pressing a key,
to visualize these additional materials, superimposed on the original walls of the
tomb. In Fig. 3 we show some views of the drawings and paintings placed over
the original frescos of the Tomb of the Shields.

Therefore the 3D model allows a visual comparison between the ongoing sit-
uation of the paintings of the tomb and its copies placed in their right position,
produced since the date of the discovery. It is also possible to spatially place
objects or documents stored in museums or institutions elsewhere in the world.

These examples show the potentiality of VR as a cultural dissemination tool,
allowing a synergy between different sources of information not available in real-
ity. Textual or audio description of the origin of these paintings may be added to
enhance the level of the virtual experience. Additional material to be included in
the visualization is retrievable from networks of digital archives of information
developed in the previous project T.Arc.H.N.A. [1, 10, 11, 14].

Finally, by exiting the virtual navigation, the application will close and the
main application will be launched again, making possible to start a tour in
another available reconstruction.

Implementing applications for the visit inside other tombs necessarily needs
some development and testing, therefore the process will not be as easy and
fast as the above mentioned integration of new tombs in the main application
menu. However, the implementation process will surely have benefits by using
the two currently available simulations as application templates. In fact, the
implementation of a virtual navigation of a tomb similar to the Tomb of the
Pygmies (characterized by simple geometry, and without additional material to
integrate in the visualization) would be very fast: the code used for the Tomb of
the Pygmies can simply be adapted by loading the new model and textures, and
tuning some visualization parameters. For more complex environments, in which
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Fig. 2. A view of the Tomb of the Pygmies (top) and of the Tomb of the Shields
(bottom)

it is necessary the integration and visualization of other cultural information,
more time will be needed. However, many implementation choices and details
from the Tomb of the Shields can be reused in the new applications.

3.3 Hardware Requirements and Flexibility

The application was tested inside the Virtual Theater of the University of Mi-
lan [18], a multi-user VR installation, characterized by a semi-cylindrical screen
with height 2.70 m, radius 3 m, and arc length 8 m. The projection system of
the Virtual Theater is composed by four high resolution Barco Sim 5Plus pro-
jectors with built-in INFITECTM filters for passive stereoscopic visualization.
The resolution of the projected images is 2416 x 1050 pixels. From an obser-
vation distance of 3.5 m, the field of view involved by the visualization is 120◦

horizontally and 90◦ vertically. An image of the Virtual Theater is shown on
the left in Fig. 4. Real-time rendering in the Virtual Theater is computed on a
quad-core HP XW9300 workstation with a NVIDIA QuadroTM FX5500 graphic
board, equipped with quad-buffer technology.

The characteristics of the Virtual Theater allow a realistic depiction of mea-
sures and distances of the original environments, giving as result a very immer-
sive experience in the visualization and navigation inside the virtual reconstruc-
tion. An image of the visualization of the Tomb of the Shields reconstruction
inside the Virtual Theater is shown on the right in Fig. 4.
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Fig. 3. Watercolor paintings and drawings visualized over the original frescos in the
Tomb of the Shields

A VR installation with the same characteristics of the Virtual Theater is
probably not compatible with a normal museum budget. However, the VR ap-
plication was designed in order to be as flexible as possible, in order to allow
visualization and navigation on different hardware settings. Therefore, it is pos-
sible to arrange a visualization and navigation setup on the basis of different
available budgets, ranging from a multi-user room to a single-user workstation.

First of all, the application is cross-platform, being the Processing program-
ming language based on Java. As a consequence, it could run on different ope-
rating systems (proprietary or non-proprietary).
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Fig. 4. The Virtual Theater of the University of Milan (left) and the application pro-
jected on the semi-cylindrical screen (right). The user controlling the navigation is not
shown in the picture.

Moreover, different versions of the textures were prepared, and it is possible to
choose their quality by changing a parameter in the external configuration file.
Therefore, by choosing a lower resolution of the final rendering, and an adequate
quality of the textures, the application can be adapted to run on machines with
different computational power.

From the visualization point of view, the implemented library supports two
stereoscopic visualization options: quad-buffer technology, and anaglyphic tech-
nique.

The first option needs a high-level, expensive, graphic board, and it is usually
adopted in large VR installation like the Virtual Theater. It gives the best visu-
alization quality and resolution, and it is easy to use from the development point
of view. The second technique is instead based on the application of color filters
to the right and left views of a stereoscopic image, and it does not need any
particular technology, but just a standard display and cheap anaglyphic glasses.
The visual quality is quite low, with an evident colors distortion. The anaglyphic
effect is not difficult to create: it needs some elaborations on the original color
signals of the frames. However, other different technologies for stereoscopic vi-
sualization are currently available, with different costs and characteristics; thus,
it is possible to choose the best solution on the base of the available budget.

In any case, the library allows also to adopt a classic monocular visualization,
and it can be extended with other stereoscopic visualization techniques.

4 Conclusions and Future Works

In this paper, we have presented a Virtual Reality reconstruction of the Etruscan
Tombs in Tarquinia. The application allows to choose between available recon-
structed tombs, whose location is visualized in a satellite map of the Necropolis
area. The navigation inside the virtual tombs is based on a first-person point
of view approach, using stereoscopic visualization for an immersive perception
of the distances and measures. By means of VR technologies, it is possible to
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integrate in the simulation additional materials such as drawings and paintings
made in the 18th century, currently conserved in different places around the
world. The application was tested inside the Virtual Theater, a Virtual Reality
installation available at the University of Milan.

The VR application presents virtual navigations inside two tombs (Tomb of
the Pygmies and Tomb of the Shields), using 3D models of the environments
created by the archaeologists having access to the site. The overall design of the
VR reconstruction of the Necropolis has been created in order to be modular
and flexible, allowing a fast development of new modules.

Currently, 3D modeling of other tombs is in progress, and as soon as this stage
will be completed, new virtual navigations will be developed and integrated in
the main application.

Moreover, we will also integrate new stereoscopic visualization techniques in
the implemented Processing library, in order to allow more flexibility in the
possible choices of the visualization setup.

Finally, we will perform an user evaluation of the presented application con-
sidering both experts and non-expert users.
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Abstract. The aim of this paper is to report the results of an ongoing
project that deals with the exploitation of a digital archive of drawings
and illustrations of historic documents for research and educational pur-
poses. A prototype system, called IPSA (Imaginum Patavinae Scientiae
Archivum), has been developed and is currently used as a case study to
provide innovative tools for researchers and scholars active in the preser-
vation and dissemination of cultural heritage. After describing the initial
user requirements that motivated the development of IPSA, we focus
on the research questions that can be addressed by new system func-
tions and on its extension to additional user groups, including students,
experts in other domains, and the general public.

1 Introduction

The ideas and concepts reported in this paper build upon our experience on
the analysis of the user requirements, the design of a methodology, the devel-
opment of a prototype system, and the analysis of the feedback from real users
of a digital archive of historical material. The archive aims at the study and re-
search on illuminated manuscripts, i.e. usually handwritten books which include
illustrations and which in past centuries were manually and artistically deco-
rated. Illuminated manuscripts are the subject of scientific research in different
areas, namely the history of art and the history of science, and all disciplines
related to the subject of the book – e.g. botany, astronomy, medicine [1]. Before
the invention of photography, illuminated manuscripts played a central role in
the dissemination of scientific culture, and to this end they bear witness to the
heritage of different cultures, in Europe, Asia, and in the countries under the
influence of Arab culture.

The digital archive of illuminated manuscripts that has been developed within
our research activities is called IPSA, which stands for Imaginum Patavinae Sci-
entiae Archivum (archive of images of the Paduan science) [2,3]. This is because
the main focus of our initial project was to provide a tool for the analysis of the
role played by the Paduan school during the Middle Ages and the Renaissance
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in the spread of the new scientific method in difference sciences, from medicine
to astronomy to botany.

IPSA can also be considered as a case study for our research on methodologies
and tools for researchers and scholars working on the analysis, preservation and
dissemination of cultural heritage. After a number of years of usage by scholars
and students, we started a new phase of recollection of user requirements, with a
focus on the research questions that can be addressed by an improved systems.
To this end, our aim is to provide innovative services to improve user engagement
with digital cultural heritage collections.

The final goal of this new phase of our work is to exploit the experience gained
over the years both in the design and development of systems that manage
digital cultural heritage metadata [4,5] and collections [6,7], and in the usage of
multimedia digital archives in order to address new requirements that become
evident only after the system has been extensively used as a research tool.

The paper is divided in two parts. The first part describes the initial require-
ments and development of the actual working system that meets them. The
second part introduces our ongoing research on additional user requirements, in
the form of research questions related to the disciplines involved in the study of
illuminated manuscripts.

2 IPSA Motivations and Objectives

The development of models and tools for researchers and scholars in the area
of illuminated manuscripts requires a careful analysis of user requirements [8].
As it turned out from the analyses, the requirements for carrying out scientific
research will be more complex and articulated than requirements for final users.
Final users access an image digital archive to acquire information in a given field,
researchers access the archive to disclose knowledge and discover new relation-
ships between digital objects.

Instead of limiting the analysis to a number of interviews, our approach was to
create a research team, where computer scientists and scholars in history of art
collaborate. Additional contributions from scholars in related disciplines, such
as history of science, botany, astronomy, have been integrated as well and for-
malized in a draft proposal that has been presented and discussed with research
users. A similar approach has been maintained during the development of the
prototype system, because all the novel functionalities have been directly tested
by members of the research team.

Main results of this initial study are summarized in the following sections. The
interested reader can gain further and general information by accessing the Web
site that has been developed to document both the projects which have made
possible the design and development of IPSA and the managed digital cultural
heritage collection1.

1 URL: http://www.ipsa-project.org/

http://www.ipsa-project.org/
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2.1 Disclosure of Relations between Images and Manuscripts

Scholars in history of miniature are mostly interested in analyzing images, their
style, their elements and possible relations with other images belonging to differ-
ent manuscripts. In particular, it is of primary importance for researchers to dis-
cover whether illustrations have been copied from images of other manuscripts,
merely inspired by previous works, or directly inspired by nature. A major re-
quirement thus regards the possibility of enriching the digital archive by high-
lighting explicit relations that have been discovered by a researcher. The analysis
of user requirements highlighted a number of issues that are of particular rele-
vance.

– Authorship: The definition of a relation between two or more images depends
on the scientific results of a researcher, who owns the intellectual rights of
this additional knowledge.

– Typology: Since two images or two manuscripts can be related for a number
of different reasons, the kind of relations should be explicitly expressed.

– Paths : Relations may form historical paths among images, because images in
a manuscript can be copies of another one which in turn are copies themselves
of previous illustrations.

These requirements suggested the use of annotations that allow the scholars to
connect two manuscripts or two images. These annotations, which have been
called linking annotations, have a type which describes the kind of relations
between the two objects and provides a semantic to the link. We proposed a
taxonomy for linking annotations [2] which is divided in two classes, including
annotations that express either hierarchical or relatedness links. Annotations
have been developed and integrated within the digital archive according to the
formal model described in [9].

2.2 Personalization and Collaboration

Almost every digital archive dynamically changes over the years, because of new
acquisitions that increase the number of documents and because of changes or
redefinition of the descriptive records. In particular, the study of the digital
archive content produces new knowledge that, apart from being disseminated
through scientific publications, can be represented within the archive itself.

This novel information, which is due to original results, should be stored in
the digital archive at a different level than the information based on a general
consensus. To this end, both classical textual annotations and the proposed
linking annotations can be a viable tool providing that a user is able to state
which annotations can be shared with the community or his research group, and
which ones have to remain private. Such a mechanism allows scholars to use the
digital archive as an advanced research tool, which reflects their personal view
of the collection of manuscripts, as well as protect their intellectual rights.
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Scholars’ annotations on the archive, besides being a means of personaliza-
tion, can be exploited to foster collaboration. It has to be noted that illuminated
manuscripts are of interest to both the historian of art and the historian of sci-
ence, but at the same time, a herbal is of interest to the botanist because they
represent plants and their possible variations through the centuries, a codex is
useful for researchers on the evolution of civil and criminal laws, an astrologi-
cal book may give insights to researchers in medicine on the way stars where
perceived to influence the health of people and to astronomers on how constel-
lations where seen and represented. Hence, the scientific research on illuminated
manuscripts involves a number of persons with different expertise, which should
be able to cooperate in order to share their different knowledge and background.

A digital archive of illuminated manuscripts has to provide a collaborative
environment, such as in [10], where researchers should be able to interact and
give different contributions to the definitions and redefinitions of objects in the
manuscript. For this reason, different levels of users of the archive need to be
considered. Apart from the administrators, the group of research users should
be able to modify the records of the underlying database when new features of
the stored objects are discovered.

3 Development of IPSA

A prototype implementing the proposed methodology has been developed. The
close collaboration within a single team of researchers and scholars of all the
disciplines involved allowed us to create a closed loop for evaluation, testing
and refinement of the different functionalities. Once the underlying database
structure had been designed and developed, the organization of the user inter-
face and the development of the novel functionalities highlighted by the user
requirements were done incrementally, with scholars in history of art starting to
populate the archive and studying the collection of images during the refinement
of the software tools.

Figure 1 shows the search page of the IPSA prototype, which is text-based
using available metadata, because content-based search was not part of the user
requirements. This means that metadata, especially in the form of annotations,
should provide information about the visual similarity of the images as well,
which – according to the interviewed scholars – can be stated only by an expert.

Figure 2 shows the selection of an image from the results. As usual, informa-
tion and metadata about the image are reported. Moreover, the image can be
explored and navigated. Only a small part of the complete image can be visual-
ized at high resolution, and this is done through a proprietary Java application.
Finally, the user is also presented with the annotations of the link the retrieved
image to other images.

The prototype of IPSA has been used as a research tool by scholars in the
history of art in our team. An effort of dissemination has been made to present
it to other researchers in Italy and Europe, through a number workshops and
presentations in the research area of illuminated manuscripts.
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Fig. 1. Search functionalities in IPSA

4 Improving User Engagement

Building from the experience in using the actual version of the prototype, the
next step in our ongoing project was to study how to extend its functions to
develop it as an education and dissemination tool. At the same time, we wanted
to elaborate on actual functionalities to address a number of research questions,
which can be addressed by automatic tasks to help scholars to discover new
knowledge. In this study process, IPSA can be considered as a sort of case study
to be used to learn new ways of using and extracting information of interest
from new categories of users. A further step will be to generalize the findings of
this case study to similar digital cultural heritage collections and applications.

5 Research Questions

Using IPSA as a new starting point to develop tools for researchers in illuminated
manuscripts, we begun a new analysis of requirement on the research questions
that should be addressed by a digital archive. The analysis has been carried out
on a focused group of scholars and professional users, including professors in the
history of illumination, in the history of medieval art, and experts in digitized
manuscripts.

The initial results of this ongoing study highlighted some priorities. The re-
search questions described in Section 5.1 confirm the results of our initial analy-
sis of requirements, introducing additional concepts to refine the existing tools.
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Fig. 2. User interface of IPSA for the analysis of images

The research questions that are described in the subsequent sections are novel,
and we believe that the possibility of using IPSA as a research prototype helped
the user group to highlight them more clearly.

5.1 Relations between Images

The user group underlined that images are the main subject of scientific research
on illuminated manuscripts. Text surrounding the image is important as well, as
described in Section 5.3, yet it has to be noted that in many cases the author of
a manuscript copied the text of pre-existing manuscripts, while the illustrator
added original drawings. These drawings can be copied, with some modifications,
from previous images, or just be inspired by them.

Thus an image, besides being relevant because of its intrinsic artistic value,
becomes of particular interest because of its relations with other images. The
first research question regards the possibility of following the development of
illustrations of a specific text, that is to track the evolution of iconography of
the subjects described in a text, stating where changes have been applied by
illustrators and which were their references while drawing images for a text.

At the same time, it is of interest the study on the representation of a specific
subject, leading to a second research question that regards the possibility of fol-
lowing the evolution of the images describing a specific subject. Also in this case,
it is important to state which were the references for illustrators and whether
they copied or be inspired by previous drawings, which may be surrounded by
different text.
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The actual version of IPSA already supports an annotation mechanism that
partially addresses these questions. In particular, linking annotations can be
used to represent relations between images, while their type describes the kind
of relations. Yet, a third research question regards the possibility of expressing
in detail the research results that motivate a relation. This additional require-
ment regards the possibility of including textual annotations that describe the
considerations for expressing a relation between images.

It is interesting to note that, although most of the research is carried out
by analyzing images, also in this case the user requirements did not highlight
the need of tools for the automatic computation of visual similarity. It has to
be noted that scholars normally have a complete knowledge of the domain they
are studying, and they are not used to count on automatic tools to discover
relations between images. It is likely that non expert users could take advantage
from automatic tools, although the extension to other user categories will be
part of future work and it is not covered by this contribution.

5.2 Exploitation of External Resources

A second group of research questions regarded the relations between the con-
tent of the archive and external collections. Illustrators could be inspired by
manuscripts that are part of other collections but also by other art forms of the
same historical period. For example, a drawing can be derived from a painting,
a fresco or from illuminated manuscripts with a different subject (for instance
religious manuscripts are not included in the collection managed by IPSA). It
is important to note that, in a period where traveling was difficult, illuminated
manuscripts gave an important contribution to the spread visual representation
styles across Europe and the Mediterranean area.

The main research question related to this point can be expressed in two
main forms, regarding either the possibility of finding relations with other digital
archives or the possibility of querying the archive using external information.
From the analysis of requirements it seems that automatic tools that mine the
content of online collections can be a valuable tool for researchers. In particular,
scholars find particularly useful the automatic mining of metadata, including
authorship, subject, iconography, and geographical area of production. At the
same time, the scientific research on illuminated manuscripts can take advan-
tage for any kind of documentation that can be related to the content of the
manuscripts. The possibility of having this information available when studying
an image is considered of great importance.

5.3 Relevance of Textual Information

As mentioned above, scholars in the history of miniature are mainly interested
in images. For this reason, the user requirements for the development of the
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actual version of IPSA did not highlight the need of including the text of the
manuscripts in the archive. In many cases, the text was directly copied with only
few variations mainly due to errors made by the copyist. The analysis of text is
of interest for philologists, which were not included in the focused group.

Yet new requirements highlight the importance of the text surrounding the
images, especially in relationship with the possibility of using external infor-
mation to query the archive, as described in Section 5.2. In this case, the main
research question regards the possibility of segmenting the text of the manuscript
and linking segments to images. Information retrieval techniques can be applied
to a focused crawling of external resources, integrating the results obtained with
metadata. Textual information is considered by scholar a more important evi-
dence of the relations between images than the ones obtained by visual features
that can be extracted automatically from images.

The inclusion of textual information poses challenging problems, because text
is hand written (and thus very difficult to parse automatically) and usually in
Latin. Automatic translations, to English and other languages, should be used
to find similar content outside the collection. Moreover, language processing
techniques should be tailored to the particular application domain, where terms
are not normalized and the writing style is not comparable to the one of modern
languages.

5.4 Graphical Representation

A final set of research questions regards the visual organization of the archive
content and of the results of a search. Scholars need to compare different images,
that have to be presented on the screen at the same time, with high resolution
and the possibility of zooming on details. The kind of relations between images
have to be represented as well, with simple visual cues that represent it. At
the same time, the presence of relations induce a hypertextual structure to the
collection of images, which should be represented effectively. An example of the
possible relations of a given image is depicted in Figure 3.

The research questions on the graphical representation regard both the pos-
sibility of expressing graphically the kind of relation between two images and the
possibility of changing the focus of the representation, highlighting the image of
interest inside the graphical representation. A number of possible representations
has been designed and are currently taken into account by scholars. The hier-
archical relations between images is of paramount importance for the scholars,
who are interested in the spread of a given iconography across the century and
are used to represent it with a stemma codicum (a tree-like representation of the
hierarchical relations). To this end, an additional research question regards the
possibility of automatically building a stemma codicum for each image, from an
archetype to the image under analysis.
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Fig. 3. Example of a personalized view on some linked images of the same subject,
belonging to two different iconographies
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Abstract. This paper documents and summarizes the (still ongoing)
work concerning the digital recovery of the complete archive of docu-
ments which constitute the legacy of the late composer Giacinto Scelsi
(1905-1988). This recovery has a number of peculiarities which are mostly
related to the variety of document typologies which constitute the archive.
In particular, the archive contains several hundred tapes and just short
of 80 aluminum-lacquer discs which have been used directly by the com-
poser in his compositional processes. These audio documents constitute
an extremely important source of musicological investigation to discover
the compositional methodologies used by Scelsi, most of which are not
quite understood today. The specific archival procedure and model used
are then described and future work is outlined at the end.

1 Introduction

Italian composer Giacinto Scelsi (1905-1988) lived a very peculiar and interesting
life and – as it is often the case – these characteristics are indeed fully reflected
in his music [2]. He grew up during the dodecaphonic turmoil while entertaining
very close acquaintances with the buzzing intellectual world in Paris in the thir-
ties. He was attracted by the United States as well as the exotic Egyptian and
Japanese worlds while being strongly rooted in Rome, the city that he elected
as his permanent residence. At the beginning of the fifties, Scelsi experienced a
long and deep creative crisis which reduced him to silence for a few years. He
came out of that crisis with a renovated composing spirit - and with the strong
resolution to resolve the gap between the “zen spontaneity” of improvisation
and the long and detailed table-work of occidental composition. He developed
a technique which consisted in recording long piano improvisations engraving
them on wax discs first, then on magnetic tape as soon as it became widely
available. Remaining coherent with the idea of being just a mediator (and being
quite wealthy) he decided to delegate to others – usually young composers in
need of a job – the chore of transcribing these improvisations to (fairly) standard
notation, collaborating with them only in indicating the instrumental combina-
tion he had in mind at the beginning and in the finishing touches at the end.
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Fig. 1. One of the two Ondiolas belonging to Scelsi

As the time went by, he added to its instrumental palette a couple of Ondio-
lines [4], one of the first electronic synthesizers, because he was interested in its
micro-tonal capabilities (cf.Fig.1).

Of course, this compositional methodology caused huge scandals in the aca-
demic entourages, where on the contrary the focus was entirely devoted to the
abilities of composers to control their activities down to the most minute detail.
Particularly in Italy where he lived, Scelsi was considered a fake composer and
was isolated for some thirty years [5]. At the end of the seventies, German and
French musicologists and music critics re-discovered the modernity of his compo-
sitions – which may be placed half way between Varèse and Xenakis, so to speak
– and Scelsi was finally recognized and hailed, albeit outside of his country, as
one of the most prominent figures of the second half of the twentieth century
(cf. for ex. [7]).

Today, the Fondazione Isabella Scelsi, created by Scelsi’s himself some time
before his death, is actively promoting the composer’s work organizing and co-
ordinating research and performance activities in cooperation with other insti-
tutions in Italy and abroad.

2 Outline of the Archive

2.1 Foreword

“The establishment of an archive which is intended to document anything that
relates to contemporary music - and in particular to the work of Maestro Scelsi”
[1] is among the main objectives of the Fondazione Isabella Scelsi. The con-
stitution act further specifies that the archive should be “open to scholars for
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reference” and should also pursue “the creation of collections related to musical
instruments, sound recordings and any other collectible”. Thus, the Historical
Archive constitutes the main tool for the real and deep knowledge of the music
and life of Giacinto Scelsi. Currently the archive includes more than 16,000 docu-
ments, disclosing a wealth of multimedia information of considerable importance
in contemporary music.

In July 2000, an official Act of the Archive Superintendence of the Lazio region
declared this Archive “of great historical interest”. Based in the headquarters
of the Fondazione Isabella Scelsi, the archive is currently undergoing a complex
reorganization of assets and inventory which is carried out in parallel to a digital
transfer of all sound documents (cf.Sect.3). The main objective of this work is
to grant access to the archive to scholars and to present them with an easy com-
putational access to documentation. The public opening took place on May 6th
2009, and after that date the archive has been regularly visited and consulted by
a variety of national and international users mainly constituted by musicologists
and performers.

2.2 Similar Experiences

Before and while undertaking the demanding task of archiving Scelsi’s materials
several similar or reference experiences were investigated and analyzed to “learn
how to do it right”. We still look at these and other experiences with great cu-
riosity because the comparison between the solutions adopted by the Fondazione
Isabella Scelsi versus other solutions is always stimulating.

Important prior models for the Fondazione Isabella Scelsi archive were:
1. the Arnold Schönberg Center Archive indeed was the most inspiring model:

completely realized using Free Software (the archive web services and
database are based on the Joomla content management system), this archive
was the best and clearest example of integration between a pure content man-
agement system and a full–fledged archiving and indexing engine that was
available at the time;

2. the Archive of the Santa Cecilia Academy in Rome, a very large music archiv-
ing endeavor encompassing the works and documents of several hundred
composers and the activity of the over–hundred years old Academy, based
on a proprietary archiving system (Gea). This archive stands indeed as a
model for very large multimedia archives;

3. the Archive of the Fondazione Archivio Luigi Nono, based on another Free
Software content management system (drupal) interfaced with a Framemaker
database back-end, was closely investigated because of the similarities of
materials and logistic situation between the Fondazione Luigi Nono and the
Fondazione Isabella Scelsi;

In addition to these models, the participation of the Fondazione Isabella Scelsi
to the “Archivi del Novecento” project (an aggregation of archives based on
the aforementioned proprietary software Gea) has been essential in acquiring
the necessary knowledge of standards and canonic record structures, since this

http://www.schoenberg.at/index.php?option=com_content&view=article&id=164&Itemid=176&lang=en
http://bibliomediateca.santacecilia.it/bibliomediateca/
http://www.luiginono.it/en/catalogues
http://www.archividelnovecento.it/
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project is an attempt to integrate multiple archives using the MAG–XML stan-
dard as an exporting data aggregator.

However, in the end the Fondazione Isabella Scelsi decided to take yet another
route to create its own information system. This was a hard decision to take,
but there were many elements that led up to it as an inevitable choice. These
will be synthetically summarized here:
– adopting an existing stock content management system (such as Joomla

or drupal) would have required an important amount of extension work to
accommodate the multimedia documents that are at the core of the archive.
Furthermore, all this work would have resulted in a half–baked situation
exposing the archive to potential failures in the long run;

– adopting the proprietary software Gea was out of the question for three
essential reasons: a) first and foremost, its TCO (Total Cost of Operation)
was far from the possibilities of the Fondazione Isabella Scelsi: the price tag of
a basic Gea system in 2006 was over a 15 kEuro range; b) given the specific
document set of the Fondazione Isabella Scelsi, this software would have
required a consistent set of extensions which would have certainly doubled
(if not more) its TCO, and c) the software would have been forever out of
the direct control of the Foundation, thus exposing the stored data to the
risk of being unreadable due to the disappearance of the privately-owned
software house (ElsagDatamat);

– the integration between a content management system and an archive back-
end realized with either proprietary (Framemaker) or Free Software (tomcat)
components was deemed unsatisfactory in its cost effectiveness: the effort
would have been considerable for the kind of results that were foreseen.

Other considerations were: i) one of the authors of this paper had already
accumulated in 2006 considerable experience in building web–based archival and
indexing systems using the latest generation frameworks and languages (such as
Rails, Django or CakePHP); ii) he was amenable to the idea of creating a brand
new system at no extra cost for the Foundation at the condition that he would
be allowed to license it under a Free Software license; iii) the semantic links
between the different typologies of document (such as music scores, magnetic
tapes, letters, photographs, etc.) were completely unknown at the time and they
still remain mysterious to a large extent; this situation required an information
system completely open and under the strict control of the experts; iv) while not
setting any formal time requirements, the Fondazione Isabella Scelsi needed the
system as quickly as possible, because the opening of the archive to a specialized
public was a very important objective of its board of directors.

So in the end it was decided that a new information system based on an
agile programming paradigm[3], including thus test–based development and fast
release turnaround time. A few months later FIShrdb (cf.Sec.2.5), an information
system based on the Ruby–on–Rails framework, was born and functional. A year
later, the archive opened its doors to the public sporting this multimedia system
already storing several thousand records of all kinds.

http://trac.sme-ccppd.org/fishrdb
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Lately, in a joint research project with IRCAM the Fondazione Isabella Scelsi
was exposed to a new kind of software for genetic analysis of musical works
(MuTEC), basically constructed with the same agile principles as FIShrdb. While
a close integration between FIShrdb and MuTEC is currently under scrutiny, it
is clear that such a thing is possible only because both systems are built with
flexibility and adaptation to change in mind - thus reinforcing the idea that the
strategic choice carried out by the Fondazione Isabella Scelsi has been the right
one.

2.3 Reorganization and Inventory

The re-ordering of documentation took off from the creation of a framework
within which all documents have been organized following a number system-
atic coherence criteria. In the first place, a sharp distinction between a private
archive and a proper music archive was created. The private archive includes
correspondence, poetry and philosophical writings, notes, press clips, printed
matter, drawings and photographs, administrative and family paperwork, rela-
tionships with agencies and institutions (cf. Fig.2). The music archive is sub-
divided instead into scores, tapes and disks. Two additional sections have been
added to this early kernel: the first is a bibliographic section which carries col-
lected essays, studies and articles on Giacinto Scelsi, in order to provide scholars
with initial orientation and support of their research; the second section collects
and documents the activities of the Fondazione Isabella Scelsi in recent years.
Furthermore, an inventory of the personal library of Giacinto Scelsi was created.
The books which constitute this library contain many hand-written annotations
by Scelsi himself; many of them – especially those related to Eastern philosophies
– were very influential on the creative activity of the composer. Therefore, this
library is a particularly interesting source of insight of Scelsi’s creative processes.

2.4 The Documents

Within the private archive, the documents were aggregated to form organic
folders which have been organized in turn into eight archival series in order
to constitute the typical hierarchical tree structure. The correspondence series
stands out documenting the extraordinary breadth of Scelsi’s contacts with many
personalities from the worlds of music and art.

In the musical archive, significant documents include manuscripts, printed
editions, blueprints, sheets, transparencies, drafts hand-annotated by the author.
To catalog this series a specific record model was adopted. While respecting the
indications provided by the catalog rules for musical manuscripts and prints,
this record simplifies its layout allowing an easier user access to information. A
folder was created for each composition by Scelsi gathering all related material
together (manuscripts, printed music, blueprints, transparencies), thus providing
the user with a complete picture of all the documentation related to a specific
work.

http://www.ircam.fr
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Fig. 2. A sample from the printed matter section of the Archive



182 N. Bernardini and A.C. Pellegrini

Fig. 3. A sample from the manuscript score section of the Archive

This unique set constitutes the main core of the entire archive and has led
to the need of a thorough review of Scelsi’s production catalog as it was known
so far, opening up new and stimulating perspectives on the evolution of the
style of the author. A careful analysis of the scores has led to the discovery of
a considerable number of unpublished compositions as well as incomplete ones
or fragments merged later on into larger-scale works: a still ongoing detailed
analysis and comparison work is giving interesting as well as surprising results.

The archive also holds scores by classical composers which where inherited
from the composer’s family (especially from his mother). Finally, there are scores
of contemporary compositions, many of which carry a signature and a manuscript
dedication to Scelsi.

Through the peculiarity and interest of these documents, along with the mul-
timedia tools that allow their access and identification, the Archive of the Fon-
dazione Isabella Scelsi has spun off a number of research projects carried out in
collaboration with leading research institutions in Italy and abroad.
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2.5 The Software

The cataloging and inventory of all this material was done through an ad hoc
software: FIShrdb1, fully released under Free Software licences (GNU GPL 2.0).
This software meets the strict criteria and international standards ISAD archival
and ISAAR. In particular, FIShrdb (cf. Fig.4) integrates the characteristics of a
hierarchical database (based on a tree representation of documents) with those
typical of relational ones. It was designed with extensibility and scalability in
mind in order to manage the entire taxonomy of documents which can be found
in the archive of the Fondazione Isabella Scelsi (paper documents, music scores,
tapes, photographs, etc.). It is particularly easy to develop specialized records for
each type and the different data types are linked through a sophisticated system
of authority files that allow users to search transversally through access keywords
of names, places, organizations and composition titles (with the added possibility
of searching also the transcriber, the author of lyrics and the instrument set). A
user-friendly interface has been designed and added allowing the user to search
the entire archive performing free-form or qualified and constrained searches,
showing search results side by side with their location in the hierarchical tree of
the archive.

Fig. 4. A snapshot of the fishrdb application

2.6 Future Work

Upcoming objectives of this work include the digital transfer of all main
series (scores, reviews, correspondence) in order to create an integrated ser-
vice for research, browsing and access to sources of various types, allowing

1 http://trac.sme-ccppd.org/fishrdb

http://trac.sme-ccppd.org/fishrdb
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seamless navigation, for example, from a bibliographic record to a particular
score to a specific scanned image, and further on to the letters and documents
that describe its developments, to the reviews in the press, up to the listening
to a related audio recording outlining the compositional processes of the au-
thor. The development of a connection and integration processing of digital data
coming from very different types of source documents (letter evidences, reviews,
scores, tapes) was designed with the needs of a specialized or otherwise inter-
ested audience in mind, presenting the latter with an extensive information set
tightly organized and integrated. All these developments will be carried out fol-
lowing standards and procedures which will allow the Fondazione Isabella Scelsi
to join the Italian Music Network (ReMI ) which is currently being developed by
the Italian ministry of cultural assets and activities within the InternetCulturale
portal. This will allow in turn to be part of an extended multiple-source rela-
tional database which will allow to navigate through an entire vertical network
of digital music collections connected with each other through common logic and
structure.

3 The Tape Collection

While paper documents lend themselves naturally to standard archival tech-
niques, the archiving of Scelsi’s tape collection presents a number of difficulties
which exceed the usual problem of archiving of multimedia data.

3.1 The Recordings

The tape collection has been divided in two large groups: a) 287 tapes of im-
provisations and other compositional material by the composer and b) a still
unknown number, probably in the 400–500 range, of recordings by Scelsi of other
composers’ music (from the radio and from other sources, such as vinyl discs
etc.). This division was operated by the Fondazione Isabella Scelsi at an early
stage right after Scelsi’s death and has been adopted later on for convenience in
determining a recovery strategy. However, four years of systematic recovery work
of the collection (digitizing the first 287 “primary” tapes over a total of ca. 700
tapes) have already shown that this division is somewhat artificial, since many
tapes contain a mixture of improvisations, original compositions and works from
other composers. It is highly probable that Scelsi considered tapes as sketchpads
where anything valuable could be recorded for future memory – a sharp division
between his music and that of other composers was not particularly important
to him. At any rate, group a has been termed tapes of primary interest while
group b became the tapes of secondary interest. The digitization of tapes has
begun with group a and this process was recently completed in April 2011. After
the end of the digitization of group a, group b will be digitized and archived.

Furthermore, a small set of 76 instantaneous recording discs (lacquer-coated
aluminum discs which could be singularly engraved with a domestic equipment)
belonging to Scelsi was recently uncovered along with the engraving equipment
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Fig. 5. Scelsi’s disc–engraving recording device

itself (cf. Fig.5) – thus confirming the hypothesis that Scelsi changed his com-
posing techniques way before a magnetic tape recorder was available to him.
These discs will also be transferred digitally in the near future.

3.2 Peculiarities

Right from the start it was clear that this would not have been the classical au-
dio recover-and-restore job. Scelsi had just about the same consideration for his
tapes as he would have for old sketches hastily jotted down on recycled paper.
Tapes were recorded using several tape recorders but always through micro-
phone capture. Most of the time, Scelsi was operating the tape recorders while
simultaneously improvising, and the resulting technical quality of the record-
ings is mediocre at best. All recordings carry a considerable amount of electrical
noise as well as abundant environmental noise (cars from the street below, birds,
telephone, etc.). Furthermore, while many inscriptions appear on the tapes’ con-
tainer boxes (cf. for ex.Fig.6), the fact that any of these notes may apply to the
tape contained therein cannot be taken for granted: Scelsi was known to recycle
tapes and boxes, and their misplacement is a common casualty.

Given these initial conditions, two main considerations have driven the recov-
ery of Scelsi’s tapes: 1. the electrical noise added by time degradation the tapes is
insignificant compared to the large amount of other noise; 2. on the other hand,
the identification of very basic properties (such as tape speed or direction) was
often found to be quite difficult. In such a situation, the environmental noises
proved to be extremely useful (cf.Sect.3.3). Therefore, it was decided early on
to transfer the tapes as they were; no restoration nor filtering was attempted or
desired.
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Fig. 6. An example of tape container (591–002)

3.3 Identification Techniques

Yes, strange as it may seem, even the rolling direction and speed of tapes was
very often difficult to assess and deceiving. Ondiolas may play synthetic wave-
forms with slow attacks and very long tones in mid ranges, thus providing no
clue related to tape speed and direction. And the recording quality is so bad,
and the music so peculiar and experimental, that even piano sounds can often
be deceiving in assessing the recording conditions. After tape speed and direc-
tion information, which is needed for proper digital transfer, other information
could prove to be very useful. Any information on the date of recording, for one,
could provide valuable insight in comparison with the date of composition of
the second half of Scelsi’s production to say the least. Unfortunately, this in-
formation is almost completely absent in explicit form. Information concerning
the mapping between tape materials and scores is essential to understand in full
the actual compositional process of Scelsi’s music – assigning proper roles to the
composer himself, his copyists, the post-writing editing work, etc. The retrieval
of this information constitutes an even more complicated and (so far) ill-defined
problem (cf.Sect.5).

Therefore, identification techniques had to be put into place very early on –
and this is where all the noise that is present in all tapes constituted a great help.
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Fig. 7. An example of tape recorder bump

Currently, these techniques are still quite empirical and they certainly could use
stronger scientific evidence (cf.Sect.5).

The strongest grounds for tape speed and direction are currently given by the
so-called ancillary sounds provided by the tape recorders themselves. Scelsi never
performed any editing on his tapes, so all the record drop in/drop out noises
are there. Therefore, most of the tapes carry interesting information precisely in
these ancillary sounds (cf.Fig.7). These can be correlated with template sounds
recorded a posteriori, and the results can give valuable information to identify
a) speed and tape rolling direction, and b) the machine that performed the
recording. Consequently, item b can provide valuable insight about the date of
recording, or at least about a potential range of dates, since it is possible, in
some cases, to reconstruct the date of acquisition a given tape recorder out of
the administrative documents present in the archive.

Another interesting information is the room’s impulse response present in the
recordings, which can be correlated too with an a posteriori template (cf. Fig.8):
Scelsi lived and recorded his improvisations in at least two different houses in
Rome, in different periods. Identifying the room could lead to the specific time
of recording.

Finally, environmental sounds can sometime come to the rescue: bird sounds
allow to identify broadly season/hour of recording, car noise allow to identify
tape direction because Via S.Teodoro is a one-way street2,etc.

In some very rare lucky cases, fragments of radio recordings allow to identify
very precisely the date of recording.

2 Though this detail is somewhat complicated by the fact that street direction changed
around the beginning of the eighties.
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Fig. 8. The impulse response of Scelsi’s living room in Via S.Teodoro 8, Rome

4 Transfer Procedures

Up to the date of this writing, all tapes have been transferred to digital files using
a Studer A810 tape recorder connected to a Digidesign ProTools workstation
using a 96 kHz sample rate and 24-bit samples. The digital files have been saved
on a an array of Firewire 800 disks in RAID-1 configuration (plus 1 disk for a
running backup).

Each transfer to date was carried out respecting the following protocol:

1. the tape material (acetate or polyester) is identified along with possible
rolling difficulties (mildew presence, etc.);

2. the effective length is measured with a first run at moderate speed (not
touching the tape heads);

3. existing splices and corruptions are photographed and their position is logged;
4. an order number is created combining a progressive indexing number along

with the numbers of two previous numbering attempts;
5. the following data get archived:

a) order number
b) manufacturer and type of Magnetic tape (as it appears on the container

box)
c) flange diameter
d) measured tape length (in m)
e) measured tape length (in feet)
f) tape material
g) tape speeds
h) audio positioning (head, tail)
i) recording typology (stereo, mono A/B, etc.)
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j) transfer software version
k) file format
l) sample rate
m) sample bit width
n) transfer start date
o) transfer end date
p) notes

6. a “ProTools session” is created along the following lines:

i) the top tracks hold the uninterrupted transfer at different speeds (as
required by the speed identification – cf. Sect.3.3);

ii) two mono tracks follow, carrying out the tape “layout”
iii) one (mono) or two (stereo) tracks follow containing the full audio se-

quence in the identified order, starting from side A and following on
side B, with all the identified reading speeds; these are the only active
playback tracks (while the others are muted).

7. the transfer is subdivided in “regions” which get numbered progressively;
the regions are detected identifying all recording punch in/out performed by
the composer; an example of this sectioning work is shown in Fig.9;

8. all regions, splices and stretches are identified and logged on an ASCII text
file;

Fig. 9. An example “ProTools” transfer session
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9. all other peculiarities (tape content, spoken fragments, container notes, rough
calligraphic analysis, etc.) get logged on an ASCII text file;

10. a snapshot (image) of the session is performed;
11. the container is photographed and scanned.

A the end of each session a disk backup is performed. All data is saved using
well-known open standards (AIFF-big-endian .aiff for the audio files, TIFF
for the ProTools session snapshots, ASCII for the text logs). Proprietary files
(such as the ProTools sessions themselves) are exported on open standard files
(ASCII ).

5 Future Work

Even if the digitization work has begun over four years ago, it has still a long
way to go to be completed (only the complete set of “primary” tapes have
been archived to date – about 40% of the total number). However, this just the
beginning of the work to be done on Scelsi’s legacy: a complete and detailed
archive of Scelsi’s is an essential pre-condition in order to start a wide range of
investigations on the music and on the compositional methods of this still very
mysterious case in contemporary music.

Some of this research is already being planned. It concerns: a) a mapping of
Scelsi’s tape recorders equipped with a detailed analysis of their machine fin-
gerprinting (ancillary noises, background noise, frequency response, etc.); such
a mapping would constitute the solid grounds for a scientific analysis of the
ancillary noises present on many tapes; b) a mapping of Scelsi’s recording en-
vironments (i.e. the rooms where he used to record); c) the development of a
software tracking application which might be able to compare moderately large
corpuses of audio material along with scores in symbolic format to propose evi-
dence of similarities to scholars and musicologists; and d) a full analysis of the
Ondiola synthesis and performance modes to derive (and reconstruct) Scelsi’s
playing out of the recorded material.
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Abstract. Visitors to physical museums are often overwhelmed by the
vast amount of information available in the space they are exploring,
making it difficult to select personally interesting content. Personaliza-
tion solutions can provide the required user-centered interactivity be-
tween the visitors and the museum websites or museum guide systems.
Recommender systems are among the most successful personalization
technologies, as they have already been incorporated to solve similar
problems in e-commerce, where users have a lot of choices to select a
product. However, developing recommender system for museums is more
challenging, because in contrast to e-commerce, museums and their ex-
hibits exist in a physical world. Therefore, we need a hardware technology
to provide us the required infrastructure to observe and model the envi-
ronment and user activities. Radio-frequency identification (RFID) tech-
nology is among the best solutions for this issue, because it is cheap, fast,
robust, and available everywhere. In this paper, we describe the vision of
our project called RFID-Enhanced Museum for Interactive Experience
(REMIX), which aims to developing a personalization platform for mu-
seums based on RFID technology and advanced recommender-systems
algorithms.

Keywords: Recommender System, Museum, RFID, Web application.

1 Introduction

Visitors to physical museums are often overwhelmed by the vast amount of
information available in the space they are exploring, making it difficult to select
personally interesting content. To address this problem, personalization solutions
are required in order to provide user-centered interactivity between the visitors
and the museum exhibits. Such personalized solutions can be involved to assist
visitors during their visit (online case) as well as to enhance their post-museum
exploration (offline case), e.g., the interaction that visitors have after their visit
when they can explore the museum’s web site and find additional information for
the exhibits they are interested for. The advantages of personalization solutions
of this form, compared to the involvement of human guides, are their feasibility,
efficiency, and lower cost.

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 192–205, 2012.
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Recommender systems (RS) are among the most successful personalization
technologies, as they have already been incorporated to solve similar problems
in e-commerce. Recommender systems guide users in a personalized way to in-
teresting or useful objects in a large space of possible options [16]. For example,
to provide answers to questions, such as “which movie should I see?” or “what
book should I read?”. We have too many choices and too little time to explore
them all and the exploding availability of information makes this problem even
tougher. Therefore, RS is today an essential part of any electronic shop, such as
Amazon, eBay, and Netflix.

Developing recommender system for museums is, however, more challenging
than in the case of e-commerce, because in contrast to e-commerce, museums
and their exhibits exist in a physical world. The application of recommender
systems in the context of artificial museums guides can be performed in several
ways depending on the nature of an artificial guide, which may vary from a
sophisticated robot to a common mobile device (e.g., smart phone). Moreover, we
need a hardware technology to provide us the required infrastructure to observe
and model the environment and user activities. Radio-frequency identification
(RFID) technology is among the best solutions for this issue, because it is cheap,
fast, robust, and available everywhere. Finally, algorithms for the generation
of recommendations should take into account the location of exhibits and the
physical distance between them.

In this paper, we describe the vision of our project called RFID-Enhanced
Museum for Interactive Experience (REMIX), which aims to developing a per-
sonalization platform for museums based on RFID technology and advanced
recommender-systems algorithms. Our emphasis is on explaining the novel fea-
tures of the REMIX architecture, which significantly differentiate it from other
applications with similar objectives. We also provide details about the challenges
faced by RS algorithms in this new context. We examine two major cases: i) the
online and the ii) offline case. In the online case, visitors are able to get rec-
ommendation for exhibits during their visit. Meanwhile, their movements are
tracked non-intrusively1 by RFID sensors placed on exhibits. In the offline case,
after leaving the museum, the visitors can connect to a personalized web-based
application which provides additional information about their actions inside the
museum, about the exhibits they have been interested for, and recommendations
for potentially interesting exhibits that they can see in future visits. Moreover,
the tracked information can help the museum’s management to understand the
behavior and preferences of its visitors and shape evaluation metrics for, e.g.,
the popularity of exhibits according to their position in the museum, in order to
reshape policies or design effective campaigns for the future.

The general aim of the ongoing REMIX project is the development of a sys-
tem that will advance state-of-the-art research results from the emerging and
increasingly affordable field of wireless RFID [1] technologies and from the field
of recommender systems in the application area of museums. Based on the ex-
pected results of REMIX, museums will be able to provide to each visitor a

1 Preserving all aspects of visitors’ privacy.
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personalized learning experience and the sense of belonging to the museum’s
community, which can be extended over multiple visits and between visits via a
Web application that will be developed by the REMIX project. All these factors
can significantly help to increase both the number of visitors and the quality of
services they are provided by the museum.

2 Related Work

In this section, we provide a brief summary of existing applications of personal-
ized solutions for museums, and we detail the innovative aspects of the proposed
REMIX system.

The Exploratorium [2] is a hands-on science museum in San Francisco that
uses the eXspot system, developed in cooperation with the University of Wash-
ington’s Computer Science and Engineering Department and Intel Labs Seat-
tle. It is intended to support, record, and extend exhibit-based, informal science
learning. Its users can bookmark their exhibits of preference, create photographs
(use their RFID tags to activate cameras), and access them later via the mu-
seum’s kiosk or via the internet.

The Museum of Science and Industry in Chicago [3] opened a new 5,000-
square foot permanent exhibition called ”NetWorld” where visitors use RFID
technology to learn about the Internet. First, they design personal avatars that
are stored in the exhibition’s network. Then, using their NetPass cards (with
embedded RFID chips), the avatars accompany them throughout the exhibition,
interacting with them as they learn about bits, packets, and bandwidth. With
each new exhibit, the network stores visitors’ ID numbers and displays their
avatars to help them through new experiences. To avoid issues of personal data
privacy, no personally identifiable information is collected when the cards are
issued.

At the Vienna Museum of Technology [4], RFID has been used in an exhibition
on the future of virtual reality. Visitors purchase a card at an admissions desk,
take it to a card-reader terminal, and create a personal profile that includes
preferred language, favorite color, nicknames, and other low-security identifiers.
The interaction metaphor represents a digital backpack for collecting multimedia
clips. Visitors take their cards to any number of card-reader terminals in the
museum.

The Museum of Natural History in Aarhus [5] in Denmark, uses RFID tech-
nology in an exhibit called ”Flying,” which includes birds tagged with RFID
chips. In this exhibit, visitors carry RFID readers and scan tags attached to
birds. Scanning a bird results in the presentation of associated text, quizzes,
audio, and video to the visitor.

The Tech Museum in San Jose [6], implemented RFID technologies in ”Genet-
ics: Technology with a Twist” exhibition in 2004. Earlier this year, it launched
the ”NetP1@net Gallery” where visitors create personalized Web pages with
photographs and images from their visits to the museum, then use their RFID
numbers to retrieve the page anytime on the Web.
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2.1 Innovative Aspects of the REMIX Project

Similar to the aforementioned existing approaches, REMIX project involves
RFID technology for monitoring visitors. However, the it contains several inno-
vative aspects, which differentiate it from existing approaches. These innovative
aspects are analyzed as follows:

1. The information system of REMIX monitors visitors not only for the purpose
of retrieving this information but also for analyzing it using data mining
technologies. As explained, the transfer of state-of-the-art algorithms from
the research field of data mining will allow the museum to better capture
the preference of users and provide advanced functionalities, such as the
recommendation of exhibits for forthcoming visits.

2. The monitored information will be personalized via a Web application that
will provide to each visitor data about the visits and also will encapsulate
the data mining results, such as the recommendations.

3 The Architecture of REMIX

In this section we describe the overall architecture of the REMIX system, whereas
the main component, i.e., the recommender system, will be explained in the
following section.

3.1 The RFID Monitoring System

Radio-frequency identification (RFID) is a generic term for technologies that
use radio waves to automatically identify people or objects. There are several
methods of identification, but the most common is to store a serial number that
identifies a person or object, and perhaps other information, on a microchip
that is attached to an antenna (the chip and the antenna together are called an
RFID transponder or an RFID tag). The antenna enables the chip to transmit
the identification information to a reader. The reader converts the radio waves
reflected back from the RFID tag into digital information that can then be passed
on to computers that can make use of it [17].

An RFID system consists of a tag made up of a microchip with an antenna,
and an interrogator or reader with an antenna. The reader sends out electro-
magnetic waves. The tag antenna is tuned to receive these waves. A passive
RFID tag draws power from the field created by the reader and uses it to power
the microchip’s circuits. The chip then modulates the waves that the tag sends
back to the reader, which converts the new waves into digital data [18]. This
mechanism is shown in Fig.1.

There are two kinds of RFID tags: active and passive. Active tags have a
transmitter and their own power source (typically a battery). The power source
is used to run the microchip’s circuitry and to broadcast a signal to a reader (the
way a cell phone transmits signals to a base station). Passive tags have no battery.
Instead, they draw power from the reader, which sends out electromagnetic waves
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that induce a current in the tag’s antenna. Semi-passive tags use a battery to run
the chip’s circuitry, but communicate by drawing power from the reader. Active
and semi-passive tags are useful for tracking high-value goods that need to be
scanned over long ranges, such as railway cars on a track, but they cost more
than passive tags, which means they can’t be used on low-cost items. (There are
companies developing technology that could make active tags far less expensive
than they are today.) End-users are focusing on passive UHF tags, which cost
less than 40 cents today in volumes of 1 million tags or more. Their read range
isn’t as fartypically less than 20 feet vs. 100 feet or more for active tagsbut they
are far less expensive than active tags and can be disposed of with the product
packaging [19].

Fig. 1. Simplified view of data transfer in passive RFID tags

The proposed RFID subsystem in the REMIX architecture will monitor the
interaction of visitors with exhibits, will consist of three main components:

1. The RFID reader package mounted on the exhibits: A plastic-molded package
containing a mote for control and radio connectivity, a low-power RFID
reader with range of few centimeters (e.g., 20 cm), and some indicators (e.g.,
LED) to allow visitors understand the state of the package. For power supply,
there exist two main options. The first is to have each RFID reader package
powered by rechargeable batteries and the second is to have it connected
to constant power supply. The first option allows more flexible installation
and relocation of the RFID reader package, whereas the second comprises a
cheaper solution. In any case, the size of the RFID reader package will be
small in order to be portable and easy to mount on the exhibits.

2. The RFID tags carried by visitors: Visitors can obtain and carry an RFID
tag that will allow them to interact with the RFID reader packages mounted
on the exhibits. To help visitors easy carry them, the RFID tags can be
contained within laminated cards that are ease to wear around the neck.
Other solutions will also be examined, like enclosing the RFID tags within
bracelets. Whenever visitors want to ”bookmark” an exhibit, i.e., record it
as visited, they can swipe their RFID tag at the vicinity of the corresponding
RFID reader that will perform the recording.
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3. The wireless network connecting the RFID readers: The RFID reader pack-
ages are connected through a wireless network with a base station. Transmit-
ted information will be sent over mote radio (operating at specific frequency,
e.g., 433 MHz). The base station will contain a server that maintains the
database where transmitted information is recorded.

The functionality of the proposed RFID monitoring system is explained as fol-
lows: The RFID reader packages that are mounted on the exhibits continuously
monitor their vicinity for the presence of RFID tags. When a visitor approaches
an exhibit at close distance (e.g., 20 cm) , then its RFID reader package reads
the RFID tag of the visitor and sends the ID of the tag to the base station via
the wireless network. Along with the ID of the tag, the RFID reader package
also transmits the ID of the exhibit and the current time. This constitutes the
”bookmarking” information that will record the view of the exhibit by the visitor
(Figure 2).

Fig. 2. The functionality of the proposed monitoring system

Visitors can obtain their RFID tags at a kiosk at the museum’s entrance. They
may perform a simple registration procedure, by providing some additional low
privacy information (like email address or favorite color, pet name, etc.), which
will increase the security in case the RFID tag is lost, and by receiving some
guidelines about the use of their RFID tags. It has to be noticed that the use
of RFID tags by the REMIX project offers several advantages compared to
alternative solutions. RFID tags offer a low-cost and lightweight solution that
permits the unobtrusive view of the exhibits.

3.2 Information System for Recording and Analyzing the
Monitored Information

Information that is going to be transmitted by the RFID monitoring system
through the wireless network has to be recorded at the base station. One of
the main components of the information system that will be developed by the
REMIX project is a database in the base station that will contain the following
information:
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1. Data about the exhibits: Each exhibit that has a mounted RFID reader
package will be represented in the database. The recorded fields will be
the ID of the exhibit (unique identifier for each exhibit that will serve as
the primary key), the name of the exhibit, and additional description, like
historical and geographical information pertinent to the exhibit. Moreover,
for each exhibit in the database there will be maintained a corresponding
amount of information that will be delivered through the web application for
post-museum exploration. This information may contain multimedia mate-
rial, such as photographs or video, hypertext, and links to outside articles,
such as Web encyclopedias.

2. Data about the visitors: After each visitor is registered and receives an RFID
tag, the database will store the ID of the RFID tag and possibly additional
information about the visitor. This additional information may be the email
address of the visitor, or other low-privacy information, such as a question
and answer that the visitor will propose (”what is your favorite color?”).
Such low-privacy information will serve to protect visitors’ privacy, because
by using only the ID that is written on the RFID tag for accessing the
information stored for each visitor may present a risk in case the RFID
tag is lost (the ID will be clearly written on the RFID tag). The REMIX
project intends to perform a user-study through which the optimal policy
(i.e., selection of the type of complementary low-privacy information) for
preserving the privacy of stored information will be decided. In any case, it
has to be clarified, that no information that violates visitors’ privacy (such
as names, place of residence, telephone numbers, etc.) will be maintained.

3. Data about the interaction of visitors with exhibits: The information about
the exhibits that each visitor interacts with during a visit will comprise a
relationship between the two aforementioned data types, i.e., the data about
exhibits and the data about the visitors. More precisely, for each interaction
the database will store the ID of the exhibit, the ID of the RFID tag, and
the date and time of day that this interaction happened. Please notice that
these pieces of information are going to be available to the database at the
base station, because the will be transmitted through the wireless network
by the RFID reader packages on the exhibits. It is important to note that
the aforementioned design at the conceptual level follows the principles of
relational database development. However, due to the expected rapid flow
of information about interactions in the database, the REMIX project will
consider special design options at the physical level of the database, to cope
with the requirement for fast updating due to the streaming information
entering the database as the visitors continuously interact with the exhibits.

The recording of the monitored information about the interactions between vis-
itors and exhibits will be valuable for retrieval purposes. Through a Web appli-
cation that will be developed by the REMIX project, the visitors will be able to
retrieve information about the exhibits they visited and “bookmarked” with the
use of their RFID tags. Nevertheless, the information that is recorded about the
interactions between visitors and exhibits can serve an additional purpose that
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is valuable for the museum. Thus, the museum can apply data mining techniques
over the database contents and analyze the nature of repeat visits and visitors
preferences. For the information system of the REMIX project, we will consider
the development of an analysis module that will provide personalization services
through a system that will generate recommendations for further visits [10,11]
both for the online and the offline case.

Providing recommendations during the current visit (online case) or for future
visits (offline case) deepens visitors’ experience beyond a single visit, increase
their satisfaction, and provide them motivation for multiple visits. The informa-
tion system of the REMIX project will perform the analysis of visitors’ preference
and provide recommendations for exhibits that can be visited in further visits.
The functionality of the involved recommender systems and the prediction algo-
rithms for identifying exhibits that have not been visited so far but may interest
the visitor in future visits, will be analyzed in more detail in the following section.

Besides providing recommendations to visitors, the information system of
REMIX will process the tracked information for providing the following services
to museum’s management:

1. Mining sequential patterns [7,8]: The exhibits with which a visitor interacts
during one visit can be represented as a sequence, ordered by the time of
interaction. By transforming the information about all interactions into a
collection of sequences, the REMIX project will discover sequences of in-
teractions that tend appear more frequently that the rest sequences. Such
discovered sequences, which are called sequential patterns, reveal correlations
between the exhibits and disclose information about visitors’ preferences. For
example, a sequential pattern can be the following: ”The sequence of visits
Egyptian golden mask (1000 B.C) Egyptian sculpture of young woman (1500
B.C) Egyptian papyrus fragment (1200 B.C.) is performed by the 35 of vis-
itors”. From such a sequential pattern the museum can understand that
these 3 exhibits are preferred to be visited by a significant amount of visi-
tors. Therefore, the museum may relocate these exhibits and put them, e.g.,
in the same corridor and in the indicated order starting from the entrance of
the corridor. Moreover, the correlation between these exhibits can be further
exploited by the museum to promote new exhibits. For instance, assuming
that the museum has recently acquired a new related exhibit (e.g., an Egyp-
tian weapon), it can place it between the aforementioned exhibits, with the
motivation that visitors will often tend to follow the route between these
exhibits and, thus, to visit the new exhibit that is promoted by the museum.

2. Mining temporal patterns [9,14]: When analyzing information about inter-
actions between visitors and exhibits, valuable information can be revealed
from time-related information that is stored in the database along with each
interaction. In the information system of the REMIX project we will develop
data mining technology to discover temporal patterns. For instance, the sys-
tem can discover the ”life-cycle” of new exhibits, e.g., that they visitors pick
their interest about a new exhibit 3 weeks after its first appearance, and
that it is kept to be visited more frequently than older exhibits for about
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3 additional months. Another type of interesting temporal pattern is the
discovery of trends. The information system of the REMIX project will pro-
vide the data mining functionality of exploring information about visits with
respect to time at different granularities (e.g., per week, month, season, etc.)
and allow the analysts (users of the information system) to discover tempo-
ral patterns. For example, after the presentation of the new collection with
Roman frescos, the total number of visits to the exhibits of this collection
was increased by a factor of 55 compared to the average number of visits to
other permanent exhibits one week before. With such patterns the museum
can directly evaluate the reaction of visitors to its policies.

3.3 Personalized Web Application for Post-Museum Learning
Experience

Among the main goals of a museum is the designing of learning experiences for its
visitors by enlightening them about subjects like nature, history, art, or science.
A key aspect to enhance the learning process of visitors is the involvement of Web
activities,. This will link the exhibits in the museum with further concepts that
can be found in the personalized Web pages. These pages match the preferences
of each visitor and offer post-museum learning experience, i.e., extended beyond
the visits to the museum.

For the aforementioned reasons, the REMIX project will develop a person-
alized Web application that will retrieve information stored in the database of
the base station and create personalized Web pages for each visitor. A visitor
can logon to the personalized Web pages by using as user-name the ID of the
RFID tag (the ID will be written on the tag) and as password other provided
information, like an email address. In the personalized Web pages, a user can
see information about the visits, such as dates, hours, etc., the exhibits visited
at each visit, and additional teaching material, like Web links to online ency-
clopedia articles related to the visited exhibits and further descriptions of the
exhibits (e.g., detailed historical context). All these additional pieces of infor-
mation will be maintained for each exhibit in the database. For an example of
such a personalized page, please refer to Figure 3.

Fig. 3. A personalized web page
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The proposed Web application will offer significant advantages to visitors that
want to elaborate further the knowledge they acquire from the museum’s exhibits.
It is ideal for pedagogical activities, like a class visiting the museum. As the teacher
of the class will not have adequate time during the visit to analyze all visited ex-
hibits, the proposed Web application will allow the teacher in the following days in
the class to continue the discussion and exploration of their visit, to assign home
works based on the exploitation of additional information, etc.

Finally, the personalized Web pages will accommodate the recommendations
of exhibits that can be viewed in forthcoming visits. This way, the visitors are
motivated to visit the museum often and each time they can adjust their pref-
erences according to their available time, knowing that they can continue the
exploration of the museum in following visits by planning them ahead through
the use of recommendations.

4 Recommender Systems for Museums

In this section, we first describe the main methods that are used by recom-
mender systems, and next we describe how the consideration of spatial processes
addresses the new challenges that are introduced when applying recommender
systems in museums.

4.1 Recommendation Algorithms

Most recommendation methods fall into two categories: Memory-based algo-
rithms and Model-based algorithms [16]. Memory-based algorithms store rating
examples of users in a training database. In the predicating phase, they predict
the ratings of an active user based on the corresponding ratings of the users
in the training database that are similar to the active user. In contrast, model-
based algorithms construct models that well explain the rating examples from
the training database and apply the estimated model to predict the ratings for
active users. Both types of approaches have been shown to be effective for col-
laborative filtering. In this subsection, we introduce Aspect Model (AM) and
Matrix Factorization (MF) from model-based algorithms and nearest-neighbor
as a memory-based approach.

Nearest-Neighbor. Nearest-Neighbor method is centered on computing the
relationships between items or, alternatively, between users. The item-oriented
approach evaluates a users preference for an item based on ratings of neighboring
items by the same user. A products neighbors are other products that tend to
get similar ratings when rated by the same user. For example, consider the movie
Saving Private Ryan. Its neighbors might include war movies, Spielberg movies,
and Tom Hanks movies, among others. To predict a particular users rating for
Saving Private Ryan, we would look for the movies nearest neighbors that this
user actually rated [23].
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Aspect Model. Aspect model is a probabilistic latent space model, which mod-
els individual preferences as a convex combination of preference factors [20,21].
The latent factors z ∈ Z = {z1, z2, ..., zk} is associated with each pair of a user
and an item. The aspect model supposes that users and items are independent
from each other given the latent factor. Therefore, the probability for each rating
tuple (m, u, r) is computed as following:

p(r|m, u) =
∑
z∈Z

p(r|z, m)p(z|u) (1)

in which p(z|u) stands for the likelihood for user u to be in class z and p(r|z, m)
stands for the likelihood of assigning item m with rating r by users in class z. In
order to achieve better performance, the ratings of each user are normalized to
be a normal distribution with zero mean and variance as 1 [21]. The parameter
p(r|z, m) is approximated as a Gaussian distribution N(mz, sz) and p(z|u) as a
multinomial distribution.

Matrix Factorization. Matrix factorization is the task of approximating the
true, unobserved ratings-matrix R by R̂ : |U | × |I|. With R̂ being the product
of two feature matrices W : |U | × f and H : |I| × f , where the u-th row wu of
W contains the f features that describe the u-th user and the i-th row hi of H
contains f corresponding features for the i-th item.

Matrix factorization models map both users and items to a latent space of
dimensionality f [22]. In this space, user-item interactions are modeled as inner
products. In the latent space, each item i is represented with a vector hi ∈ Rf .
The elements of hi indicate the importance of factors in rating item i by users.
Some factors might have higher effect and vice versa. In the same way, each
user u is represented with a vector wu ∈ Rf in the latent space. For a given
user the element of wu measure the influence of the factors on user preferences.
Different applications of matrix factorization differ in the constraints that are
sometimes imposed on the factorization. The most common form of matrix fac-
torization is finding a low-rank approximation (unconstrained factorization) to
a fully observed data matrix minimizing the sum-squared difference to it.

The resulting dot product, hT
i wu, captures the interaction between user u

and item i. This approximates user u’s rating of item i, which is denoted by rui,
leading to the estimate:

min
∑

(u,i)∈k

(rui − hT
i wu)2 + λ(‖hi‖2 + ‖wu‖2) (2)

in witch λ is the regularization factor, and k is the set of the (u, i) pairs for
which rui is known (the training set).

4.2 Spatial Process

There is an essintial diffrence between recommender system for museum and
web-based recommender systems. While web works in a virtual web environ-
ment, museum exist in the real world. This diiference could have advantage and



RFID-Enhanced Museum for Interactive Experience 203

disadvantage. In the physical world, there are constraints that do not exist in
the virtual world. This issue, might restrict the recommendation algorithms.
For example, visitor might not willing to vist an exhibit which is far from his
current position in the museum specially in the last of his vistit because he is
tired. In the other hand, the physical environment provides additional infor-
mation which enables us to explore new methods which are not applicable for
a recommender system working in a virtual environment.For example, in web-
based recommender systems, in order to measure the similarity between items,
the Euclidean distance is calculated. However, in a museum, physical distance
between items have a meaning and there is no need to use other measurements
such as Euclidean distance. Similar items could be grouped together is a same
room or floor.

To address this issue, spatial process technique [12] is a suitable method
which has recently been suggested for recommender systems in museums [13].
In addition to methods such as Matrix factorization [22], Aspect model [20,21],
and Nearest-Neighbor [23],we intend to investigate spacial process technique
as well.

5 Conclusions

In this paper, we described our vision for the ongoing REMIX project. REMIX
aims to developing a personalization platform for museums based on RFID tech-
nology and advanced recommender-systems algorithms. Museums invest human
and financial resources to improve the learning experience that they offer to their
visitors. However, with a large number of permanent exhibits and floor demon-
strations, museums often more choices to the visitors than they can grasp in a
single visit. Especially groups of visitors, like school students, tend to carefully
observe only a small fraction of the exhibits, as younger visitors usually move
fast from one exhibit to another2. Therefore, by rushing among the exhibits,
visitors cannot fully explore the provided learning experience that the museum
has designed for them.

By leveraging RFID technology and through the personalized Web applica-
tion, REMIX allows a museum to deepen the visitors’ learning experience, ex-
tend it beyond a single visit, and obviate the hurried visitor problem. Moreover,
through the analysis of the data collected by the RFID monitoring system, the
museum can study the nature of visits and the long-term preferences of the of-
fered exhibits, and be in a position to provide better services to its visitors like,
for example, recommendations for future visits. With all these means, the mu-
seum can increase the number of its visitors, the quality of its services, and to
promote stronger relationships with its visitors, making them feel as members
of the museum’s community. Therefore, all the aforementioned results are ex-
pected to offer financial and cultural benefits to the museum, better exploitation
of its resources. Another benefit is the possibility for additional exploitation of

2 In such cases, the mean time of viewing an exhibit can be less than half a minute.
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the Web personalized application within a business model that can promote ad-
vertising information at a regional and national level and e-commerce activities,
such as the purchase of souvenirs, books, posters, etc.

The key-technology to attain the expected benefits of REMIX is personaliza-
tion through the use of recommender systems. In this paper, we have described
the new challenges resulting from the application of recommender systems in the
context of a museum, and the main approaches we plan to develop for addressing
these challenges.

The main point of our future work is the finalization of the software plat-
form of REMIX, which will incorporate all the solutions described in this pa-
per. Moreover, we plan to install REMIX in the Roemer Pelizaeus Museum
(www.rpmuseum.de) in Hildesheim, Germany. This application of REMIX will
provide the necessary benchmark for the evaluation of its usefulness.

Acknowledgement. This work is co-funded by the European Regional Devel-
opment Fund project REMIX under the grant agreement no. 80115106.
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Abstract. Multimedia technologies have recently created the conditions
for a true revolution in the Cultural Heritage domain, particularly in
reference to the study, exploitation, and fruition of artistic works. New
opportunities are arising for researchers in the field of multimedia to
share their research results with people coming from the field of art
and culture, and viceversa. This paper gathers together opinions and
ideas shared during the final discussion session at the 1st International
Workshop on Multimedia for Cultural Heritage, as a summary of the
problems and possible directions to solve to them.

1 Introduction

Cultural heritage preservation and exploitation have key importance to human
culture, but at the same time, especially during periods of financial crisis, they
are some of the most threatened activities. We strongly believe that, among all
the fields in which modern multimedia research can yield a leap forward in data
management and user experience, cultural heritage is undoubtedly one of the
most promising and certainly one of the most important.

All the plurality of masterpieces (paintings, books, manuscripts, even pho-
tos of sculptures and architecture) can be effectively embedded into a unique
“paradigm” through digitization. This allows a significant reduction in costs,
an enormous expansion of public accessibility (and therefore income), and at
the same time a tremendous freedom for data elaboration. In brief, digitization
enhances pleasure for the public and usefulness to experts on cultural heritage
assets. The use of multimedia technologies will allow the creation of new digi-
tal cultural experiences by means of personalized and engaging interaction. New

C. Grana and R. Cucchiara (Eds.): MM4CH 2011, CCIS 247, pp. 206–216, 2012.
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multimedia technologies could be used also to design new approaches to the com-
prehension and fruition of artistic heritage, for example through smart, context-
aware artifacts and enhanced interfaces that support features like story-telling,
gaming and learning. To these aims, open and flexible platforms are needed to
allow building services that support the use of cultural resources for research
and education.

The informal working day, in which the 1st International Workshop on Multi-
media for Cultural Heritage1 was held, was a valuable opportunity to involve a
wide range of users of cultural resources in diverse contexts. It was a profitable
way to exchange ideas, opinions, experiences, and to share knowledge between
participants. It also provided a fertile breeding ground for laying the foundations
for future collaborations.

In the following sections we describe the outcome of the open discussion ses-
sion of the workshop. The discussion topics, suggested by the organizers were
the following:

1. Dealing with people/users
2. Deep archives
3. Technology that is useful
4. Funds and profit.

These suggestions originated from the third ICT Work Programme under FP7 of
the EU, which defines the research priorities for 2011-12 in the fields of “Digital
Preservation” (Objective 3 of Challenge 4: Technologies for Content and Lan-
guages) and “ICT for access to cultural resources” (Objective 2 of Challenge
8: ICT for Learning and Access to Cultural Resources) [1]. Many participants
shared their ideas and insight on these topics, in order to further explore the
future involvement of multimedia within cultural heritage.

2 Dealing with People/Users

Modern multimedia systems must be centered on user needs rather than on sim-
ply providing content and tailoring technical requirements of processing and stor-
age systems [2]. As pioneered with the well known concepts of personalization,
profiling and content adaptation in web contexts, we believe in the opportunity
to apply the same kind of approach to the new generation of multimedia sys-
tems. The user’s inclusion in the loop, leveraging on an engaging user-interaction
design, allows systems to offer participation (thus interest) without boring the
user with repetitive or irrelevant tasks, capitalizing on interaction as a primary
source of knowledge with which to improve and personalize the multimedia ex-
perience. The analysis of user expectations is somehow fundamental to correctly
designing the multimedia experience. In a general sense, we can highlight three
aspects within the analysis:

1 http://imagelab.ing.unimore.it/MM4CH/MM4CH/Welcome/Welcome.html

http://imagelab.ing.unimore.it/MM4CH/MM4CH/Welcome/Welcome.html
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– the “utility of a multimedia system”, defined as the level of satisfaction that
a user can experience in front of it based on the raw list of functionalities;

– the “engagement”, defined as the level of emotional satisfaction, which is not
strictly related to the functionalities but also the quality of the interaction;
and

– the “personalization”, defined as the level of adaptation of the multimedia
system to user habits, tastes and expectations.

These aspects do not have clear boundaries. The utility of a multimedia system
is heavily influenced by the engagement they create through the user interface,
the design of the application and the context in which it is proposed, the quality
and the clarity of the interactive experience, and so on. Personalization can be
seen by the user as a valuable and useful functionality (therefore influencing the
perception of utility). Moreover some users could find engaging the possibility
of personalizing the content and the interactive experience.

The utility of a multimedia system can be quite precisely evaluated in tech-
nical terms. In other words we can readily define, given the current literature
background, which could be the most important functionalities to be included
in the system, and we have metrics to evaluate the effectiveness of proposed
results [3]. Nevertheless, academic research results sometimes are not (and typ-
ically do not have to be) instantly useful to the public. Most scientific research
outcomes need time and effort to be engineered correctly, to become useful prod-
ucts and tools for users and not only for researchers. This could be a problem in
the times of instant experience, i.e. the historical period in which the progress
of technology and the interconnection of society boosted the demand of innova-
tions, and add as a desired requisite the possibility of gathering in short times
the benefits of innovations, in terms of great products and fulfilling experiences
instantly available to customers.

The relation with users, in the design of the multimedia application for cul-
tural heritage, should be profound: the user should be involved from the begin-
ning of the innovation process itself, defining the functionalities, the boundaries
and the interactions keeping the user constantly at the center of the design itself.
Among all, interactions seems to be a key point to consider. The user interface
and the user interaction paradigm is a fundamental aspect for every multime-
dia system, because it is the only part of the system which will actually link
directly to the user’s emotion. For this reason, if the proposed user interaction
is good, the user will be pleased to come back and use the application again:
good features with a bad interface are often rejected by users. This is also an
highly desirable outcome especially if we want to pursue funding or self-funding
in order to keep research and innovation alive.

We have to make technology work in the way users expect, employing natural
interaction paradigms. The intuitiveness of a natural interface is therefore nec-
essary even because most of these systems are oriented to public environments,
with people passing through that begin interacting with the system moved by
curiosity [4,5]. Consider, for example, the interactive navigation in the archae-
ological site of Shawbak proposed by Alisi et al. in [6], or the hand pointing
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(a) (b) (c)

(d) (e)

Fig. 1. Some example of innovative interactive installations for cultural heritage ap-
plications. In (a) and (b), a natural interaction based system designed to represent
multimedia content related to the archaeological site of Shawbak (situated in the Petra
region of Jordan) is presented. In (c) a nonintrusive system based on computer vision
for human-computer interaction in 3D is exploited to augment the information recov-
ery (of artists and artworks) while visiting a museum. In (d) and (e) Rerum Novarum,
a multitouch installation for the interactive exploration of illuminated manuscripts.

understanding system in 3D environments proposed by Colombo et al. [7]. Grana
et al. [8] showcased a multitouch media station for the interactive exploration
of illuminated manuscripts, using classical image processing techniques, such
as color features used in different contexts [9] and fast connected components
labeling [10], combined with novel relevance feedback approaches. These are ex-
emplars suitable for innovative interactive installations of interest for cultural
heritage resources (Fig. 1).

People do not want to get bored learning how to interact: it should be a natural
consequence of the interaction itself, with the system allowing the user to easily
find out what is going on, maybe learning by imitation and thus encouraging
the social aspects of the interaction.

Personalization can be considered another precious addition: the system can
learn the needs, the expectations and even the artistic tastes of the user through
logs and historical usage mining [11]. However we have to foresee how much
this personalization is useful and, instead, the boundary beyond which person-
alization falls behind intuitiveness. In the same manner, we have to foresee the
level of detail with which the functionalities must be implemented, evaluating
correctly the user, his expertise and his expectations, and provide him with the
right user interface. An example is “visual search” itself, one of the most attrac-
tive functionalities in such systems. This functionality is clear from the technical
point of view of researchers in the field of multimedia retrieval but could be
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quite confusing from the users’ perspective in some cases. Occasional users and
visitors mainly interested in browsing an image collection could be frustrated,
lost in the information sea without a specific goal. On the other side experts in
the field of art and culture could find it far too rough, not sufficiently efficient
for the specific searches they need.

This is the reason why, as multimedia researchers having by definition a very
complex language, we have to change it. We must start adopting a more user-
friendly and simple way of communicating innovation, both to art experts and
people, learning for example from how Darwin’s books (despite the fact that he
was a scientist) were absolute bestsellers. We must improve our ability to explain
to people how useful and fun the technologies we are able to produce are, and
to experts the way in which they can be included in their research workflow and
the positive impact they could have on it.

However, a complete and effective analysis, even from the marketing point
of view, of this whole context is undoubtedly very complex. This is even more
true considering that in some cases the general public might not be the main
public we are referring to. Is it thus possible to achieve a single design able to
fit the generally simple needs of normal people and at the same time the specific
ones of experts, without sacrificing either the intuitiveness of the interaction and
the power of advanced functionalities? Despite the fact that such a design could
be considered a remarkable outcome, scientifically and economically and also
in the eyes of users (interested, as mentioned before, in instant experiences),
the risk is substantial. In fact we risk building a system which is inadequate
for everyone. The alternative should be differentiation, but this opens up the
dichotomy between general public models (cheaper but with a lower quality of
experience) versus more costly and qualitatively better models but potentially
segregated from most of the users and with negative impact on possible financial
outcomes.

3 Deep Archives

An important category of recipients of such multimedia systems, within the class
of experts, is the archivist. Probably this class of people is the most difficult to
satisfy, basically for three important reasons:

– the level of detail for the required functionalities;
– the level of quality of results; and
– the amount of data they require to manage adequately.

Cultural archivists come from the cultural heritage community and they are
used to particular modus operandi in their data management workflow. They re-
quire very specific functionalities and are used to a fine grained control over the
database that manages data, rich metadata, and, sometimes, the documents
in digital form. In Fig. 2 an example of user interaction with a specialised
archive system, which manages both manuscript illustrations and rich metadata,
is show [12].
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A manuscript  illustration presented to the user 

by an archive system 

From the illustration to the 

rich descriptive metadata 

of the manuscript  

Fig. 2. User interaction/interface of an archive system specialised in the management
of illuminated manuscripts

From a technical point of view, this may require a complication in the user
interface and a major overhaul in the core logic of the multimedia system. This
is a much more complex task considering the nature of the data we have to
deal with – that is multimedia data like images, video and audio, in addition
to text – and the amount of data. Efficient routines for the management of
such sources are necessary. Moreover, people used to the quality of the results
they can obtain in a controlled and structured context with SQL-based textual
queries just expect the same quality of results moving to multimedia data. As
researchers in this field, we should assure this level of quality.

To solve this problem the preferable choice should be the definition of content
in a structured manner, using metadata and categorizations. Structured content
leads us instantly to a situation in which interoperability is not just possible,
but also easy to accomplish. Among the most used structured approaches, on-
tologies can be a good horse to bet on. Ontologies, and structured content in
general, provide very good results, and a large volume of scientific literature has
been produced to efficiently tackle the problem of management and querying.
Nevertheless it is also known that the process of definition, design and building
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of the underlying architecture is long and costly, mainly due to the required
standardization efforts. This problem can also become worse considering that
different needs might demand different kinds of archives, in other words that
the actual usage of an archive is somehow tailored to the design approaches. Is
generalization possible in this situation? And how much time and money will
it take?

An alternate solution is to rely on social metadata [13], very popular in re-
cent years. The exploitation of the collaboration of a huge number of users,
obtained by enticing them with appealing interaction paradigms, would allow
the collection of a plethora of precious information that might benefit the level
of engagement in the system and boost the possibility of personalization.

The other side of the coin is the social nature of such information. As cov-
ered by many works in the literature, especially in the field of social tagging
and classification using social metadata as source of annotation, the information
collected by users is noisy and unreliable. For this reason effective algorithms
should be employed to filter them, maybe in collaboration with experts as “sys-
tem administrators”.

It finally must be noted that there are actually two kinds of perspectives
in this situation: the people who build and populate these archives, and those
who use them, i.e. the final users. It is therefore important to underline that,
however complex the database architecture is, and however complex the routines
to manage and query the database are, the final outcome of the interaction
should be pleasant, both in terms of quality of retrieval and speed. In other
words, the entire architectural complexity should be hidden from the user, and
again appealing user interfaces should be provided to help the user to access the
functionality of the system and the data it manages.

4 Technology That Is Useful

The last problem we need to tackle is purely an engineering one. In fact, by
observing the situation from a birds-eye view and being aware of the aforemen-
tioned underlying problems, we need to provide solutions capable of covering
these three aspects:

– the technological aspects, which is the set of technologies which are able to
manage the data, accomplish the desired functionalities and present them to
the user in an effective yet appealing way;

– the sociological aspects, being the set of policies required to deal with con-
tent; and

– the “philosophical” aspects, which deal with the amount of semantics, cre-
ated and maintained by experts and researches in the field of the cultural
heritage, which can be provided to the users as an immense added value to
the artwork.

The technological, social and cultural substrata to sustain such aspects are in-
deed already available.
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Modern technology, in terms of multimedia content analysis [14,15,16,17],
large scale retrieval [18,19], multimodal aggregation of information sources and
annotations [20] and finally database access and management approaches are
available. These technologies offer quite generalizable solutions which can be
easily adapted to work in very different contexts, and this is an important char-
acteristic of a multimedia system for cultural heritage. In fact, the possibility of
reusing the same system we developed for one museum with its particular focus
and also for another museum or an exhibition, just because the underlying de-
sign has a structure that supports a number of different situations, is incredibly
advantageous.

Standardization, even in this context, may be the best way to accomplish
this outcome. Standardization, especially if derived from an international effort
driven by important organizations and governments, allows a high level of inter-
operability between data and software components which will in turn represent
a precious saving of money. Moreover, the use of platform independent software
allows a great adaptivity, which gives the opportunity to apply the same solution
to museums, exhibitions and libraries whichever information system they have.
The openness of the platform and the software, even in this case, could result
further savings in the long term.

The interoperability of data, partially included in the sociological aspects,
means that the data should be open, not necessary in terms of ownership of
the content but at least in terms of openness in the policies to access them,
potentially encouraged and promoted by influential organization interested in
the common good and aware of the importance of the spreading of culture.
The content and the restrictions applied to it for copyrights, licenses and fees,
in all these situations, is the weak ring of the chain. Some form of awareness
campaigns, in the governments and in the public opinion, could be useful.

The inclusion of the world of the cultural heritage in the innovation process,
so the participation of experts and researches in the fields of art, culture, history
etc., should be extremely useful to bridge the “semantic gap” created by the
community of engineers and researchers in multimedia retrieval. Collaboration
could bring all these people to express directly to the actual developers what
they like, and what they consider important in such applications. On the other
hand, they should be the first beneficiaries of those innovations. This will provide
to them advanced tools to make their research easier and more effective. In the
end, the final user would have the possibility to enjoy in a more involving way
the cultural content enriched by the use of advanced technologies and precious
and detailed commentaries provided by experts.

5 Funds and Profit

Cultural heritage covers culture, art and education. Nevertheless all these activ-
ities can be supported only with a sufficient amount of funds to bootstrap, and a
sufficient forecast of profit. The most common way of funding cultural heritage
is pretty straightforward: regional, national and international funds to support
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culture are available, promoted by governments, organizations and foundations.
The European Union itself appears particularly interested on this topic with the
ICT Call 9 of the FP7, an opportunity to submit proposals in the field of “Digital
Preservation” or of “ICT for access to cultural resources” [1]. These funds are
however quite difficult to obtain, and sometimes may be not sufficient to satisfy
the entire range of opportunities, especially in locations where the richness of
history and culture is considerable. An ideal way to bootstrap these projects
would be finding out a way to self funding the research and the activities. “City
marketing” could be one possible way to do that.

City marketing consists in a strategic promotion of a city or a part of it,
aimed at encouraging certain activities to take place there. The promotion of the
overall image of the city can be a good means of promoting tourism, attracting
new potential residents, and enabling business relocation. Therefore, it can also
be used to attract inward investment and government funding to be devoted to
cultural initiatives.

Self funding is the renewable energy of cultural heritage, but it supposes that
some profit has to be achieved in order to make it possible. In the most common
web-based business companies, the solution for this kind of problem is basically
unique: advertising. The 98.7% of Google’s turnover in 2010, for example, was
obtained by advertising using the pay-per-click model. But does advertising fit
with cultural heritage? Can we surround cultural content with advertising, how-
ever close to the users’ interests, without sacrificing the importance of the work
and the greatness of the artistic message, thus avoiding bothering him? Is there
any kind of meaningful advertising content, maybe somehow related to other
artistic content, that can be placed around artwork to generate significant rev-
enue? The problem of profit is also related to who is actually supposed to make
profit out of cultural heritage. The market in this context should be reserved to
services and not content: in order to let the system work in the real world and to
avoid that cultural content lose value and nobility (becoming a mere product),
the content should be free, open and available everywhere. The services avail-
able with the content instead could be subjected to a fee or a payment. Instead,
also the content could become a product: it is not so unusual to imagine selling
cultural content in a way non dissimilar from what we are beginning to know in
these years with the music and the movies (which are for all intents and purposes
forms of art).

Nevertheless, in this situation, it is very important to analyze how people ac-
tually react to these proposals. The response of people is fundamental to create
promising plans about how to make profit out of cultural heritage. Analyzing
user expectations, as will be pointed out in the next section, could provide valu-
able information to prepare the content, to test the fruition methodologies, and
to determine if a particular solution could lead to profit (because people will
like it) or not. This kind of market study is necessary also because most of the
people potentially interested in this kind of content (thus products and experi-
ences) are not ready for the digital media/experience. Especially in the field of
printing productions, including but not limited to cultural heritage ones, there
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is a significant problem regarding the transition from the physical format (i.e.
the paper book) to the digital one (i.e. an e-book, or a multimedia application
presenting in an augmented way his content). If the market is not ready, there-
fore if the potential customers are not really willing to change their perspective
of usage and experience of such a content, there is a risk of proposing maybe
very interesting prototypes from the scientific point of view but not sufficiently
able to gather out profit.

6 Conclusions

As a concluding remark, we can state that the multimedia community has ad-
vanced technologies to apply to the field of cultural heritage, technology that
can provide in an open and interoperable way software solutions and architec-
tures. Intuitive interfaces will be able to capture both the public interest and the
usefulness required by experts. From the other side of the river, the sense was
that the community of art and cultural heritage is particularly interested on all
these new possibilities. Listening to the participants of the workshop and their
view of the situation, given their national or international experience, the overall
perception was that, despite the economical difficulties, solutions are possible.
The design of systems with a strong and long term strategy, including all proto-
cols for the open exchange of information, will lead to impressive solutions that
can radically change the way in which all people, at all level of expertise and
expectations, interact with cultural heritage content.
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Baratè, Adriano 114
Basile, Beatrice 126
Bernardini, Nicola 176
Blavka, Karel 27
Bohac, Marek 27
Borghesani, Daniele 143, 206
Bressan, Federica 103
Buffa, Matteo 126

Canazza, Sergio 103
Cerva, Petr 27
Cucchiara, Rita 143, 206

de Grummond, Nancy T. 74
Del Bimbo, Alberto 39
Dellepiane, Matteo 14

Falchi, Fabrizio 1
Fuertes, J.M. 51

Gadia, Davide 154
Gatica-Perez, Daniel 90
Gianni, Giovanna Bagnasco 74, 154
Gobbi, Alessandra 74
Grana, Costantino 143, 206

Hamer, Henning 14
Haus, Goffredo 114

Karimi, Rasoul 192

Landucci, Lea 39
Larue, Frédéric 14
Lucena, M.J. 51
Ludovico, Luca A. 114

Mariani Canova, Giordana 166
Mart́ınez-Carrillo, A.L. 51
Marzullo, Matilde 154
Mauro, Davide A. 114

Nanopoulos, Alexandros 192
Nouza, Jan 27

Odobez, Jean-Marc 90
Oomen, Johan 136
Orio, Nicola 166

Pallan, Carlos 90
Pellegrini, Alessandra Carlotta 176
Pernici, Federico 39
Ponchia, Chiara 166
Prazak, Jan 27

Rabitti, Fausto 1
Rao, Mirko 154
Roman-Rangel, Edgar 90
Romero, Verónica 63
Ruiz, A. 51

Sánchez, Joan Andreu 63
Schmidt-Thieme, Lars 192
Scopigno, Roberto 14
Silovsky, Jan 27
Stanco, Filippo 126

Tanasi, Davide 126
Toselli, Alejandro H. 63
Tzouvaras, Vassilis 136

Valtolina, Stefano 74, 154
Vidal, Enrique 63

Zdansky, Jindrich 27


	Title
	Preface
	Organization
	Table of Contents
	Oral Session: Interaction
	Landmark Recognition in VISITO Tuscany
	Introduction
	Landmark Recognition
	Landmark Recognition Test Settings

	Comparisons of Visual Features
	MPEG-7
	SIFT
	ColorSIFT
	SURF
	Similarity Measures
	Results

	Comparisons of Various Local Feature Based Image Similarity Functions for Landmark Recognition
	Results

	kNN Based on Local Feature Similarity
	Results

	Conclusions and Future Work
	References

	Automatic Texturing without Illumination Artifacts from In-Hand Scanning Data Flow
	Introduction
	Related Work
	Color Acquisition and Visualization on 3D Models
	Real-Time 3D Scanning

	Texturing from In-Hand Scanning Data Flow
	Artifacts-Free Color Texture Recovery
	Assisted Selection for Texture Hole Filling
	Normal Map Recovery

	Results
	Conclusion
	References

	Voice Technology to Enable Sophisticated Access to Historical Audio Archive of the Czech Radio
	Introduction
	Audio Archive Processing Platform
	Archive Data
	Technical Solutions
	Audio Processing and Acoustic Modeling Part
	Linguistic Part and Speech Decoding
	Database and Search Part
	User Interface Part

	Performance Evaluation
	Conclusions and Future Work
	References

	MNEMOSYNE: Enhancing the Museum Experience through Interactive Media and Visual Profiling
	Introduction
	Multimedia Interactive Museums
	Personalizing the Multimedia Museum Experience
	Active Vision for Visitor Profiling
	Building Blocks
	Preliminary Results: Scene Learning and Visitor Tracking
	Preliminary Results: Head Localization

	Discussion
	References


	Oral Session: Analysis and Management
	Computer Tools for Archaeological Reference Collections: The Case of the Ceramics of the Iberian Period from Andalusia (Spain)
	Introduction
	A Computerized Method for Documentation of Ceramics: The Case of the CATA Project
	The CATA Project: An Introduction
	Area of Study
	The Standardization of the Data

	Computer Tools for on Line Reference Collection
	Databases
	Image Comparison
	User Interface

	Conclusions
	References

	Multimodal Interactive Transcription of Ancient Text Images
	Introduction
	Multimodal Computer Assisted Transcription of Handwritten Text Images
	Aligning Text-Images and Transcriptions
	HTR Technology Overview
	Evaluation Results
	Conclusions
	References

	A Collaborative Knowledge Management System for Analyzing Non-verbal Markings in the Ancient Mediterranean World
	Introduction
	Context of Archaeological Sigla
	Collaborative System
	Knowledge Management System
	Knowledge Integration
	Multimedia Information Retrieval
	Annotation Tool

	Conclusions and Future Works
	References

	New World, New Worlds: Visual Analysis of Pre-columbian Pictorial Collections
	Introduction
	The Maya Writing System
	Constructing a Digital Maya Hieroglyphic Corpus
	Our Contribution
	Compilation of a Syllabic Dataset
	The HOOSC Descriptor
	Results
	Towards a Tool for Learning about Maya Hieroglyphics

	Conclusions
	References


	Poster and Demo Session
	Towards a Procedure for Quality Controlon Large Collections of Digitized Audio Data: The Case of the “Fondazione Arena di Verona”
	Introduction
	The Threat of Unreliable Data
	TheREVIVALProject
	The Re-mediation Process
	Preservation Copy

	Automation
	Conclusions
	References

	A Web-Oriented Multi-layer Model to Interact  with Theatrical Performances
	Introduction
	State of the Art
	An Overview of the IEEE 1599 Format
	Case Study: The Prospettiva09 Application
	Background
	IEEE 1599 Encoding
	The Enjoy Section
	The Interact Section
	The Create Section

	Conclusions
	References

	Augmented Perception of the Past: The Case of the Telamon from the Greek Theater of Syracuse
	Introduction
	The Archeomatica Project
	Digital Restoration
	Augmented Reality
	Conclusions
	References

	Publishing Europe’s Television Heritage on the Web: The EUscreen Project
	Introduction
	Motivation
	Define Content Selection Methodoloy
	The Front-End

	Metadata Ingestion and Video Playout
	EBUcore and Multilinguality
	Video Playout
	The Mapping Tool

	Future Work
	References

	Towards Artistic Collections Navigation Tools Based on Relevance Feedback
	Introduction
	Background
	Rerum Novarum: Visually Assisted Tagging for Artistic Documents
	Relevance Feedback for Image Surfing
	Interactive Relevance Feedback on Artistic Image Collections
	Towards a Natural Interaction with Image Collections
	Conclusions
	References

	Designing Virtual Reality Reconstructions of Etruscan Painted Tombs
	Introduction
	The Etruscan Necropolis in Tarquinia
	Virtual Reality Reconstruction of the Necropolis
	Main Application
	Virtual Navigation of the Tombs
	Hardware Requirements and Flexibility

	Conclusions and Future Works
	References

	A Case Study for the Development of Methods to Improve User Engagement with Digital Cultural Heritage Collections
	Introduction
	IPSA Motivations and Objectives
	Disclosure of Relations between Images and Manuscripts
	Personalization and Collaboration

	Development of IPSA
	Improving User Engagement
	Research Questions
	Relations between Images
	Exploitation of External Resources
	Relevance of Textual Information
	Graphical Representation

	References

	The Multimedia Archive of the Fondazione Isabella Scelsi
	Introduction
	Outline of the Archive
	Foreword
	Similar Experiences
	Reorganization and Inventory
	The Documents
	The Software
	Future Work

	The Tape Collection
	The Recordings
	Peculiarities
	Identification Techniques

	Transfer Procedures
	Future Work
	References

	RFID-Enhanced Museum for Interactive Experience
	Introduction
	Related Work
	Innovative Aspects of the REMIX Project

	The Architecture of REMIX
	The RFID Monitoring System
	Information System for Recording and Analyzing the Monitored Information
	Personalized Web Application for Post-Museum Learning Experience

	Recommender Systems for Museums
	Recommendation Algorithms
	Spatial Process

	Conclusions
	References


	Discussion Session
	Multimedia for Cultural Heritage: Key Issues
	Introduction
	Dealing with People/Users
	Deep Archives
	Technology That Is Useful
	Funds and Profit
	Conclusions
	References


	Author Index



