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Preface

The Nordsec workshops started in 1996 with the aim of bringing together
computer security researchers and practitioners from the Nordic countries. The
event focuses on applied IT security and, from the beginning, its goal has been to
encourage interaction between academic and industrial research. Over the years,
Nordsec has developed into an international conference that takes place in the
Nordic countries on a round-robin basis. It has also become a key meeting venue
for Nordic university teachers and students with an interest in security research.

The 15th Nordic Conference in Secure IT Systems took place at Aalto Uni-
versity in Finland during October 27–29, 2010. The program of this year’s con-
ference was a cross-section of the security research at Nordic universities and
industrial research centers with some contributions from around Europe. The
themes ranged from the enforcement of security policies to security monitoring
and network security. There were also papers on privacy, cryptography, and secu-
rity protocol implementation. The conference received 37 submissions, of which
13 were accepted for presentation as full papers and three as short papers. In
the original workshop spirit, the authors were able to revise their papers based
on discussions at the conference.

The keynote talk at Nordsec was given by Erka Koivunen from CERT-FI
with the title “Why Wasn’t I Notified?”: Information Security Incident Handling
Demystified. An invited paper based on the talk is included in the proceedings.
Furthermore, a large number of students presented their work at a poster session
and competition.

The proceedings also include three selected papers from the OWASP AppSec
Research 2010 conference, which focuses on Web application security. These
papers were originally presented in Stockholm during June 21–24, 2010. The
authors of the selected papers were invited to submit revised papers for a joint
conference publication and to give talks at Nordsec.

We would like to thank the authors, members of the Program Committee,
reviewers, students presenting posters, the Organizing Committee, and all con-
ference attendees for coming together and making Nordsec 2010 a successful
scientific and social event for both security researchers and practitioners.

October 2011 Tuomas Aura
Kimmo Järvinen

Kaisa Nyberg
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Mikko Särelä, Christian Esteve Rothenberg, András Zahemszky,
Pekka Nikander, and Jörg Ott

Authentication Session Migration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Sanna Suoranta, Jani Heikkinen, and Pekka Silvekoski

Mitigation of Unsolicited Traffic across Domains with Host Identities
and Puzzles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Miika Komu, Sasu Tarkoma, and Andrey Lukyanenko

Experimental Analysis of the Femtocell Location Verification
Techniques (Short Paper) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Ravishankar Borgaonkar, Kevin Redon, and Jean-Pierre Seifert

Invited Talk

“Why Wasn’t I Notified?”: Information Security Incident Reporting
Demystified . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Erka Koivunen

Monitoring and Reputation

Use of Ratings from Personalized Communities for Trustworthy
Application Installation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Pern Hui Chia, Andreas P. Heiner, and N. Asokan

Practical Private Information Aggregation in Large Networks . . . . . . . . . . 89
Gunnar Kreitz, Mads Dam, and Douglas Wikström

Tracking Malicious Hosts on a 10Gbps Backbone Link . . . . . . . . . . . . . . . . 104
Magnus Almgren and Wolfgang John

Privacy

Service Users’ Requirements for Tools to Support Effective On-line
Privacy and Consent Practices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Elahe Kani-Zabihi and Lizzie Coles-Kemp



X Table of Contents

Analyzing Characteristic Host Access Patterns for Re-identification of
Web User Sessions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Dominik Herrmann, Christoph Gerber, Christian Banse, and
Hannes Federrath

Policy Enforcement

A Framework for the Modular Specification and Orchestration of
Authorization Policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Jason Crampton and Michael Huth

Credential Disabling from Trusted Execution Environments . . . . . . . . . . . 171
Kari Kostiainen, N. Asokan, and Jan-Erik Ekberg

Java Card Architecture for Autonomous Yet Secure Evolution of Smart
Cards Applications (Short Paper) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Olga Gadyatskaya, Fabio Massacci, Federica Paci, and
Sergey Stankevich

Implementing Erasure Policies Using Taint Analysis . . . . . . . . . . . . . . . . . . 193
Filippo Del Tedesco, Alejandro Russo, and David Sands

Selected OWASP AppSec Research 2010 Papers

A Taint Mode for Python via a Library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
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BloomCasting: Security

in Bloom Filter Based Multicast

Mikko Särelä, Christian Esteve Rothenberg,
András Zahemszky, Pekka Nikander, and Jörg Ott

{mikko.sarela,andras.zahemszky,pekka.nikander}@ericsson.com,
chesteve@dca.fee.unicamp.br, jo@netlab.tkk.fi

Abstract. Traditional multicasting techniques give senders and
receivers little control for who can receive or send to the group and
enable end hosts to attack the multicast infrastructure by creating large
amounts of group specific state. Bloom filter based multicast has been
proposed as a solution to scaling multicast to large number of groups.

In this paper, we study the security of multicast built on Bloom filter
based forwarding and propose a technique called BloomCasting, which
enables controlled multicast packet forwarding. Bloomcasting group man-
agement is handled at the source, which gives control over the receivers
to the source. Cryptographically computed edge-pair labels give receivers
control over from whom to receive. We evaluate a series of data plane
attack vectors based on exploiting the false positives in Bloom filters and
show that the security issues can be averted by (i) locally varying the
Bloom filter parameters, (ii) the use of keyed hash functions, and (iii) per
hop bit permutations on the Bloom filter carried in the packet header.

1 Introduction

Recently, a number of routing and forwarding proposals [25,16,32] are re-thinking
one of the most studied problems in computer networking – scalable multi-
cast [12,23]. The unifying theme of these proposals is to use Bloom filters in
packet headers for compact multicast source routing. This makes it possible for
the multicast architecture to scale to the billions, or even trillions, of groups
required, should the system need to support all one-to-many and many-to-many
communications, such as tele and video conferencing, chats, multiplayer online
games, and content distribution, etc.

While the Bloom filter is a space efficient data structure and amenable to
hardware implementations, it is also prone to false positives. With in-packet
Bloom filter based packet forwarding, a false positive results in a packet be-
ing erroneously multicasted to neighbors not part of the original delivery tree.
Consequently, false positives lead to reduced transport network efficiency due
to unnecessary packet duplications – a fair tradeoff given the potential benefits.
However, false positives have also security implications, especially for network
availability.

T. Aura, K. Järvinen, and K. Nyberg (Eds.): NordSec 2010, LNCS 7127, pp. 1–16, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Earlier work [26] has identified three forwarding anomalies (packet storms,
forwarding loops, and flow duplication) and two solutions that provide fault
tolerance for such anomalies, namely, varying the Bloom filter parameters and
performing hop-specific bit permutations. Our contribution is to analyze the
anomaly related problems and solutions from security perspective. It has also
been shown [13] that Bloom filters can act simultaneously as capabilities, if the
hash values used for the Bloom filter matching are cryptographically secure and
depend on the packet flow.

In this paper, we concentrate on the security issues of Bloom filter based mul-
ticast forwarding plane. We analyze service and network infrastructure availabil-
ity. The contributions of this paper are a characterization and evaluation of the
security problems and solutions related to Bloom filter based forwarding. Other
security issues for multicast, such as key management, policy, long term secrecy,
ephemeral secrecy, forward secrecy, and non-repudiation are out of scope for this
paper.

Additionally, we propose BloomCasting, a source specific multicasting tech-
nique that integrates the provided security solutions together. In BloomCasting,
group membership protocol is carried from the receiver to the source. This pushes
both the costs and the control of the multicast group management to the source.
The Bloom filter used to forward the traffic is gathered hop-by-hop along the
unicast path to the group source.

The rest of the paper is organized as follows. In Section 2, we review the prin-
cipal aspects of Bloom filter based forwarding and scope the problem of secure
multicast for the purposes of this paper. We present BloomCasting, a secure
source-specific multicasting technique in Section 3 and in Section 4, we describe
the security solutions in more detail. We evaluate our approach In Section 5,
review the related work in Section 6, and conclude the paper in Section 7.

2 Security Issues in Bloom Filter Based Multicast

As with unicast, securing multicast communications requires considerations in
two orthogonal planes: the data plane (protecting multicast data forwarding)
and the control plane (securing multicast routing protocol messages), although
the problems are more difficult because of the large number of entities involved.
While secure multicast data handling involves the security-related packet treat-
ments (e.g., encryption, group/source authentication and data integrity) along
the network paths between the sender and the receivers, control plane security
aspects involve multicast security policies and group key management i.e., secure
distribution and refreshment of keying material (see e.g. [22,11,23,18,24]). Ulti-
mately, control plane security must be handled individually by each multicast
routing protocol to provide authentication mechanisms that allow only trusted
routers and users to join multicast trees (e.g., PIM-SM [3]).

Our focus in this paper, however, is elsewhere – on the availability of the mul-
ticast infrastructure in an open and general source specific multicast model [9]. A
source specific multicast group is defined by the source and group address taken
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together. We assume that multicast groups can contain receivers anywhere in
the network. This means that hierarchical addressing [19] cannot be used to
scale up the system with sub-linear growth in routing table size in relation to
the number of groups. The number of potential source specific groups grows ex-
ponentially with the number of nodes in the network – compared to quadratic
growth in the number of potential unicast connections and logarithmic growth
in the size of routing table based on hierarchical addressing. State requirements
create a potential for denial-of-service (DoS) attacks as described in ‘stateless
connections’ [4].

Bloom filter based source routing has been proposed as a solution to scal-
ing multicast into large networks and number of groups [25,16,32,13]. Such an
approach places the state requirement at the source, instead of the routers alle-
viating the potential for DoS attacks against the network infrastructure.

2.1 Forwarding with in-Packet Bloom Filters

The Bloom filter [10] is a hash-based probabilistic data structure capable of
representing a set of elements S and answering set-membership questions of the
type “is x ∈ S?”. The insert operations consist of, given a bit array of size m,
for each element x in a set S of size n, k � m independent hash values are
computed H1(x), ..., Hk(x), where 1 ≤ Hi(x) ≤ m, ∀x and the corresponding bit
array locations are set to 1. Conversely, asking for the presence of an element
y in the approximate set represented by the Bloom filter involves applying the
same k hash functions and checking whether all bit positions are set to 1. In that
case, the Bloom filter returns a ‘true’, claiming that y is an element of S. The
Bloom filter always returns the right answer for each inserted elements, i.e., there
are no false negatives. However, due to hash collisions, there is some probability
p(m, n, k) for the Bloom filter returning a false positive response, claiming an
element being part of S even when it was not actually inserted.

In-packet Bloom filter based multicast [25,16,32,13] is based on the idea of
turning the forwarding operations into a set-membership problem. The basic idea
consists of encoding a multicast tree by inserting the appropriate link identifiers
into a Bloom filter carried in the packet header. Forwarding nodes along the path
process the packet and check whether neighboring link identifiers are present in
the Bloom filter. Then, a copy of the packet is forwarded along the matching
interface(s).

Inherited from Bloom filters, false positives cause packets to be unnecessarily
duplicated over some extra links. When a router receives a falsely forwarded
packet for which it does not find a matching forwarding directive, the packet
is simply discarded. Hence, Bloom filter forwarding guarantees packet delivery
to all intended destinations but introduces a degree of wasted resources due to
unnecessary packet duplications – a tradeoff worth to consider given the bene-
fits in terms of space efficiency (i.e., reduced state) and performance (i.e., fast
forwarding decisions).
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2.2 Threat Model and Existing Attacks

We restrict the scope of this paper to security issues of the Bloom filter based
forwarding plane of one-to-many multicast, also referred to as source-specific
multicast (SSM) architectures. We assume an attacker who may control large
number of hosts (e.g. botnet) that wishes either to disrupt the network infrastruc-
ture, or deny service to target host or network links. We also evaluate available
possibilities for controlled multicast, i.e. ensuring that only authorized senders
and receivers are capable of sending to and receiving from a particular multicast
group.

Our adversary model assumes malicious end hosts and benign routers. Conse-
quently, packet drop attack or blackhole attack fall out of the scope. This assump-
tion is coherent with the wired networking scenario under consideration where
trust among routers and the management plane is provided by e.g. pair-wise
shared secret techniques. Moreover, we assume an end-to-end security mech-
anism to provide payload confidentiality, authentication, and integrity (e.g., as
discussed in [15]). Attacks related to these security mechanisms are not discussed
further in this paper.

While false positives represent a well-known limitation of Bloom filters, the
security implications of (random) false positives in packet forwarding are far
reaching and less understood. Our main security goal is to guarantee forward-
ing service availability of Bloom filter based data planes under malicious at-
tacks. Hence, we seek for data plane mechanisms that ensure that only packets
from authorized users are forwarded, i.e., providing resistance to (potentially
distributed) DoS attacks .

DoS can be divided into attacks on infrastructure availability and (end) ser-
vice availability. These can be disrupted by bandwidth, state, or computation
consumption attacks (cf.[7]). Any unauthorized sending of multicast data can be
construed as a DoS attack. For instance, flooding attacks would cause an escalat-
ing of packets filling the network links to an extend that legitimate packets end
up discarded due to massive link congestion. Such denial of service may affect a
greater proportion of the network due to the “multiplier effect” of false-positive-
prone multicast packet distribution.

Chain Reaction Attacks. False positives can cause forwarding anomalies that
greatly increase the amount of network traffic. These include packet storms,
forwarding loops, and flow duplication [26]. We review these anomalies that an
attacker could do here. We highlight the fact that if Bloom filters are assigned
per multicast tree or per flow, the anomalies will affect every packet in a given
multicast tree or flow.

Packets storms are caused when, for sizable part of the network, the average
number of false positives per router exceeds one. Should this be the case, then
on average each false positive causes more than one additional false positive,
creating an explosive chain reaction. The average number of false positives is
ρk · (d − b − 1), where ρ is the fill factor of the Bloom filter, k is the number of
hash functions used, d is the number of neighbors, and b is the number of actual
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(a) false positive
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subtree
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Fig. 1. (a) Forwarding loop and (b) flow duplication
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Fig. 2. (a) Flow duplication with Fibonacci number growth in the number of packet
copies and (b) exponential growth in the number of packet copies

branches in the multicast tree at that node. After the first false positive b = 0.
As an example, considering k = 5 and ρ = 0.5, a nodes with degree d > 32 would
produce more than one false positive per node.

Forwarding loop happens, if a set of false positives cause the packet to return
to a router it has already visited. The router will then forward the packet again
to all the nodes downstream of it, including the false positive links that caused
the packet to loop. As a result, not only will the packet loop, but every loop
causes a copy of the packet to be sent to the full sub-tree below the router. A
forwarding loop is shown in Figure 1.

Flow duplication is another possible anomaly as shown in Figure 2. Fig-
ures 2(b)-(c) show that even flow duplication can cause the number of packet to
grow – according to Fibonacci sequence and as the powers of two.

The above attacks can also be combined. If link identifiers are common knowl-
edge, the attacker can form a Bloom filter that corresponds to the Figure 2(c)
which also includes one or more links back to the first router, causing the packet
load to explode both in network and in all receiver hosts.

Target Path Attack. An attacker controlling a large number of hosts can try
to coordinate as many packet flows as possible to a single link or a particular
path. If link identifiers are common knowledge (1), then this is simple. Each host
just computes a forwarding tree that goes through chosen link. If however, the
link identifiers are secret and static (2), then the attacker has a few potential
attacks available: injection attack – where she tries Bloom filters that get traffic
forwarded along a certain delivery tree, correlation attack – where she attempts
to infer workable link identifiers from a collection of legitimate Bloom filters,
and replay attack – where a valid Bloom filter is misused to send unauthorized
traffic (i.e., with different content or flow identifiers). [13]
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Fig. 3. The left side shows multicast Join message using iBFs. The right side shows a
simplified Membership Table MT(S) that contains the Bloom filters for A, B, C, and
D. The separated bottom row shows how to combine the Bloom filters in to an iBF.

3 BloomCasting

BloomCasting is a secure source specific multicast technique, which transfers the
membership control and per group forwarding state from the multicast routers
to the source. Similar to [25,16,32], it uses in-packet Bloom filter (iBF) to encode
the forwarding tree. BloomCasting separates multicast group management and
multicast forwarding.

To join, a host sends a join request (BC JOIN) towards the source S. Inter-
mediate routers record forwarding information into the packet, thus when the
packet reaches S, it will contain a collecting iBF for the source-receiver path.
By combining together the iBFs for all the receivers, the source will have an
iBF encoding for the whole multicast tree. When a host does not wish to re-
ceive packets for the group anymore, it sends an authenticated leave message to
S. Upon processing this packet, the source will reconstruct the Bloom filter for
the group leaving out the recently pruned path. The operation is illustrated on
Figure 3.

Data packets are routed using the forwarding iBF placed in the BC FW header.
Each intermediate router takes its forwarding decision by querying it with the
question: which of my outgoing links are present in the iBF? It then forwards
the packet to the corresponding peers. Eventually, the packet reaches all the
receivers, following the sequence of routers the BC JOIN packets traversed, in
reverse order.

3.1 Group Membership Management

Group membership management includes the joining, leaving, and maintenance
of multicast groups, and this is the main task of the control plane. Along this
discussion, we show how multicast trees are encoded into iBFs.

Joining a Group: When a host joins a multicast group, it sends a (BC JOIN)
message towards the source. The packet contains the following information:
(S,G) specifying the multicast group and a collecting iBF. The latter is used for
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Algorithm 1. Adding edge-pair labels (E) and permuting collect and forward
iBFs at transit routers.

Collect iBF (C):

E ← ZK(S,G,Rp, Rc, Rn);
C ← C ∨ E;
C ← Permutec(C);

Forward iBF (F):

foreach outgoing link i do
F ← Permute−1

c (F);
E ← ZK(S,G,Rn, Rc, Rp);
if E ∧ F = E then

Send F → i;
end

end

collecting the forwarding information between the source and the receiver.
Finally, it also contains a hash chain anchor for future signaling security.

In each router, the next hop for the BC JOIN message towards S is found from
routing information base.1 As the message travels upstream towards the source,
each router records forwarding information into the packet by inserting the edge
pair label E into the collector iBF. After this, for loop prevention and increased
security, it performs a bit permutation on the collector iBF. Finally, it selects the
next hop usptream towards S. The operation is shown on Algorithm 1. Unlike
traditional IP multicast approaches, where the forwarding information is installed
in routers on the delivery tree, transit routers do not keep any group-specific state.

Once the BC JOIN message reaches the source, it contains sufficient informa-
tion so that the source can send source-routing style packets to the recently
joined host. The source stores this information in the Membership Table (MT),
as shown in Figure 3. The source can now send packets to the multicast tree by
combining iBFs for the group, by bitwise ORing them together.

Leaving a Group: When a receiver wishes to leave the group, it sends a
BC LEAVE towards S, including the next element from the hash chain it used
when joining the group. On-path routers forward the packet to S. As no fur-
ther processing is needed in intermediate routers, unlike pruning packets in IP
multicast, BC LEAVE packets always routed to the source.

S verifies the hash and removes (or de-activates) the entry in the Membership
Table. Single message hash authentication, vulnerable to man-in-the-middle at-
tacks, is sufficient, since the hash is only used to verify that the host wishes
to leave the group. As a final step, it recomputes the forwarding iBF of the
delivery tree. An example of a forwarding iBF is shown in Figure 3 at the
separated bottom row of the table.

1 Just like in standardized IP multicast protocols, this forwarding decision can be taken
according to the RIB created by BGP or according to the Multicast RIB created by
MBGP [8].
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Refreshing Membership State: The iBFs in the MT may become stale,
either because of changing the key to compute the edge-pair labels or due to
route failures. Keys are expected to change periodically (e.g., every few hours)
to increase security by excluding brute force attacks [13]. This means that the
iBF needs to be recomputed with a new BC JOIN packet. When making the
forwarding decision, during a transition period routers need to compute edge-
pair labels for both the old and the new key. If they find that an edge-pair label
computed with the old key is present in the iBF, they set a flag in the BC FW
header indicating that the receiver should send a BC JOIN again, as the iBF will
soon become invalid. When a packet is to be forwarded on a failed link, the
router sends an error message back to the source.

3.2 Multicast Forwarding

So far, we have discussed how hosts join and leave multicast groups. We now
show how data packets are forwarded between the source and the receiver.

As we saw previously, iBFs for each receiver border router are stored sepa-
rately in the Membership Table. We also saw the basic concept of deriving the
forwarding iBF from the MT information; now we extend that with new details.

For each group, the source stores one or more iBF for each next hop router
in its BloomCasting Forwarding Table (BFT).2 In practice, the capacity of a
packet-size iBF is limited in order to guarantee a certain false positive perfor-
mance (practical values suggest around 25 destinations in 800-bit iBFs [25]).
In case of large multicast groups, several iBFs are created, one for each partial
multicast tree, and duplicate packets are sent to each next hop.

The source creates one copy of the packet for each next hop for (S,G) in the
BFT. It creates a BC FW header, fills it with the corresponding iBF, and sends it
to the next hop router.

Each router makes a forwarding decision based on the iBF, as shown in Algo-
rithm 1. First, it applies the reverse permutation function to the iBF, replacing
the iBF with the result. Then, it checks for the presence of peer routers by com-
puting one edge-pair label for each potential next hop router Rn, based on the
previous and the current router on path Rp and Rc respectively,3 and on group
identity (S,G) found in the IP header as shown in Algorithm 1. In the final step,
the router checks whether the iBF contains the edge-pair label, by simple bitwise
AND and comparison operations.

The remaining problem is how to compute the dynamic edge-pair labels at core
routers at line speed. This can be done by taking the values (S, G, K, Rp, Rc, Rn)
and running them through a fast, spreading hash function (cf. e.g. [20,31]). The
spreading hash function yields the bit locations for the edge-pair labels. The
method can be applied locally at each router, having no impact on the protocol.

2 This improves forwarding performance, as the false positive probability increases
with the number of iBF inserted elements.

3 The router uses the same inputs as in the BC JOIN. hence the Rp and Rn switch
places due to direction change.
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Fig. 4. Protocol messages when joining group (S,G): 1 - IGMP Membership Report or
MLD Multicast Listener Report; 2,10 - PIM-SSM JOIN(S,G); 3-9 - BC JOIN(S,G)

3.3 Connecting Intra-domain Multicast with BloomCasting

BloomCasting can be used to specify the operations between source and receiver
ASes.4 This section discusses how multicast forwarding state is set up inside the
domains containing the sender and/or receivers using IP multicast (PIM-SSM
deployments) Figure 4 illustrates the protocol messages when a multicast receiver
joins a multicast group (S,G).

When a receiver joins (S,G), it signals (1) its interest in its LAN with IGMPv3
or MLDv2 protocols. The Designated Router then sends a PIM-SSM JOIN(S,G)
message upstream (2), by looking up the reverse path to S. The message is
propagated upstream until a router is found that holds forwarding state for the
group or until a border router of the domain is reached (standard PIM-SSM
operations). The border routers implement both PIM-SSM and BloomCasting.
PIM signaling now terminates. If the border router was not yet a receiver for
the group, it creates a BC JOIN packet and sends it towards S (3-9).

The iBF collection process is otherwise as described in Section 3.1 except each
AS is considered to be a singe logical router.

At the other end, the source AS border router receives a BC JOIN for a group
that resides in the local domain and processes it as specified in Section 3.1. If it
is not yet a receiver for the group locally, it sends a join packet using PIM-SSM
standardized operations (10). The JOIN(S,G) is propagated further upstream
towards the source, with standard PIM operations. Eventually, as far as PIM
concerned, a domain-local multicast tree will be built with routers representing
local receivers and border routers representing subscribers in remote domains.

The data packets are forwarded using the domain-local multicast protocol to
the border routers in the source AS. The border router creates a single copy for
each entry in the BFT, adds the BloomCasting header, and forwards the packets.
When an ingress border router receives packet with the BC FW header, it checks
whether it has domain-local receivers and forwards a decapsulated copy using
the domain-local multicast protocol. The router also checks whether neighboring
domains are included in the iBF and forwards the packet to those domains (using
e.g. IP-in-IP, GRE encapsulation, or MPLS paths or trees).

4 An AS is an autonomous system, a network participating in the inter-domain routing
protocol (BGP). The source and receiver could also be an area consisting multiple
ASes that deploys a shared multicast architecture.
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4 Security Techniques in Bloom Filter Based Forwarding

In Section 2, we introduced a threat model for in-packet Bloom filter based for-
warding by showing several attacks taking advantage of some forwarding anoma-
lies inherent to Bloom filter based forwarding. Now, we present techniques for
solving these forwarding anomalies; then, in Section 5, we evaluate them from
security perspective.

Basically, the solutions presented here include pre-processing verification of
Bloom filters, and some rules to be followed in the packet forwarding process
and during the Bloom filter creation phase.
Limiting the fill factor (ρmax) ensures that the attacker cannot set, e.g., all
bits in the Bloom filter to 1, which would equal to every link in the network
being included. Before any packet handling operation, routers need to verify the
Bloom filter [30], i.e. they need to check for ρmax compliance before attempting
to forward the packet. Typically, ρmax is set to ≈ 0.5, which corresponds to the
most efficient usage in terms of bits per element per false positive rate.
Cryptographic Bloom filters: Bloom filters for forwarding can be differentiated
based on the nature of the link identifiers: (1) link identifiers are common knowl-
edge [25], (2) link identifiers are secret, but static [16], and (3) link identifiers
are secret per flow and change periodically with key are computed per incom-
ing/outgoing edge pair instead of per link [13].

Bloom filters gain capabilities [2], when the edge pair label is computed using
cryptographically secure hash functions, secret key, and flow information from
the packet (e.g., IP 5-tuple, (S, G)). Each link identifier of size m and with
k bits set to one (i.e., a one element Bloom filter) can be computed as the
output of a function zF (In, Out, K(ti), I, p). The resulting identifiers become
dynamic and bound to the In and Out interfaces of each hop i, the time period
of a secret key K(ti), and additionally dependent of packet information like the
Flow ID I (e.g., source and group addresses) and an optimization parameter p
(cf.Z-formation [13]).
Varying the number of hash bits (kvar): This technique deals with the number of
ones (k) in the link identifiers set by different routers, and aims to decrease the
false positive rate. Assuming that there is a fixed maximum fill factor ρ for iBF,
e.g. ρ = 0.5+ε, the average number of false positive in a given router depends on
its degree d, the number of hash functions k it uses, and the number of outgoing
branches b such that the average number of false positives is ρk ·(d−b−1). Hence,
we proposed [26] that each router sets k locally such that ρk ·d < α, where α < 1
sets the routers preference for the average false positive rate. As routers compute
the hash functions for the collecting iBF themselves, the number k is purely a
local matter. In other words, the number of bits k set to 1 in the link identifiers
is not a global parameter, but can be defined per node.
Permutations Pi(iBF ): We use per hop bit permutations to prevent loops and
flow duplications. A bit permutation is a (pseudo) random rearrangement of the
bit array. Each router can use the same bit permutation for all iBFs passing
through it making it easy to implement with programmable logic.
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First, after passing through the intended path to a router R, the f orwarding
iBF has to match the k hash values that the router added when the collecting
iBF was forwarded through it. When the iBF is collected, the routers between
R and source S change some bits from 0 to 1 and permute the packet. S then
combines a set of collecting iBFs in to a forwarding iBF and the routers between
S and R (including R) perform reverse permutations on the iBF. Hence, once the
packet arrives in R, the bits that R set to 1 will be in exactly the same positions
as they were when the iBF was collected. Since no operation changes a value of
a bit from 1 to 0, the matching process works correctly.

Second, if the path taken is different from the one intended for the packet,
the iBF should not match the k hash values. Per hop bit permutations enable
the iBF itself to carry a “memory” of the path it has traversed [26]. As each
router modifies the iBF when forwarding the packet, after passing through two
different edges and entering back the initial node, i.e. after a loop, the iBF is
changed with a random bit permutation. Hence, it will likely not match the same
edge-pair labels again. Each router permutes Pi(iBF ) when the iBF is initially
collected and then reverse permutes Pi(iBF )−1 the iBF when a packet is sent
using the iBF.

5 Security Evaluation

We now analyze how BloomCasting mitigates the security threats (described
in Section 2) against Bloom filter based multicast forwarding. As mentioned in
Section 2.2, we focus on malicious host-initiated attacks. Further architectural
considerations w.r.t scalability, bandwidth efficiency, state requirements, control
overhead, etc. are out of scope of this evaluation and left for future work.

Table 1 presents an overview of the mapping between the available techniques
(Section 4) and the attacks addressed. As can be seen, BloomCasting combines
four techniques to prevent the six security threats described in Section 2.2.

Packet storms are prevented with the combination of limiting the maximum
fill factor ρmax and the varying kvar technique. Globally enforced ρmax values
enable each router to compute kvar locally so that every Bloom filter with a
valid fill factor produces, on average, less than 1 false positives. Since the Bloom
filters are collected on path with the BC JOIN packet, it is easy to set kvar locally.
Additionally, this optimization of k reduces the actual false positive rate [26].

Loops are a serious threat to any network infrastructure. The combination
of maximum fill factor ρ and z-Formation makes it difficult for an attacker to
construct looping Bloom filters. The first removes the easy attack of just adding
bits into the Bloom until every link matches and the z-Formation ensures that
guessing the right Bloom filter is difficult (see [13] for details).

To prevent accidental loops, each router performs a bit permutation on the
Bloom filter before performing the outport matching – when using the Bloom
filter for forwarding (and after matching – when collecting a Bloom filter). If a
packet does go through a loop, either because of a false positive or a malicious
source, the Bloom filter has been modified with a random permutation (a product
of the permutations performed by the set of routers participating in the loop).
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Table 1. Mapping of solutions to attacks

Attack - Technique ρmax kvar z-F P (iBF )

Packet storms + +

Loops + + +

Flow duplication + + +

Injection + +

Correlation + +

Replay +

Using permutations ensures a high probability that the packet will not con-
tinue looping and that it will not be forwarded to the downstream tree for a
second, or nth time. As an example, the chances of an infinite loop in a three
node loop configuration with ρ = 0.5, k = 6, and m = 256 are in the order of
O(10−12). The chances that a packet will be forwarded through the subtree once
are ρκ, where κ =

∑
ki is the sum of all hash functions used in the subtree.

Finally, while the security is not dependent on the secrecy of the permutations
performed in each router, it is dependent on the secrecy of the edge-pair labels.
Consider a known permutation attack, in which an attacker knows the network
topology and the permutations used by a set of routers. It can now compute
the cycle sets of the combined permutation and choose a combination that has
approximately the size of the maximum fill factor. However, it does not know
a combination of a Bloom filter and source and group address that will ensure
that the routers on path and in the loop will have edge-pair labels that match
the Bloom filter. The best it can do is vary the group address. In this case, the
probability of success is ρκ, where κ is the total number of bits that need to be
set on path to the point of loop and in the loop.

Flow duplication: Similarly to loops, flow duplication can be effectively pre-
vented with the combination of restricting fill factor ρ, edge-pair labels, and per
hop bit permutations. The result gives an attacker ρκ probability of creating a
specific subtree by accident.

Packet injection attacks, correlation attacks, and replay attacks can be effi-
ciently prevented using the z-Formation technique [13]. It uses cryptographically
secure edge-pair labels that are computed based on the flow, and time, and path.
This makes it impossible to share iBFs from different points of network, at dif-
ferent time instants, or to different destinations.

Consequently, the best strategy for a successful packet injection attack is re-
duced to a brute force attack consisting of generating random labels and hoping
that at least one of them reaches the target(s). An attacker needs malformed
iBFs to cause h consecutive false positives to get packets forwarded through a
valid iBF path of length h. The chances of success in one attempt can be ap-
proximated to p = ρmax

h·k, which is very low for typical configurations (e.g.,
p = 2−36 for h = 4, k = 8, ρ = 0.5, i.e., over 1010 attempts are required for
a 1/2 probability successful attack). Such brute force attacks can be easily de-
tected, rate limited and pushed back, for instance after the false positive rate
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from a given source exceeds some threshold. Additionally, a forged iBF would
work through the target path attack as long as the distributed secret K(t) is not
renewed.
Source and receiver control: As the group management in BloomCasting is end-
to-end, it gives source control over the receivers it accepts. If it wishes to, it
can require receiver authentication before adding a receiver into the group. Sim-
ilarly, multicasting to a receiver requires knowing the iBF that forms the path
between source and destination. Since the iBF is cryptographically bound to
(S,G), each router’s secret key, and the path (via permutations and edge-pair
labels), guessing an iBF for a path is difficult, as shown above.

Resource consumption attacks against the memory and processing capacity of
routers do not become easier than they are in unicast forwarding. The routers
do not need to maintain multicast state and the iBF collection and forwarding
processing can be done in line speed in hardware and in parallel for each peer.
The multicast source needs to maintain state for receivers. This is a needed fea-
ture, since this makes it possible source control over who can and who cannot
join the multicast group. Simultaneously, it leaves the source vulnerable to at-
tacker who creates a storm of multicast join packets. A source can use a receiver
authentication protocol, which pushes the authentication protocol state to the
initiator (e.g., the base exchange of Host Identity Protocol [21] could be used for
that purpose) to limit the state requirements to authenticated receivers.

False positive forwarded packets may compromise the ephemeral secrecy of
the multicast data to non group-members, i.e., some packets may reach unin-
tended destinations. The time- and bit-varying iBFs contribute to spreading false
multicasted packets across different links over time, preventing thus a complete
reception of a multicast packet flow.5

Anonymity of source is not an option in source specific, since the group is
identified with combination (S,G) where S is the sender address and G the group
address. However, even though the protocol uses source routing, the actual paths,
or nodes on path are not revealed to the source and the source can only use the
related iBFs in combination with traffic destined to (S,G).

Receivers do not need to reveal their identifies or addresses to the network,
or the source – the receiver (IP) address is not necessary in the protocol. The
authentication, should the source require it, can be done end-to-end without
revealing the identities to the intermediate routers. As the keys used to compute
iBFs are changed periodically, correlation attacks between two or more Bloom
filters used at different times become impossible. Similarly, since the edge-pair
labels are tied to group identifier (S,G), an attacker cannot use a set of iBFs
with different group addresses to determine whether the set contains one or
more common receivers. These techniques effectively prevent traffic analysis and
related vulnerabilities such as clogging attacks (cf. [5]).

5 As assumed in Section 2, data authenticity is kept out of scope of the iBF forwarding
service and can be provided by orthogonal security policies and group key manage-
ment techniques (e.g., following the guidelines of [15]).
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6 Related Work

Compared with unicast, multicast communication is at a substantially increased
risk from specific security threats due to the lack of effective group access control
and larger opportunities for link attacks. Over the last decade, much effort has
been put in the field of multicast security, see e.g. [6,18,11,15,27].

At the IETF, earlier work has provided a taxonomy of multicast security issues
[11] and a framework for secure IP multicast solutions [14] to address the three
broad core problem areas identified: (i) fast and efficient source authentication
(e.g. [6,17]), (ii) secure and scalable group key management techniques, and (iii)
methods to express and implement multicast-specific security policies. Our focus,
however, has been on DoS attacks against the network infrastructure.

Service availability attacks due to routing loops and blackholes were discussed
in [28]. The proposed solution was the keyed HIP (KHIP) protocol to allow
only trusted routers joining the multicast tree. Our aim is a general and open
SSM architecture that does not require group access restrictions provided by the
infrastructure.

Free Riding Multicast [25] proposes an open any source multicast service in
which each link is encoded as a set of hashes from the AS number pair. This leaves
the forwarding plane open to a variety of attacks. Odar [29] showed that Bloom
filters can be used for anonymous routing in adhoc networks. Limiting fill factor
as a security feature in Bloom filter based (unicast) capabilities was first proposed
in [30]. LIPSIN [16] uses Bloom filter forwarding plane for publish/subscribe
architecture with a separate topology management system that helps to keep
the link identifiers secret. However, an attacker can still use target path attacks.
Z-formation [13] prevents target path attacks by using edge-pair labels that
depend on flow identifier, but is still open to e.g. chain reaction attacks.

Si3 [1] proposed a secure overlay to solve problems related to secure multicast.
While distributed hash tables spread load efficiently across the system, they lack
e.g. policy compliant paths and control over who is responsible for particular
connection.

7 Conclusions

In this paper, we evaluated the security of Bloom filter based forwarding. False
positives inherent to Bloom filters enable a host of attacks on target service and
network infrastructure availability. These attacks include chain reaction attacks,
which use the Bloom filter properties (e.g. false positives) to ensure that the
network forwarding infrastructure multiplies every packet sent using the Bloom
filter and targeted attacks in which the attacker enables many nodes to target
the same path in the network.

We show that these problems can be solved by the combination of limiting
Bloom filter fill factor, both minimum and maximum, using cryptographically
computed edge-pair labels in the Bloom filters, varying the number of hash
functions locally based on the router degree, and using per hop bit permutations
on the Bloom filter.
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We also proposed BloomCasting, a secure source-specific multicasting tech-
nique based on in-packet Bloom filters. The technique is based on end-to-end
signaling of group membership and hop-by-hop collection of the needed Bloom
filters. As future work, we intend to study the possibility of collecting multiple
paths in advance as a technique for increasing fault tolerance to route failures.
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Abstract. Consumers increasingly access services with different devices such
as desktop workstations, notepad computers and mobile phones. When they want
to switch to another device while using a service, they have to re-authenticate.
If several services and authenticated sessions are open, switching between the
devices becomes cumbersome. Single Sign-on (SSO) techniques help to log in
to several services but re-authentication is still necessary after changing the de-
vice. This clearly violates the goal of seamless mobility that is the target of much
recent research. In this paper, we propose and implement migration of authen-
tication session between a desktop computer and a mobile device. The solution
is based on transferring the authentication session cookies. We tested the ses-
sion migration with the OpenID, Shibboleth and CAS single sign-on systems and
show that when the authentication cookies are transferred, the service sessions
continue seamlessly and do not require re-authentication. The migration requires
changes on the client web browsers but they can be implemented as web browser
extensions and only minimal configuration changes on server side are sometimes
required. The results of our study show that the client-to-client authentication ses-
sion migration enables easy switching between client devices in online services
where the service state is kept in the cloud and the web browser is acting as the
user interface.

1 Introduction

During the last ten years, there has been steady increase in the number of web-based
applications and cloud services have become widespread. Often, the services require
authentication. As the number of applications has increased, the burden of authenti-
cating to each one of these services has become unbearable to the user. Several single
sign-on (SSO) techniques have been developed to help users to cope with their accounts
in the various services. The problem, however, further aggravated by the fact that peo-
ple have many devices such as smart phones, laptops, and notepad computers, and they
alternate between these devices depending on the context. This context can be deter-
mined by several factors, namely the purpose of the use, time, and location. As a result,
the number of devices and accessed web-based applications can create a considerable
amount of work for a mobile user since there can be a number of sessions on differ-
ent devices, each of which require separate authentication. In particular, when the user
wants to switch to use another of her devices, for example, from a desktop workstation
to a notepad computer, she has to re-authenticate. In order to mitigate this problem and
to extend SSO to service access from multiple devices, we have developed techniques
for authentication session mobility between personal devices.
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Different mobility types include mobility of people, services, session state and ter-
minals [7]. All these are necessary for a ubiquitous computing environment. Many so-
lutions and techniques have been developed for terminal mobility, for example, Mobile
IP [33] and Session Initiation Protocol (SIP) [40]. Service mobility means mainly con-
sistent network connection establishment — that devices can connect to different kinds
of networks seamlessly. In order to provide personal mobility, which means that a user
can use any device and switch devices during a task, session mobility or session mi-
gration becomes essential. Historically, session migration has meant the migration of
processes or virtual machines mainly in homogeneous server farms, and it has been dif-
ficult to implement anything similar in heterogeneous client systems. Fortunately, most
new services are accessed with web browsers and the session state information is stored
in the server or the cloud. Thus, session mobility in many modern services means sim-
ply moving the authentication session, which is the only part of the session that has a
state stored on the client device.

Web-based applications have the concept of a session for indicating an authenticated
user. The session information is typically stored on the server and the client only stores
a session identifier in a cookie. When a user returns to the service during the same ses-
sion, the web server gets the client identity information from the cookie that is delivered
together with the service request. Also, many SSO and federated identity management
(FIM) techniques, for example, OpenID [35] and Shibboleth [25], use cookies to indi-
cate the authenticated user. In FIM, the service and authentication have been separated
to two distinct providers. The user contacts first the service provider, which then redi-
rects the user to a separate identity provider for authentication. When the user has suc-
cessfully authenticated herself, the identity provider informs the service provider, and
the service provider can then decide whether the user has rights to access the service.
In the process, an authentication session is created both between the user device and
the identity provider and between the user device and the service provider. The user
can reuse the authentication session for another service since she has a cookie from the
identity provider that shows who she is, or the identity provider remembers that she has
already authenticated herself.

In this paper, we implement client-side migration of the authentication sessions. Our
goal was to create a system that requires no changes to the identity provider or service
provider. In our prototype implementation, the user can continue using a service af-
ter transferring the authentication session cookies from one device to another one. We
tested our system using the Shibboleth, OpenID and CAS [26] single sign-on mecha-
nisms.

The paper is organized as follows. First, we describe session migration technologies
from the literature in Sec. 2. We introduce federated identity management systems and
explain how they use cookies in web browsers for sessions in Sec. 3. Then, Sec. 4 and
5 present the design of our solution for client-side migration of authentication session
and how we have implemented it on Firefox. In Sec. 6, we discuss how the implemen-
tation can be extended to work on other platforms. In Sec. 7, we evaluate the proposed
techniques by testing them. In Sec. 8, we discuss what should be done in order to make
the session migration work in all browsers and devices and, finally, Sec. 9 concludes
the paper.
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2 Related Work on Session Migration

Virtual machine process migration was a widely studied subject already as early as in
the 1980s. Milojicic et al. [32] survey the most important process migration implemen-
tations before year 2000, for example MOSIX [4], Sprite [16], and Mach [1]. They list
reasons why these have not gained wide adoption: complexity, costs, non-transparency,
homogeneity, lack of applications and infrastructure, and that users did not need the mi-
gration. Later, virtual machine process migration has become essential on server side to
guarantee higher performance and shorter out-of-service time, to enable load-balancing
and to facilitate fault management [12]. For example, Clark et al. [12] describe how
to migrate an entire live virtual operating system and all of its applications in Xen
virtual machines. Also other virtualized operating systems provide migration. For ex-
ample, OpenVZ has an extension called CheckPoinTing (CPT) that allows OpenVZ
kernel to save a virtual environment and restore it later even on a different host [37],
and another Linux based solution, Kernel-based Virtual Machine (KVM) has similar
functionality [29]. Mostly virtual operating systems are used on server side for hosting
several services on one physical server and for load balancing. Nevertheless, also client
side solution exists: MobiDesk virtualizes the user’s whole computing session allowing
transparent migration of sessions from one computer to another [5].

A whole virtual operating system is easier to migrate than a single application be-
cause all memory and state dependencies are handled inside the kernel as one packet.
However, moving only application sessions takes less capacity on the communication
path and the participating devices may be able to use different operating systems. A
stand-alone application is of course easier to move than an application client that com-
municates with an external service and needs also connection and session state infor-
mation on the server side. In this paper, we are more interested in the communicating
applications. Communication service sessions can be migrated in many ways in differ-
ent layers of the protocol stack. Some techniques migrate the session directly between
two devices, others use proxies where the session is stored during the migration.

Allard et al. [3] have presented a solution for transferring IPsec context using Con-
text Transfer Protocol (CXTP) [31]. The solution is targeted for mobile nodes that move
between networks but it works also for switching between devices. The mobile node has
a secure connection using IPsec VPN tunnel through an access router with its Mobile
IPv6 home agent. In the context transfer, the access router end of the IPsec tunnel is
moved to another access router. The IPsec context consists of IP addresses, security
parameter indexes that identify the used security associations (SAs), and other SA in-
formation telling the used algorithms and modes etc.

On the transport layer, Secure Socket Layer (SSL) [36] and Transport Layer Secu-
rity (TLS) [14] allow caching of sessions since creation of cryptographic keys can be
heavy. Caching is not always enough on the server side where load-balancing is used
in addition. Hatsugai et al. [23] present a way for servers to migrate SSL sessions from
one server to another one dynamically when the servers form a cluster but their solution
is working on the server side and it is not for the client. Koponen et al. [28] extend the
TLS protocol so that sessions can survive changing IP addresses, which means that the
client can move in the network. Newer transport layer protocols, such as Stream Con-
trol Transmission Protocol (SCTP) [48], which is originally designed for transferring
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telephone signaling messages over IP networks, provides transport layer mobility by
multihoming: the connection can have multiple source and destination IP addresses [9].

Many studies present how multimedia sessions or browser based communication
sessions can be migrated. Hsieh et al. [24] introduce three approaches for the browser
session migration: client-based, server-based and proxy based. Several implementations
for these approaches exist. For example, Basto Diniz et al. [15] introduce session man-
agement for the ubiquitous medical environment where sessions can be migrated be-
tween devices or even suspended by storing them into a server. Cui et al. [13] have
developed a middleware solution for user mobility where the client host uses service
discovery to locate the services and store state information and handoff manager moves
the session when the user changes the device. Bolla et al. [6] approach the problem of
multimedia session migration from different starting point: they introduce a Personal
Address to identify users and their sessions instead of the network dependent IP ad-
dresses. Moreover, many web service solutions are based on SIP. For example, Shacham
et al. [42] have created a SIP based session migration for multimedia content. Their so-
lution has two security features: authentication of the device user with a secure token or
close proximity, and privacy features where the participants of a communication session
can deny session transfer to less trusted devices. Adeyeye et al. [2] present another SIP
based solution that allows transferring session data between two web browsers.

RFC3374 [27] lists Authentication, Authorization and Accounting (AAA) informa-
tion context transfer as one facilitator of seamless IP mobility. For example, Bournelle
et al. [8] extend the above mentioned CXTP protocol for transferring network access
authentication sessions that use the PANA protocol [19] from one device to another
one in order to speed up handover by avoiding re-authentication. Also, Georgiades et
al. [20] added AAA context information to Cellular-IP protocol messages in order to
improve handover performance.

Nevertheless, many of these above mentioned solutions, especially the AAA context
transfer mechanisms, are targeted mainly for device mobility and changing the access
network technology or improving server performance, not for application session mi-
gration between devices. Nowadays many applications and services works on top of the
HTTP protocol to form the communication channel with the client part that uses web
browser as user interface. Even though the basic HTTP is stateless, the service can have
session state in the server, and the client only has a session identifier in form of a cookie.
This means that there is no reason for complex application state transfer between the
client devices. Moreover, underlying communication sessions, e.g. TCP connections,
can fail and are re-established often. Thus, there is no reason to migrate communication
state either. Only authentication session remains to be migrated in the client side.

3 Federated Identity Systems and Web Session Cookies

Web browsers have become the widely used client platform for services on the Internet.
Many web services still have their own user account databases and use password-based
authentication but new means for identity management are now available. In Federated
Identity Management (FIM) systems, the user account management is separated to its
own provider: when a user want to authenticate herself to a service, the service provider
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forwards the request to an identity provider that verifies the user’s identification. The
core idea of FIM is that the user needs to log in only once in order to use several
services and all the services do not need to maintain user account databases. Moreover,
some FIM systems allow the user to choose which identity provider they use.

Two common FIM technologies are OpenID [35] and Shibboleth [25]. OpenID is, as
its name says, open for anyone to establish their own identity provider, and the OpenID
community provides free implementations and instructions for both identity and ser-
vice providers. The identity verification methods of identity providers vary from strong
smart-card-based authentication of legal persons to weak methods where the proof of
identity is that the user can receive email using an address. Contrary to the original idea
of openness, OpenID allows service providers to choose which identity providers they
accept and many organizations that have several online services use OpenID for account
management but accept only their own OpenID identity provider.

The other technology mentioned above, Shibboleth, is based on SAML [39] that is
also a public standard and free implementations for it are available. Unlike OpenID,
SAML requires formal agreements between the participating organizations, which are
usually organized as federations. In Finland, the institutions of higher education have
formed a federation called HAKA [18] where the universities can provide common
services using their own user accounts for access management. The HAKA federation
provides schemas and instructions for both the identity and service providers. Fig. 1
depicts how a service authenticates a user with the help of an identity provider in Shib-
boleth. The user first opens the webpage of the service. Her connection is redirected to
the identity provider. If the service accepts several IdPs, a list is provided for the user
before the redirection. The IdP authenticates the user and redirects the connection back
to the service provider with information that the authentication was successful. Then,
the service can decide if the authenticated user has right to use the service or not.

User Desktop computer Identity Provider Service

type in a service URL
to web browser service request

auth?

identi ty & authenticat ion?
login?

password username & password

check ok

auth ok

serviceservice

redirect

redirect

Fig. 1. Shibboleth authentication
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In its basic form, an HTTP session is stateless and can consist of many short TCP
connections [17]. A web server handles the stateful sessions by sending cookies to the
client side web browsers. Samar [41] presents three approaches for cookie based SSO
systems: centralized cookie server, decentralized cookie server and centralized cookie
login server. In centralized SSO, for example, authentication is done by a centralized
entity that gives cookies to services telling the state of the user [10].

Both OpenID and Shibboleth use cookies for storing the authentication session with
the identity provider and also possibly for storing the session with service provider. In
OpenID, an authentication session is formed between the client and identity provider.
Service providers do not necessarily have a session with the client at all. The user must
always type in the OpenID identifier since the service providers do not even know if the
user is already authenticated to some identity provider. Shibboleth client, on the other
hand, creates sessions with both identity and service providers and both of them send
their own cookies to the client side. A third cookie maybe created when the user has
chosen an identity provider for a service. This means that the user does not need to
identify herself while re-authenticating to the service since the service provider knows,
based on the cookie, with which identity provider to check that the user still has an
active authentication session. The cookies are local to the browser at the client device
and neither OpenID nor Shibboleth has any support for sessions that involve multiple
client devices or browsers.

4 Design

In this paper, our goal is to design and implement a system that allows the user to switch
between devices while using a service that requires authentication and uses single sign-
on. Overall, the implementation of SSO migration consists of cookie extraction, cre-
ating cookie file, transfer between the devices, importing the cookie and opening the
web browser using the same webpage where the user was before the migration. In this
section, we describe in detail how all these parts were designed. Silvekoski [46] gives
an even more detailed description.

Fig. 2 depicts how a Shibboleth authentication session is migrated from a desktop
computer to an Internet tablet device in our implementation. First, the user starts the
migration by choosing it from the web browser menu. This starts a browser extension
that first extracts the Shibboleth IdP and service cookies and then transfers them to the
target device. The target device opens a web browser with the URL of the service that
the user was accessing. Since the authentication cookies have been transferred from the
other device, the user does not need to re-authenticate and can continue using the service
with the mobile device browser. The migration works similarly in the other direction,
when moving the session from the mobile device to the desktop computer.

In some cases, however, the service cookies cannot be transferred. If the transfer
at the service cookies fails or the service provider does not, for any reason, accept
them, the authentication session transfer still succeeds but another step is needed. When
a web browser is opened on the target device after the cookie migration, the service
redirects the connection to the identity provider. Since the user is already authenticated,
the identity provider does not ask her password again. It redirects the connection back
to the service provider with the user authentication information.
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User
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Identity Provider Service

service
service
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migrate
command
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auth?

redirect

auth ok

serviceservice

auth ok

Fig. 2. Authentication session migration with (a) all cookies (b) only authentication cookies

As described above, many SSO systems use cookies to store information about ses-
sions in the client-side web browsers. The session information tells, for example, which
user has logged in to the service and how long the session is valid. Moving the cookie
from one device and web browser to another one should migrate the session since all
the client-side session information is stored in the cookie. Next, we present the design
of our cookie based session migration for single sign-on.

Migrating the SSO session requires three steps: extracting the cookies from the orig-
inal device and web browser, transferring the cookies from the original device to the
target device, and importing them into the target device browser. Fig. 3 depicts the SSO
cookie migration. When the user chooses to migrate the session, a browser extension
first extracts the cookies from the browser and writes them into a cookie file. Then the
browser extension starts a transfer module and gives it the location of the cookie file
and the URL of the current page on the browser that tells the service location. The
transfer module creates a connection to transfer module on the target device and sends
the cookie file and URL over to it. The transfer module on the target device imports the
cookie into the web browser and starts the browser with the given URL. The migration
works similarly both ways between the two devices.

The method for extracting and importing the cookies depends on how they are stored
on the original and target device and which web browsers are used. Either the browser
or the operating system handles the cookies, but usually an interface for cookie man-
agement is offered. The extraction application fetches the cookie information, stores it
into a file, and passes the file to the transfer module. Usually, SSO uses session cookies
which are stored in the memory rather than on the disk. For this reason, the cookies can-
not be simple read from a file and an API for accessing them is needed. If the browser
manages the cookies, the extraction is done with a browser extension. Otherwise, the
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Fig. 3. Shibboleth authentication

operating system provides the cookie information but also a browser extension is needed
since that allows the user to start the migration and gives the URL of the current page.

The cookies are transferred between devices in files. If the cookies are stored in the
memory, the cookie extractor creates a file and stores the cookie information into it
in the format in which they were stored in the memory. SSO cookies are encrypted
and thus the exact byte values are essential so that the cookie data does not change.
However, it is not always necessary to transfer all cookie data, just the name, value,
domain and path must be transferred. The cookie domain and path tell the owner of
the cookie, namely the service, whereas name and value give the purpose of the cookie
and session data. The cookie information is stored in a file where each cookie is four
lines long with following content: name, value, domain and path. Several cookies can
be stored into one file.

The transfer module takes care of moving the cookie file from the original device to
the target device. It has two behaviors: a client that sends the cookie from the original
device and a server that receives the cookie on the target device. In our implementation,
when the user wants to migrate her session, she starts the transfer server on the target
device and clicks a start button in a menu of the web browser on the original device.
The target device shows a dialog that tells where the connection is coming from so that
the user can be sure the cookies are coming from the correct original device. In addition
to the cookie, also the URL of the current page on the web browser is sent. The transfer
client reads the cookie file, establish a connection with the transfer server that waits for
the connections on the target device, and transfers the cookie and URL over to it. After
successful copying the cookie to the target device, the transfer client removes it from
the original device. Otherwise, the session might remain open on the original device,
and this might confuse some services. Also, ending the session on the target device
does not remove the cookie on the original device but only on the target device and the
session might accidentally stay open even when the user thinks she has logged out and
closed the browser. On the target device, the corresponding transfer server receives the
cookie file, stores it, and starts the local web browser with the URL it received. After
the transfer, also the transfer server closes itself. In future implementations, the transfer
module could always run as a daemon process, which would slightly simplify the user
experience. Next, we describe the implementation in more detail.
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5 Firefox Implementation

The SSO technologies chosen for the implementation were Shibboleth and OpenID.
Both of these are freely available open source systems and thus easy to take into use.
Shibboleth is used in Finnish universities and there are several services available. All
students and staff members have their own user accounts. OpenID has several identity
providers and services available on the Internet. We chose to use Mozilla Firefox on
the desktop computer running Windows XP operating system and Fennec on the Nokia
N810 Internet Tablet running Maemo OS. The Fennec browser was a beta, which caused
some problems that we describe later.

We used Bluetooth for transferring the cookies. It provides encrypted connections
between the devices and the devices are identified with their unique addresses. The
devices can be found using Bluetooth service discovery. If the connecting device is un-
known, the user is asked to approve the connection. The devices can also be paired to
remember each other. Bluetooth is designed for personal area connections and transfer-
ring data between one user’s devices, which means that the pairing usually needs to be
only once for new devices. Bluetooth has built-in encryption and its security is gener-
ally considered adequate [22]. We used the Python language to implement the transfer
module that receives the connection at the target device since the only Java edition, Java
micro edition (JME), that support Bluetooth, does not work on N810.

Both of the used web browsers save the session cookies in the memory of the device
but offer a possibility to fetch the cookies using scripting. Moreover, same extensions
such as the cookie handling extension work on both Firefox and Fennec since both
are Mozilla-based web browsers. The extensions are cross-platform component object
model (XPCOM) components than can use cross-platform libraries. Mozilla extensions
can be done with JavaScript. We used nsICookie [43], nsICookieManager [44], nsI-
File [34] and nsIProcess [45] interfaces and components. The first difference between
the browsers is that Fennec does not have drop down menus. Thus, the user starts the
migration by choosing it from Firefox drop-down menu on the desktop computer or by
clicking a button in the Fennec menubar on the mobile device.

First, in the authentication session migration, nsICookieManager is used to extract
the cookie data from the web browser memory. The cookies are in nsICookie format as
UTF-8 text, which consists of the cookie name, value, host and path, and additional in-
formation. In the extraction process, all cookies in the browser memory are enumerated
and the needed SSO cookies are chosen based on their name. Neither of our example
FIM systems, OpenID and Shibboleth, has strict instructions for naming the cookies.
OpenID uses usually a combination of the identity provider name and openid tags,
for example exampleidp openid. Shibboleth names usually the service session with
shibsession and application code and the authentication session with idp session but

both of these can be changed using system attributes. The cookie names also depend
on the used authentication method in Shibboleth. The recognized cookies are stored in
a file in the root directory of the browser extension using the nsIFile interface and the
UTF-8 encoding.

For transferring the cookies, nsIProcess starts the python application for Bluetooth
and gives it the location of the cookie file and the current URL of the web browser.
We used an external Python library called PyBluez [21] for the Bluetooth operations.
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It works both on Windows XP and Maemo, so that the same code can be used on both
devices. Since cookies are small text files, we used the Bluetooth RFCOMM serial port
profile (SPP) to transfer them. First, the Bluetooth client starts the device and service
discovery. Of course, the Bluetooth server on the target device must be already waiting
for the connections. The client asks the user if the correct target device is found by
showing a dialog that gives the device identifiers of discovered devices. The dialog
is done with native graphical library of N810, GTK+, since it was harder to find a
browser-integrated UI library that works on the internet tablet. When the target device
has been selected, the client opens the connection and transfers the cookie information
file as a string. Before client closes, it deletes the cookie from the original device using
nsICookieManager.

On the target device, the transfer server module receives the message. It stores the
URL and writes the cookie into a file. Then, it starts the web browser that uses nsIFile to
read the cookie and nsICookieManager to import it into the browser memory. When the
authentication session is migrated from a mobile device to the desktop computer, the
Firefox web browser is started on the desktop computer with the Python web browser
library. In the other direction, this could not be done since Fennec is a new browser
still under development. As an intermediate solution, we started the Fennec browser
with the subprocess command in Maemo by executing a shell script and the user must
browse to the right page herself. Next, we discuss how to extend the same process to
work in other web browsers and devices.

6 Porting to Other Browsers and Operating Systems

The way the cookies are stored depends on the device, operating system and web
browser. In addition, there are two kinds of cookies, session and persistent cookies,
whose storage differs. For example, both the identity and service cookies are session
cookies in Shibboleth but the “Where are you from” (WAYF) cookie that allows user to
store chosen identity provider into the web browser is a persistent cookie. Different web
browsers on different platform handle the cookies in their own way. Usually, persistent
cookies are stored in the file system while session cookies exist only in the browser
memory. Therefore, accessing the cookies differs between devices and browsers. In or-
der to migrate the authentication session, full access to session cookies is necessary
since the cookies must be extracted from the web browser on the original device and
entered to the web browser on the target device.

Table 1. The session cookie handling in different browsers

Web browser Accessing cookies in memory File for cookies Storage format
Internet Explorer not possible in separate files text
Mozilla Firefox user side scripting cookie.sqlite sqlite
Opera manually cookie4.dat Opera’s own format
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Table 1 summarizes the handling of cookies on different browsers. In Windows en-
vironment, persistent cookies are stored in the file system and the session cookies in the
device memory in many popular web browsers, namely Internet Explorer (IE), Mozilla
Firefox, and Opera. The location and format of the stored persistent cookies differs
between browsers. IE stores the persistent cookies into separate files in its cookie di-
rectory but it does not give developers opportunities to manipulate the session cookies
in the device memory. Mozilla Firefox offers wide possibilities to extend the browser,
and one existing extension offers programmers full control of the stored cookies. Opera
offers an editor to the user for manipulating both session and persistent cookies man-
ually but only persistent cookies can be extracted. Thus, the user must first change a
session cookie into a persistent one before it can be transferred, and scripting cannot do
this. In Mac OS, cookies are handled differently: the operating system offers an HTTP
package that handles all the cookies and offers the possibility to add and manipulate
cookies freely.

Mobile devices are even more heterogeneous with respect to their operating systems
and browsers. A browser that works on all mobile operating systems does not exist,
and even all programming languages are not available on mobile devices. Many pop-
ular browsers have their own mobile version that has a lighter graphical user interface
than the desktop computer version. For example, of the Mozilla based browser, Mi-
croB works on the Nokia Maemo operating system and Fennec has a beta for Nokia
N810 and an alpha version for Window mobile. Most Firefox extensions should work
on Fennec. Opera Mini, on the other hand, has a completely different approach to mo-
bile browsing: it uses a proxy that compresses and preprocesses the web pages for the
device, and the proxy handles also the cookies. Moreover, the operating system handles
the cookies for the mobile version of Apple Safari that works on the IPhone. Similarly,
the Symbian OS handles the HTTP connections and cookies for Browser, which is the
mobile version of Safari on Symbian operating systems.

7 Experimental Evaluation

For testing the authentication session migration, we performed three experiments using
different SSO technologies. First, we tested OpenID authentication session migration
with Livejournal [30] as the service provider since it accepts other OpenID identity
providers than its own. We used claimID [11] as the OpenID identity provider since it al-
lows creating new accounts easily. Migrating the session cookie named claimid openid
migrates the authentication session into the target device where the user could continue
using the service. OpenID service provider differ in the ways the cookies are imple-
mented and, in order to migrate Livejournal SP, two cookies were needed: ljloggedin
and ljmastersession. We cannot be sure if we migrated also other information than
the authentication session with these two cookies. In Livejournal, the user can choose
whether the service provider will check that the client IP address for the session remains
constant. Insisting that the IP address does not change prevented the session migration
as was expected since the devices have the different IP addresses.

The second test was done using Shibboleth, which is used to authenticate users at
our university. Thus, we had one identity provider, the university, and we tried several
different services. Unfortunately, many of the services required that the connections are
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from the same IP address, which prevents the session migration. The address is stored
in the cookie and it cannot be changed. Since we did not have possibility to reconfigure
the services, we tested the migration only with those providers that allowed the client
to change its IP address. For them, the migration works fine with the Shibboleth SSO.

In addition to the two federated solutions, we tested another centralized authenti-
cation mechanism that is used in social media services in the OtaSizzle project [47]
at the university. These services use the Central Authentication Service (CAS) [26] to
authenticate users, and the experiments showed that transferring its cookies success-
fully migrates the authentication session. The service session could be continued after
migration without re-authentication.

Our main goal was to create system where authentication session can be migrated
from one device to another in a way that re-authentication is not necessary and no or
minimal modifications for the server side are required. Of course, the session migration
should be faster and require less input from the user than re-authentication. Moreover,
the user should be able to continue her browser session from the same URL and logical
state on the target platform.

From the session migration point of view, our prototype fulfills the requirements.
Transferring the authentication session cookies were enough and no additional informa-
tion was required for the session migration on the tested services. Migration of cookies
on the client side did not require changes on server side. OpenID worked directly with
its default settings. Shibboleth, which has replay attack prevention on by default, did not
work since it checks that also the authentication session cookies come from the same
IP address. This means that service providers should be configured not to check the IP
address in order to allow user to migrate the authentication between her devices. This
configuration enables also mobile computers to continue their sessions after moving
between access networks.

From the usability point of view, the migration is faster than typing the passwords
on the mobile device. However, the Bluetooth device discovery sometimes took a long
time. For example, Windows repeated the service discovery of PyBluez devices four
times in order to be sure that all devices were found. To speed up the discovery, the
searching for services can be restricted to already paired devices. The other require-
ment, that the user can continue from the same URL and state of the service, is usually
met since web browsers can be started with a command line or shell script with the
starting URL as a parameter. In our prototype implementation, the continuing on the
same location worked only when the session was migrated from mobile device to a
desktop computer, not vice versa, since the Fennec browser used on mobile device was
only a beta version and did not have the required feature of starting on the given URL.
This will be easily fixed when the browser becomes more complete.

Our main goal was to move only the authentication session, not the whole user ses-
sion, because the user session is maintained by the web server, and by the cloud services
in the future, and only the authentication session binds the user connection to the ser-
vices on the client side. From the server point of view, the migration is tantamount to
the client moving to a different IP address and the user pressing the refresh button on
the browser.
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8 Discussion

In our tests, we showed that transferring the authentication session cookies migrates the
authentication session and, in most cases, the entire user session between devices. In
order to take the authentication session migration into wider use, following steps are
required:

– Standardization of the API for accessing authentication cookies in web browsers,
– Standardization of the naming of the authentication cookies in SSO systems,
– Recommendation not to bind the cookies to IP addresses but to use some other

replay attack protection technology,
– Defining standard ways to transmit the cookies over Bluetooth, IP and other chan-

nels, and
– Definition of a cookie file format for cookie transfer.

Technically these changes are fairly easy to do, as shown is this paper, but the hard
part is the interoperability between many devices and browsers. Thus, standardization
is needed.

The methods for accessing cookies differ between web browsers and devices as de-
scribed in Sec. 6. Nowadays, accessing the session cookies is not always possible at all
or requires actions from the user. In order to enable universal authentication session mi-
gration, the session cookies must be available through an API in all operating systems
and web browsers. Then, the migration extension can extract the cookies for transfer.

Naming cookies in a standard way in SSO specifications helps identifying them for
the migration. The FIM specifications should give stricter guidelines for naming the
cookies.

The IP address of the client is often stored in the cookies to prevent connections from
other client hosts than the original one. This is a historical feature to prevent sniffing of
the authentication cookies in services that do not use SSL/TLS to protect the cookies.
In such services, the cookies may be transferred as plain text. An attacker can record the
cookie and send it to a server pretending to be the original communication partner and
thus hijack the connection [38]. The service provider mitigated this threat by accepting
cookies only from the current IP address of the user. In OpenID, the administrator of
the identity provider must take the protection into use. Shibboleth, on the other hand,
checks by default that, when the connection is redirected from the service provider to
the identity provider and back, the IP address of the client remains the same, and that the
client sends the cookies always from the same IP address during the following session.
Session migration requires such controls to be disabled. Some other means to prevent
replay attacks with stolen cookies should be used. For example, SSL/TLS with client
certificates prevents the attack.

A secure connection for the cookie transfer between the user’s devices must be easy
to take into use. We used Bluetooth that provides easy way to securely pair the devices,
but the devices offer many other possibilities. For example, a mobile devices could use
a WLAN connection in peer-to-peer mode to connect to other devices without external
gateways, or the connection could be created through the Internet using an access point.
WLAN has its own security mechanism called Wi-Fi Protected Access (WPA). An
Internet proxy could also be used to deliver the cookies and the connections from the
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two devices to the proxy protected with TLS. For authentication session migration,
creating a secure connection must be easy and not to require active participation from
the user after the initial setup. The device discovery and verifying the connection parties
must happen transparently after the user initiates the session transfer. In this respect, our
current implementation needs to be developed further: the user should not need to start
the migration on both devices on every migration but only to pair the devices on the
first connection.

Cookie transfer file format is the last important part of the migration. The devices
may use different encoding for files and text but the cookie information must not change
during the transmission or when storing it to the target browser. Cookies often contain
special characters, and thus using the same encoding for the information on the original
device and on the target device is important.

9 Conclusion

In this paper, we have experimented with authentication session migration based on
the transfer of client-side cookies. Many web services use cookies for recognizing the
users and for storing information about the service state. Also, the Shibboleth, OpenID
and CAS SSO technologies use cookies to tell that a user has already authenticated
herself. Moving the cookies that the identity provider created for the user enables her
to continue using the service with another device without re-authentication.

The session transfer does not require any changes on server side if the authentication
session cookies can be identified by standard names on the client side and the server
is not configured to use IP-address-based replay attack protection. Our current imple-
mentation relies on Bluetooth device pairing for secure transfer of the session state and
shows a dialog to the user for choosing the target device before migrating the authenti-
cation session cookies. We had minor performance problems with the Bluetooth service
discovery when the devices were not continually connected but otherwise the migration
was fast enough to be used regularly.

Client-side session migration works well in a situation where the only party that
knows which services and which identity providers are in use is the client. A drawback
of the client side implementation is that all different browsers on different devices and
platforms need their own extensions since the cookies are handled very differently in
these. Solving this problem requires standardization of some SSO features that have
currently been left as configuration and implementation options. In the future, online
services increasingly are such that the service state is kept in the cloud and the web
browser is acting as the user interface, and only the authentication binds the service
session to a device or a operating system. Based on the results of this paper, we believe
that client-to-client session migration for such services is easy to implement and should
become a regular feature of web browsers and SSO services.
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Abstract. In this paper, we present a general host identity-based tech-
nique for mitigating unsolicited traffic across different domains. We pro-
pose to tackle unwanted traffic by using a cross-layer technique based
on the Host Identity Protocol (HIP). HIP authenticates traffic between
two communicating end-points and its computational puzzle introduces a
cost to misbehaving hosts. We present a theoretical framework for inves-
tigating scalability and effectiveness of the proposal, and also describe
practical experiences with a HIP implementation. We focus on email
spam prevention as our use case and how to integrate HIP into SMTP
server software. The analytical investigation indicates that this mecha-
nism may be used to effectively throttle spam by selecting a reasonably
complex puzzle.

1 Introduction

One challenge with the current Internet architecture is that it costs very little to
send packets. Indeed, many proposals attempt to introduce a cost to unwanted
messages and sessions in order to cripple spammers’ and malicious entities’ abil-
ity to send unsolicited traffic. From the network administration viewpoint, spam
and DoS traffic comes in two flavors, inbound and outbound traffic. Inbound
traffic originates from a foreign network and outbound traffic is sent to a for-
eign network. Typically, spam and packet floods originate from networks infested
with zombie machines. A zombie machine is a host that has been taken over by
spammers or persons working for spammers, e.g., using Trojans or viruses.

We address the problem of unsolicited network traffic. We use two properties
unique to the Host Identity Protocol (HIP) protocol: First, hosts are authen-
ticated with their public keys which can be used for identifying well-behaving
SMTP servers. Second, a computational puzzle introduces a cost to misbehav-
ing hosts. Our approach has a cross-layer nature because a lower-layer security
protocol is used to the benefit of higher-layer protocols.

2 Host Identity Protocol

The Host Identity Protocol (HIP) [9] addresses mobility, multi-homing, and se-
curity issues in the current Internet architecture. HIP requires a new layer in
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the networking stack, logically located between the network and transport layers,
and provides a new, cryptographic namespace. HIP is based on identifier-locator
split which separates the identifier and locator of an Internet host. The identifier
uniquely names the host in a cryptographic namespace, and the locator defines
a topological location of the node. Communication end points are identified us-
ing public cryptographic keys instead of IP addresses. The public keys used for
HIP are called Host Identifiers (HIs) and each host generates at least one HI for
itself.

The HIs can be published as separate HIP-specific records in the DNS [11].
Legacy applications can use HIP transparently without any changes. Typically,
the application calls the system resolver to query the DNS to map the host
name to its corresponding address. If a HIP record for the host name does
not exist, the resolver returns a routable IPv4 or IPv6 address. Otherwise, the
resolver returns a Host Identifier fitted into an IPv4 or IPv6 address. Local-
Scope Identifier (LSI) is a virtual IPv4 address assigned locally by the host and
it refers to the corresponding HI. Host Identity Tag (HIT) is an IPv6 address
derived directly from the HI by hashing and concatenation. An LSI is valid only
in the local context of the host whereas a HIT is statistically globally unique.

When an application uses HIP-based identifiers for transport-layer communi-
cations, the underlying HIP layer is invoked to authenticate the communication
end-points. This process is called the base exchange, during which the end points
authenticate to each other using their public keys. The host starting the base
exchange, the initiator, is typically a client, and the other host, the responder, is
typically a server. During the base exchange, the initiator has to use a number
of CPU cycles to solve a computational puzzle. The responder can increase the
computational difficulty of the puzzle to throttle new incoming HIP sessions.
Upon successful completion, both end-hosts create a session state called HIP
association.

The base exchange negotiates an end-to-end tunnel to encapsulate the con-
secutive transport-layer traffic between the two communicating end-hosts. The
tunnel is required because routers would otherwise discard traffic using virtual,
non-routable identifiers. Optionally, the tunnel also protects transport-layer traf-
fic using a shared key generated during the base exchange. By default, the tunnel
is based on IPsec [7] but S-RTP [14] can be used as well. It should be noted that
a single tunnel can encompass multiple transport-layer connections.

With HIP, transport-layer connections become more resilient against IP ad-
dress changes because the application and transport layers are bound to the
location-independent virtual identifiers, HITs or LSIs. The HIP layer handles
IP-address changes transparently from the upper layer using the UPDATE pro-
cedure [10]. In the first step of the procedure, the end host sends all of its locators
to its connected peers. Then, the peers initiate so called return routability test
to protect against packet-replay attacks, i.e., to make sure that the peer locator
is correct. In the test, each node sends a nonce addressed to each of the received
peer locators. The peer completes the test by signing each nonce and echoing
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it back to the corresponding peer. Only after the routability test is successfully
completed, the peer can start using the locator for HIP-related communications.

HIP sessions can be closed using the CLOSE [9] mechanism. It is consist of
two packets, in which one of the peer sends a CLOSE message to the other,
which then acknowledges the operation using CLOSE-ACK. After this, all state
is removed and the tunnel is torn down on both sides.

HIP employs rendezvous servers [5] to address the double jump problem. This
occurs when two connected HIP hosts lose contact with each other when they are
relocated simultaneously to new networks. The rendezvous server has a stable IP
address and offers a stable contact point for the end hosts to reach each other.

The computational puzzles of HIP [1] play a major role in this paper and
have been investigated by others as well. Beal et al. [3] developed a mathemati-
cal model to evaluate the usefulness of the HIP puzzle under steady-state DDoS
attacks. They also stated that the difficulty of the DoS-protection puzzle should
not be too high because otherwise an attacker can just choose a cheaper method
such as simple flooding of the network. Tritilanunt et al. [13] explored HIP puz-
zles further with multiple adversary models and variable difficulties. They also
noticed that solving of HIP puzzles can be distributed and a non-distributable
puzzle algorithm would provide more resilience against DDoS. Our work differs
from Beal et al. and Tritilanunt et al. because our use case is spam rather than
DDoS and our approach is based on cross-layer integration.

3 System Model

The basic idea is to assign each node in the network with an identity based on a
public key. The hosts may generate their private keys by themselves, or a third
party can assign them. Computational puzzles are a well-known technique for
spam prevention [4,2,6] but are typically used on a per message basis. In our
case, puzzles are applied to each pair of Host Identifiers. The difficulty of the
puzzle is varied based on the amount of unwanted traffic encountered.

Our example use case for the technique is spam prevention. Typical spam
prevention techniques are applied in a sequence starting from black, white or gray
listing techniques and sender identification, and ending in content filtering. Our
approach involves a similar sequence of spam testing but relies on the identity
of the sender rather than its IP address.

3.1 Basic Architecture for Spam Mitigation

In the email systems deployed in the Internet, there are outbound email servers
which are used for sending email using SMTP. Typically, the users access them
either directly or indirectly with a web-based email client. Usually users are
authenticated to these services with user names and passwords. In many cases,
direct access to outbound SMTP servers is restricted to the local network as a
countermeasure against spam. However, spam is still a nuisance and there are
networks which still allow sending of spam. In this paper, we use the term spam
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relay for a malign or compromised outbound email server that allows sending
spam, and the term legitimate relay for a well-behaving outbound email server.

Correspondingly, inbound email servers process incoming emails arriving from
outbound emails servers. Users access these servers either indirectly via web in-
terfaces or directly with protocols such as POP or IMAP. Typically, the inbound
email server tags or drops spam messages and also the email client of the user
filters spam messages.

Our idea in a nutshell is to require a HIP session with an SMTP server before
it will deliver any email. The sender has to solve a computational puzzle from
the server to establish the session. If the sender sends spam, the server ends the
HIP session after a certain spam threshold is met. To continue sending spam, the
sender has to create a new session, but this time it will receive a more difficult
puzzle from the server.

The proposed architecture follows the existing SMTP architecture but requires
some changes. First, the inbound and outbound SMTP servers have to be HIP
capable. Second, we assume the spam filter of the inbound server is modified
to control the puzzle difficulty. Third, we assume the inbound SMTP servers
publish their Host Identifiers in the DNS.

3.2 Deployment Considerations

A practical limitation in our approach is that HIP itself is not widely deployed.
Even though we compare the HIP-based approach to the current situation later
in this paper, the benefits of our design can be harnessed to their full extent only
when HIP, or a similar protocol, has been deployed more widely in the Internet.
Alternatively, our design could be applied to some other system with built-in
HIP support such as HIP-enabled P2P-SIP [8].

We assume that Host Identities are published in the DNS which requires some
additional configuration of the DNS and also SMTP servers. However, based on
our operational experience with HIP, this can be accomplished in a backward-
compatible way and also deployed incrementally. First, the DNS records do not
interfere with HIP-incapable legacy hosts because the records are new records
and thus not utilized by the legacy hosts at all. Second, bind, a popular DNS
server software, does not require any modifications to its sources in order to
support DNS records for HIP. Third, SMTP servers can utilize a local DNS
proxy [12] to support transparent lookup of HIP records from the DNS.

3.3 Pushing Puzzles to Spam Relays

We considered two implementation alternatives for pushing puzzle computation
cost to spam relays. In the first alternative, the UPDATE messages could be
used to request a solution to a new puzzle. However, this is unsupported by
the current HIP standards at the moment. In the second alternative, which
was chosen for the implementation, inbound servers emulate puzzle renewal by
terminating the underlying HIP session. The termination is necessary because
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current HIP specifications allow puzzles only in the initial handshake. When the
spam relay reconnects using HIP, a more difficult puzzle will be issued by the
server.

3.4 Re-generating a Host Identity

One obvious way to circumvent the proposed mechanism is to change to a new
Host Identity after the server closes the connection and increases the puzzle
difficulty. Fortunately, creating Host Identities is comparable in cost to solving
puzzles, which can discourage rapid identity changes. In addition, non-zero puz-
zle computation time in the initial session further discourages creation of new
identities.

3.5 Switching Identities

It is reasonable to expect that a server relaying spam is able to generate new host
identities. Let CK denote a key-pair generation time and CN the cost of making
the public key and the corresponding IP address available in a lookup service.
We expect a spam relay to reuse its current identity as long as the following
equation holds:

Cj < CK + CN + C0, (1)

where Cj is the puzzle computation time of the jth connection attempt. In other
words, the spam relay continuously evaluates whether or not to switch to a new
identity. If the next puzzle cost is greater than the initial cost, the spam relay
has motivation to switch the identity. We note that the spam relay may devise
an optimal strategy if the cost distribution is known.

When the puzzle cost is static, there is no incentive for the spam relay to
change its identity unless blacklisted because the cost would be greater due
to the CK and CN terms. For a dynamic cost, the spam relay is expected to
change identities when the cost of a new identity and a new connection is less
than maintaining the current identity and existing connection. For a DNS-based
solution, the CN term has a high value because DNS updates are slow to take
effect.

Our proposed approach addresses identity-switching attacks using three basic
mechanisms. First, a node must authenticate itself. This means that the node
must be able to verify its identity using the corresponding private key. This does
not prevent the node from using multiple identities or changing its identity, but
ensures that the key pair exists. Second, a node must solve a computational
puzzle before any messages are transported.

Third, a level of control is introduced by the logically centralized lookup
service. The DNS maps host names to identities and IP addresses. A node must
have a record in the lookup service. The limitation of this approach that control
is introduced after something bad (e.g. spam) has already happened. The bad
reputation of malicious nodes can be spread with, for example, DNSBL lookups
performed by SMTP servers.
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Nevertheless, identity switching could used to reduce the proposed system
and, therefore, we have taken it into account in the cost model analysis of the
next section.

4 Cost Model

In this section, we present an analytical cost model for the proposed identity-
based unsolicited traffic prevention mechanism. We analyze the performance of
the proposed mechanism when a number of legitimate senders and spam relays
send email to an inbound SMTP server. It should be noted that our model
excludes puzzle delegation in the case of multiple consecutive relays because it
is not advocated by the HIP specifications.

4.1 Preliminaries

Let us consider a set of NL legitimate email relays and NS spam relays. Each
legitimate relay sends messages at the rate of λL messages per second and each
spam relay at λS . We assume that the inbound email server has a spam filtering
component. It has a false negative of probability α, which refers to undetected
spam. Thus, (1−α) gives the probability for detecting a spam message. The filter
has also a false positive of probability β, which denotes good emails classified
as spam. Even though the inbound server could reject or contain the spam, we
assume the server just tags the message as spam and passes it forward.

An inbound SMTP server has a spam threshold κ given as the number of
forwarded spam messages before it closes the corresponding HIP session. After
the session is closed, the outbound email relay has to reopen it. Let the number
of reopened sessions be ξ in case of spam relays, and η in case of legitimate
email relays. The base exchange has an associated processing cost for the SMTP
source, TBE , given in seconds. This processing cost includes also the time spent
in solving the puzzle. Let TM denote the forwarding cost of a message. The finite
time interval T , for which we inspect the system, is expressed in seconds.

4.2 Cost Model

To demonstrate scalability, we derive the equation for the load of the inbound
SMTP server with and without HIP. The server load is determined by the number
of HIP sessions at the server and the number of email messages forwarded.
Without HIP, the email processing cost in seconds at the server is

RN = T · TM · (NL · λL + NS · λS). (2)

In case of HIP, let us define the accumulated puzzle computation time function
G(ξ) =

∑ξ
i=0 Ci. First, we consider the case with constant puzzle computation

time that is independent of number of session resets, i.e. C1 = C2 = . . . CN =
TBE, and G(ξ) = ξ · TBE .
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Fig. 1. Division of system inspection time (T ) into puzzle re-computation and mail
delivery stages with different puzzle computation times ci, where i is the number of
session resets. All Ci = TBE if the puzzle computation time is constant.

Next, we derive the number of HIP sessions due to session resets caused by
spam under the condition of identical puzzle computation time. The following
equation presents the number of session resets for a single spam relay:

ξ =
(T − TBE · ξ)λS(1− α)

κ
(3)

From equation 3, we can deduce that

ξ =
T · λS · (1 − α)

κ + λS · (1 − α) · TBE
. (4)

The equation for the number of HIP sessions η needed by the legitimate SMTP
relays is similar to equation 4, but the false positive rate β is used instead of
(1−α), and correspondingly λL is used instead of λS . We assume that legitimate
relays do not send significant amount of spam so that only false positives need
to be considered. The cost to a paying customer is given by η, and ξ is the cost
to a spam relay. Given a small false positive probability, η is small. Therefore,
the mechanism is not harmful to paying customers.

Next, we derive the equation describing the HIP load of the inbound server
RH consisting of both legitimate and spam messages:

RH = NL · (η · TBE + T · λL · TM ) + NS · (ξ · TBE + TS · λS · TM ), (5)

The equation can be simplified by substituting the total time used for sending
spam messages TS with T − TBE · ξ and by applying equation 2:

RH = RN − TM · TBE · (λS ·NS · ξ) + TBE · (NL · η + NS · ξ) (6)

We assume β is small and, therefore, we used T instead of T − TBE · η (with
η denoting the number of session resets for a legitimate host). To evaluate the
effectiveness of the HIP-based solution against a solution without HIP, we define
ratio ϕ as:

ϕ =
RH

RN
. (7)

Now, consider the case when puzzle computation time is not constant, but rather
a function of the number of session attempts. This has to be reflected in equa-
tion 4, which becomes

κ · ξ + G(ξ)λS(1− α) − T · λS(1− α) = 0. (8)

The equation can be solved using numerical iteration.
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4.3 A Comparison of HIP with Constant Puzzle Cost to the
Scenario without HIP

For numerical examples, we use HIP base exchange measurements obtained from
an experimental setup described further in Section 5. We plot the ratio of non-
HIP versus HIP approaches ϕ shown in equation 7. The HIP base exchange with
a 10-bit puzzle was measured to take 0.215 s of HIP responder’s time and 0.216
s for the initiator. We note that our analysis excludes the impact of parallel
network and host processing. The email forwarding overhead without HIP is set
to 0.01 seconds. We assume that the false negative probability of the server is 1/3
and the false positive probability is 1/104. In other words, 2/3 of spam messages
will be correctly detected as spam, and good messages are rarely classified as
spam. Let NL be 104, NS be 100, λL = 1/360, and λS = 10. The time-period T
for the analysis is 24 hours.

Figure 2 presents the ratio of HIP versus non-HIP computational cost as a
function of the puzzle computation time. Both x and y axes are logarithmic.
Ratio in the figures denotes ϕ, the ratio of the HIP and non-HIP capable mecha-
nisms. The point at which the HIP mechanism has less overhead is approximately
at 2 seconds. This means that the proposed HIP mechanism becomes superior
to the constant non-HIP benchmark case with an 2-second or greater puzzle
computation time. Naturally, this point depends on the selection of the values
for the parameters.

As the spam relay sending rate increases, the HIP spam prevention mechanism
becomes considerably better than the non-HIP benchmark case. With low spam
rates, HIP sessions are reset seldomly and spam flows mostly through. When the
spam rate increases, the spam relay spends more time on puzzle computation
and the spam forwarding rate decreases. Then, the performance of the proposed
HIP mechanism improves in comparison to the non-HIP benchmark case.

4.4 A Comparison of HIP with Exponential Puzzle Cost the
Scenario without HIP

We also analyze the scenario where the puzzle cost grows exponentially for each
new session. The parameters are the same as before, but the computation time of
the puzzle grows exponentially with the puzzle difficulty. Moreover, we introduce
a cut-off point after which the puzzle difficulty does not increase anymore. After
the number of sessions reaches the cut-off point, the computation time of the
puzzle (and the number of bits) remains at the current level. As an example,
given a cut-off point of 23 and an initial puzzle size of 20 bits for the first
throttled session, spam relays experience puzzle sizes {20, 21, 22, 23, 23, . . . } as
they reconnect.

Figure 3 presents the effect of the exponential base exchange time with a vary-
ing cut-off point. The y axis is logarithmic. The figure shows that the proposed
mechanism performs considerably better than the non-HIP benchmark with a
cut-off point of 22 or greater.
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Fig. 2. Fixed-cost puzzles with different spam threshold κ

Now, we have compared HIP with both constant and variable-sized puzzles
to the benchmark scenario without HIP. In the next sections, we focus on the
identity-switching attacks (without cut-off points) against the proposed HIP-
based architecture.

4.5 Optimal Strategies for a Spam Relay

Directly from equation 8, we know that

ξ · κ

λS · (1 − α)
+ G(ξ) = T. (9)

This means that, for the entire time during which a server relays spam, it splits its
performance into ξ steps (one step is one session reset). To contact the inbound
server, the spam relay spends G(ξ) time for all puzzle computations, and during
every step it sends exactly κ messages and each step consumes κ

λS(1−α) time.
The inbound server chooses the form of the function G, while a spam relay

selects the number of session resets to tolerate, ξ. Here, we consider first a naive
strategy for the spam relay. It chooses G based on the number of messages to
send and does not try to whitewash its own history at the inbound server (i.e.
by changing its identity according to equation 1). Under such an assumption,
the spam relay has to optimize (maximize) a function of the following form:

pZ · κ · ξ − cZ ·G(ξ), (10)

where pZ is the profit for one delivered message and cZ is the payment for the
puzzle computation time. The strategy for the spam relay is to select
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the number of rounds for which it would like to send κ-sets of messages and the
number of rounds to recompute puzzles. Let this value be ξ.

Note that if puzzle difficulty is constant (i.e. G(ξ) = TBE · ξ), then solution is
one of the boundary cases

ξ =

{
0, if pZκ ≤ cZ · TBE ,

∞, if pZκ > cZ · TBE ,
(11)

More important is the case when the puzzle computation time is changing. Let
the puzzle complexity growth be exponential compared to the increase of puz-
zle difficulty. Consider that the puzzle computation time on every reset has an
exponential form of Ci = aqi + b, then by definition

G(ξ) =
ξ∑

i=0

(aqi + b) = a
qξ+1 − 1

q − 1
+ b =

aq

q − 1
qξ + b − a

q − 1
. (12)

Let us generalize this function as G(ξ) = kgξ + s, where g is an exponential
growth parameter, s is initial shift, and k is the coefficient.

Now, a spam relay has to maximize the function

pZ · ξ · κ− cZ · (k · gξ + s). (13)

Let us find the points where the derivative of this function with respect to ξ is
zero:

pZ · κ− cZ · k · ln g · gξ = 0. (14)
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Thus, the maximum point is

ξ∗ = logg

pZ · κ
cZ · k · ln g

. (15)

4.6 Optimal Strategies for an Inbound Server

The previous section suggests an optimal strategy for a spam relay under the
assumption that there is a payment involved in sending of spam. Otherwise,
infinite number of messages would be the optimal strategy for the spam relay. In
this section, we have a look at the situation from the view point of an inbound
server.

First of all, the main goal for the inbound server is to slow down the flood of
spam. It may be formulated in terms of the portion of time which spam relays
spend for the puzzle computation time, compared to the overall time. Here, we
assume that the inbound relay knows the number of HIP session resets during
which spammer reuses its current identity according to equation 1. As previously,
let it be ξ. To process ξ resets, a spam relay has to waste G(ξ) of its own time
for puzzle computation. The overall time, which it may use for message delivery,
we also define as a function of ξ. Thus, the definition of the overall time follows
from equation 9

T (ξ) = ξ
κ

d
+ G(ξ), (16)

where d is equal to λZ(1 − α) in case of a spam relay, and is equal to λCβ in
case of a legitimate email relay. We assume that an inbound server classifies
(or receives classification) with relatively good accuracy and, hence, 1 − α is
considerably higher than β.

Then, the proportion of time used for puzzle computation by spam relays (on
left side) and legitimate email relays (on the right side) can be calculated as

G(ξ)
G(ξ) + κ·ξ

λZ ·(1−α)

,
G(ξ)

G(ξ) + κ·ξ
λC ·β

. (17)
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The inbound server has control over variables k, g, s of function G(ξ) = kgξ+s.
For simplicity, let k and s be constants because the most relevant variable is the
growth base g for the puzzle computation time. The values grow as a function
of the parameter g. The function results in values ranging from 0 to 1, where
0 means that the time spent for the puzzle computation is negligible, while 1
means that the puzzle computation takes all of the time.

For the functions (17), the objective of the inbound server is to maximize the
time spam relays spend on computing puzzles. Correspondingly, the inbound
server should minimize this time for legitimate relays. These are somewhat con-
tradictory conditions because α < 1 and β > 0. Therefore, punishment for
possible spam relays affects also legitimate relays.

To overcome this dilemma, we introduce a new constant γ: 0 ≤ γ ≤ 1, which
we select as the maximum value for the possibly legitimate client computation
rate, i.e.

G(ξ)
G(ξ) + κ·ξ

λC ·β
≤ γ, (18)

where γ defines the portion of the overall time which a possibly legitimate client
spends for puzzle computations. From the inequality 18 it follows, that

g ≤
(

γ · (κ · ξ + s · λC · β)
k · λC · β · (1− γ)

) 1
ξ

. (19)

On the other hand, the inbound server should maximize puzzle computation
rate for possible spam relays (the left function in equation 17, which grows
exponentially towards 1 as a function of g). The optimal strategy for the server
is

g∗ =
(

γ · (κ · ξ + s · λC · β)
k · λC · β · (1− γ)

) 1
ξ

. (20)

The optimal strategy both for a spam relay, ξ∗(g), as shown in equation 15, and
for an inbound server, g∗(ξ), as shown in equation 20, results in an equilibrium
point (ξ∗, g∗) in terms of game theory.

The optimal strategies are illustrated in figure 4. For the legitimate relay, the
bound for the computation rate is fixed as γC = 0.5 The set of parameters is
assigned as α = 0.5, β = 0.01, κ = 100, λC = λZ = 10, and we assume that
the number of session resets is 5 (ξ = 5). Under such parameters, the legitimate
relay has g ≈ 5.5. The resulting puzzle computation for a possible spam relay
is γZ = 0.98. In other words, the spam relay spends 0.98 of its time for puzzle
computations whereas the legitimate relay spends half of its time. As g grows,
both parties are eventually spending all of their time for puzzle computation.
Thus, it is a local policy for the inbound server to decide a “good” value for g
in terms of how much legitimate servers can be throttled with puzzles. For low
spam rates, the value can be small but, with high spam rates, the server may
increase the value at the cost of throttling also legitimate relay servers.
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5 Experimental Evaluation

In this section, we describe how we integrated puzzle control to an inbound
SMTP server and its spam filtering system. We show some measurements with
variable-sized puzzles and compare this against identity-generation costs to give
some engineering guidance against identity-switching attacks. The source code
for HIP for Linux and the spam extensions are available as open source 1. It
should be noted that evaluation the mathematical models presented in section
4 e.g. with network simulators is future work.

5.1 Setup

The experimented environment consisted of two low-end commodity computers
with the Linux Debian distribution and HIP for Linux (HIPL) [12] implemen-
tation. One computer served as a sending SMTP relay (1.60GHz Pentium M)
and the other represented a receiving SMTP server (Pentium 4 CPU 3.00GHz).
The receiving server detects the spam messages and closes the HIP session when
a threshold is reached for the session. The inbound server was configured not
to reject any email. We were mostly interested in software changes required to
deploy HIP in SMTP servers and in the effects of increasing the puzzle size.

5.2 Results

We implemented the spam throttling mechanism successfully by using unmodi-
fied sendmail. We turned on the IPv6 option in the configuration of sendmail in
order to use HITs.

The receiving SMTP server was equipped with a modified version of Spa-
mAssassin Milter. The changes were straightforward to implement. The milter
increased the puzzle size by one for every κ spam message detected and closed
the HIP session to induce a new base exchange. The puzzle computation time
grew exponentially with the size of the puzzle and the spam sender was throttled,
as expected, by the mechanism.

We faced some implementation challenges during the experimentation. Firstly,
sendmail queues the email messages and this makes it difficult to provide mea-
surements from the spam filtering process itself. Secondly, if the session with the
SMTP server is lost temporary, for example, because the HIP association are is
closed, e-mails can accumulate in the queue for an extended time. Thirdly, when
sending excessive amounts of email, the built-in connection throttling mecha-
nism in sendmail takes over and queues the emails for long periods. However,
sendmail’s queuing process was robust and eventually emptied the queue suc-
cessfully.

One challenge with proof-of-work techniques is that there are many different
devices on the network and their computing capabilities vary. By default, the
puzzle difficulty is zero in HIPL. A puzzle with difficulty of 25 bits took 12.4 s on
1 https://launchpad.net/hipl/

https://launchpad.net/hipl/
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average on the low-end machine used in the performance tests. The time was 4.4
seconds on a more recent CPU (Intel Core 2, 2.3 Mhz) on a single CPU core. The
puzzle algorithm used in HIP does not prevent parallel computation. Thus, the
computation time could be decreased by fully utilizing multi-core architectures.

For identity changing attacks, the strategy should also take into account the
public key algorithm. RSA keys can be created faster than DSA keys with a cor-
responding size. As a consequence, the responder should give initiators that use
RSA public keys more difficult puzzles than initiators with DSA keys. Further,
it should be noted that creation of insecure, albeit perfectly valid keys, can be
faster than creation of secure ones.

Figures 5(a) and 5(b) contrast secure key-pair generation time (horizontal
lines) with puzzle solving time (vertical lines). It should be noticed that the
y-axis is logarithmic. From the figures, it can be observed that the puzzling
solving time is, as expected, exponential with the number of bits used in the
puzzle difficulty. The standard deviation grows as puzzle difficulty is increased.
In addition, the time to generate DSA key-pairs is considerably higher than
RSA. On the average, the creation of a 2048-bit DSA key pair took 6.46 seconds
and this was equal to the solving time of a 24-bit puzzle. With RSA, creation
of a 2048-bit key pair took 0.72 seconds which corresponded to a 21-bit puzzle.
This indicates that the key-generation algorithm and key length need to be taken
into account when deciding the initial puzzle size to discourage identity-switching
attacks.
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Fig. 5. Puzzle computation time results

6 Conclusions

In this paper, we proposed a cross-layer identity solution for mitigating unso-
licited traffic between administrative domains. The proposed architecture pri-
marily concentrates on inbound session control but is applicable also to the
outbound direction as well. As an example application of the system, we focused
on email spam prevention.
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The Host Identity Protocol introduces a public key for the hosts. They key
can be used for identifying well-behaving SMTP servers. The proposed ap-
proach introduces a cost to sending spam using the computational puzzles in
HIP. Large-scale changes to the SMTP architecture are not required because
HIP is backwards compatible. However, a practical limitation of the approach is
that it requires wide-scale adoption of HIP as a signaling protocol and requires
integration of HIP puzzle control to inbound email servers.

We presented a formal cost model that considered static and exponential base
exchange puzzle costs. The analytical investigation indicates that the proposed
spam prevention mechanism is able to mitigate unwanted traffic given a set of
reasonable parameters. We used parameter values based on experimental results
for server-side cost of HIP and the puzzle computation time. A spam mitigation
approach based on HIP puzzles caused less load at the email server than an
approach that was not using HIP.

The exponential cost of the puzzle introduces more work for email servers
relaying spam. However, it also results in an incentive for the spammer to switch
its identity when it is throttled with more difficult computational puzzles. We
identified this as a potential weakness of the proposed system and analyzed
this from the viewpoint of the spammer and the email server. As a theoretical
result, we provided a method for the server to choose an optimal strategy against
identity switching. When choosing a strategy, it should be noted that increasing
puzzle costs for spammers also increase costs for legitimate hosts.

We implemented a simple prototype of the system based on a popular email
server, sendmail. We integrated throttling support for HIP puzzles with mini-
mal changes to SpamAssassin, a popular spam filtering software. We reported the
practical experiences of running such a system and showed real-world
measurements with HIP puzzles.

While the simple prototype was a success, we observed that the use of compu-
tational puzzles with email relays is challenging. Malicious hosts can overwhelm
and exhaust the resources of a relay unless preventive measures are taken. Po-
tential solutions to this include refusal to solve large puzzles for hosts, mes-
sage rejection, and blacklisting. More work with simulation or larger test beds
is needed to establish the efficacy of the proposed cross-layer system and to
validate our mathematical models.
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Abstract. Mobile network operators are adapting femtocells in order
to simplify their network architecture for increased performance and
greater revenue opportunities. While emerging as a new low-cost technol-
ogy which assures best connectivity, it has also introduced a range of new
potential risks for the mobile network operators. Here we study the risks
associated with the location verification techniques of femtocells. First
we state the goals of location verification and describe techniques imple-
mented in the existing femtocells. We demonstrate how location locking
techniques can be defeated by using modern attack vectors against the
location verification methods. Our experimental result suggest that loca-
tion security methods are insufficient to avoid femtocell’s misuse. An at-
tacker can operates the femtocell from an unregistered location, thereby
creating problems for various important services such as for assisting
emergency call services, for following licensed spectrum rules, for Lawful
interception services, and for the commercial purposes.

Keywords: Femtocell, HNB, Security, Location.

1 Introduction

Femtocell is a emerging technology which enhances third generation (3G) cov-
erage and provides assurance of best connectivity in the 3G telecommunication
networks. It acts as an access point that securely connect standard mobile sta-
tions to the mobile network operator’s core network using an existing wired
broadband connection. For mobile service operators key benefits are increase in
network capacity, lowers capital cost and expands revenue opportunities. For
users it assures increase in indoor coverage, higher rate of data transfer, high
quality voice and higher multimedia experience. A femtocell can be deployed
in a licensed spectrum owned by a mobile network operator and in the users
premises, for example home, office and enterprise.

The femtocell security is divided into two parts: the device authentication
and the encryption of the calls and control information transferred across the
untrusted backhaul connection between the femtocell and the femtocell gateway.
Even though the femtocell supports the necessary security features that a base
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station provides; in particular which are mutual authentication, encryption and
integrity over the wireless link, there are still two issues. First is use of an ex-
isting wired broadband connection as backhaul is a challenge, as the provider of
the backhaul is not necessarily the same as the provider of femtocell. Secondly,
security of the femtocell device is vital and different from the standard base
station. Adversaries can get the physical access to a device due to its low cost
and easy availability in the market. These two issues suggest that the femtocells
may become an attractive target for the attackers.

Main aim of our study is to analyze the risk associated with the femtocell
security. Our study finds that the femtocells, which are currently deployed in
the market, are insecure and do not follow the security requirements mentioned
by the 3GPP standard. In this paper, we experimentally evaluate various security
aspects, in particular, the location verification techniques used in the device. We
examine and show that the location verification techniques are inadequate to
block the use of femtocell, if it is operating at an unregistered location and at
unlicensed frequency spectrum.

The rest of the paper is organized as follows. Section 2 describes security
architecture of femtocell. Section 3 explains goals of location locking methods of
the femtocell. Femtocell location tracking methods and various attacking vectors
are presented in Section 4. Conclusions and discussions are presented in Section
5. Note that the Home NodeB (HNB) is the 3GPP standard name of the femtocell
and we will use the HNB in the following sections.

2 HNB Security Architecture

The HNB is installed in the users’ premises and its traffic is tunneled via public
Internet (wired broadband) connection. Hence for the mobile network operator,
it is important to ensure that HNB protects the communication over the insecure
public Internet, and over the air-link between itself and the mobile device. Main
components of the HNB security architecture and their roles are described as
follows [3,1]:

HNB Device- The main function of the HNB is to act as a small base station. The
HNB connects the UE via its radio interface to the mobile service operator’s core
network. It transmits the UE data by establishing a secure IPsec [4] ESP tunnel
with the SeGW over an insecure backhaul link (broadband Internet connection).

SeGW - The SeGW acts as a border gateway of the operator’s core network.
First, it mutually authenticates and registers the HNB to establish a secure IPsec
tunnel, and then forwards all the signaling and the user data to the operator’s
core network. Mutual authentication can be performed using certificates. The
interface between the SeGW and the operator’s core network is considered to be
secured.

HNB Management System (HMS) - The HNB Management System is a man-
agement server, and responsible for the configuration and the provisioning of the
user data according to the operator’s policy. It can be functioned to provide the
required software updates on the HNB and can be located inside the operator’s
core network.
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AAA Server and HSS - The subscription data and authentication information
is stored in the HSS. The AAA server authenticates the hosting party (the HNB)
by accessing the authentication information from the HSS. Both the AAA server
and the HSS are deployed in the operator’s core network.

HNB GW - The HNB gateway performs the access control for the non-CSG
(Closed Subscriber Group) capable UE attempting to access a HNB. The SeGW
can be integrated with a HNB-GW, and if not integrated then, the interface be-
tween SeGW and HNB-GW may be protected using NDS/IP (Network Domain
Security/IP network layer security) [5] .

UE- The UE is a standard user equipment that supports the 3G (UMTS)
communication. It connects to the HNB over-the-air using a 3G AKA (Authen-
tication and Key Agreement) procedure.

3 Goals of the Location Locking Methods

It is important for the operator to ensure that the HNB operates at the given
location and satisfy various requirements such as security, regulatory, and oper-
ational requirements [2]. The HNB can only provide reliable and accurate home
address information if the users keep them in their assigned and registered loca-
tion. However, it is possible for users to move the HNB when traveling, intending
to continue using free roaming service anywhere they go. This could led to a ver-
ity of problems for the operator. Hence the operator has to lock the HNB to a
specific location for the following reasons: a) to provide the users location for
emergency calls, b) to ensure that the HNB is operating in a country in which it
has a network operation, c) to provide real-time lawful interception data to the
government agencies.

4 Location Locking Methods and Attacks

In this section, we describe location locking techniques implemented in the
HNBs. Then we present various attack vectors to beat these location locking
methods. Note that without opening the HNB box and with no physical tam-
pering, we were able to bypass the location locking methods. We performed
experimental analysis of the location locking techniques in a Faraday Cage. Dif-
ferent attacks on the location based techniques were performed in the cage only.
Though the attacks we described below are performed on the two HNB, it may
affect other HNBs which are deployed currently.

The HMS registers and verifies location information of the HNB. First the
operator registers and fix the HNB location information in the server called
Access point Home Register (AHR). After the initial registration process, the
operator obtains the location information of the HNB and compares it with the
corresponding information stored in the AHR. The main parameters used for
identifying the HNB location information are a) IP address of the broadband
access device, b) information of the surrounding macro-cells ,and c) information
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received from the GPS device attached to the HNB or the UE. In this section,
we explain these location locking mechanisms deployed in the HNB system ar-
chitecture [3]. They are as follows:

4.1 IP Address of the Broadband Access Device

The HNB gets an IP address when connected to the devices which provides
the broadband access such as a DSL modem or a home router. The operator
can locate the HNB by its assigned IP address and by the location information
related to IP address which is stored in the server (AHR). When the HNB is
placed behind NAT (Network Address Translator), STUN protocol is used to
determine its IP address. The HNB operator can request the geographic loca-
tion information based on the IP address to the interface defined by the NASS
(Network Attachment Subsystem) standard [6].

Attack Vectors

The virtual private network (VPN) can be used to impersonate the IP address
of the legitimate HNB. A VPN emulates a private IP network over the public
Internet infrastructure [7]. The VPN technology can be used to connect remotely
to the a LAN (Local Area Network) (where the HNB in installed and registered)
and thus the HNB can obtain a local IP address. Thus VPN can be used to
impersonate the IP address of the legitimate HNB and the use of IP address for
location authentication is not considered reliable.

There may be a situation in which the 3G or 2G signals are not be available
in the home In addition, not all the HNB devices are equipped with the GPS
receivers. In these circumstances, the operator has two parameters to authenti-
cate the HNB location: IP address and the information received from the UE.
However it is obvious that if there are no 2G or 3G signals in the area, the HNB
can not receive any information from the UE. For the attack, we use a VPN to
replay the HNB’s IP address. We placed the HNB to an unregistered location
and established a VPN tunnel to the LAN at the HNB’s registered location. We
were able connect the HNB to the SeGW with the registered IP address. We
were able to operate the HNB in a normal mode from an unregistered location.

4.2 Information of Neighboring Macro-cells

The HNB can receive neighboring macro-cells information such as PLMN ID
(Public Land Mobile Network Identity), LAI (Location Area Identity) or Cell ID.
It contains a hardware chip to scan PLMN ID and cell ID. In this method, first
,the HNB scans the neighboring macro-cells information in a receiver mode when
it powered on and sends this scanned information to the AHR (Home Register
of HNB). The AHR role is to store this information along with the registration
message requests to the appropriate HNB profiles. Most of the electronic devices
including the HNB use a 2G receiver hardware to scan the neighboring macro-cell
information because 3G signals are weak inside the house.
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Attack Vectors

In this scenario, the operator can fetch and use neighboring micro-cell informa-
tion to perform location authentication of the HNB device. As discussed earlier
in Section 4.1, the adversary can use a VPN connection to emulate the IP ad-
dress. However, in order to operate the HNB with the given regulations, the
attacker still needs to block or simulate neighboring micro-cell information. This
can be done in two ways. An attacker can use a 2G signal jammer device. The
2G jammer devices blocks any nearby 2G network signals without interrupting
other electronic devices. We analyzed a few HNB devices and found that most
of the devices use a 2G receiver hardware to record neighboring micro-cell in-
formation. Hence it is possible to block nearby 2G network signals using such
jammers without interrupting the 3G network signals of the HNB.

In other way, the attacker can use a nanoBTS [9] and openBSC package to
replay the neighboring micro-cell information. The nanoBTS picocells are small
2G (GSM) base-stations that use the A-bis interface. They can be connected to
the openBSC with A-bis over IP interface [10]. The adversary can configure the
nanoBTS to transmit the recorded (registered) micro-cell information. In this
way, the attacker can show that the HNB is operating at the given and registered
location by providing the legitimate micro-cell information. We examined this
attack using a nanoBTS and were able to provide required information to the
HNB for location authentication.

4.3 UE Information

The UE position can be useful to verify the HNB location, provided that it is
equipped with the GPS (Global Positioning System) feature. In addition, the
UE can send its location information using available micro-cells or GPS data to
the AHR via the HNB.

4.4 GPS Information

The location information can be obtained using an A-GPS receiver unit built
inside the HNB. A-GPS (Assisted GPS) is a system used to improve the start-
up performance of a GPS satellite-based positioning system [8]. The HNB can
receive the location information from the A-GPS unit and deliver it to the home
registration server for the verification. However, it is important to install the
HNB in a location where it can receive the GNSS (Global Navigation Satellite
Systems) satellites signals.

Attack Vectors

Use of GPS as a geolocation technology is ineffective since the HNBs are installed
in the home and GNSS signals are weak inside the house. However some mobile
network operators suggest to use an additional antenna to improve the signal
strength. The attacking vectors against this mechanism includes jammers, an
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attenuation methods, and GPS generators devices. An attacker can use of GPS
jammers. These low cost jammers are commercially available in the market and
could be positioned in the vicinity of HNB antenna. This attack could be ar-
guable due to legal issues in using the jammer. In an attenuation method, the
attacker can wrap the HNB in layers of aluminum foil to create a Faraday cage
like environment and blocks the GPS signals. The GPS generators are the devices
used by GPS manufactures for the research and development. It can transmit
the recorded timing signals and orbital data. The attacker can use such devices
to spoof the HNB. The method in which the HNB receive location information
from the UE is not reliable, since in the UE may not have inbuilt GPS feature
and not receive 3G or 2G signals.

5 Discussion and Conclusion

In this paper, we practically analyzed and showed that the location verification
techniques used in the femtocells that are built and deployed today are insuffi-
cient to avoid its misuse. Our results reveals that the femtocell location can be
spoofed by an adversary which could have impact on the emergency services, on
the lawful interception procedure, and on the operators regulations. An adver-
sary may move femtocells for avoiding expensive roaming calls while traveling
and for hiding his location from government agencies. Our study suggest that
most of the femtocells deployed today are vulnerable against the modern location
attack vectors. Hence new additional location locking mechanisms are needed to
improve the overall femtocell security architecture.
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Abstract. An information security incident, if successfully discovered and 
reported, initiates a distributed response process that activates a diverse 
collection of independent actors. Public officials, network service providers, 
information security companies, research organisations, and volunteers from all 
over the world can be involved; often without the participants realising whom 
they are working with. The cooperation is based on mostly informal bilateral 
arrangements and is aided by mutual trust accumulated over course of time. 
Each participant wants to limit their involvement and typically only assumes 
responsibility on their own actions. Information suggesting that third parties 
would be affected may or may not be followed up. The result is an unplanned 
mesh of bilateral information sharing and a formation of an ad-hoc network of 
partial stakeholders. No single entity exercises total control over the process, 
which makes it inherently uncontrollable and its results difficult to anticipate. 
This contrasts with the information security standards, where the process is 
expected to be well defined and under the control of a clearly stated leadership. 
The study suggests that internet-connected organisations should adopt a rather 
agnostic approach to information security incident reporting. 

Keywords: Information security, network security, CSIRT, CERT, incident 
reporting, IODEF, security breach, network attack, abuse, computer break-in, 
event monitoring, intrusion detection, IDS, takedown notice, RFC, ISO/IEC. 

1 Introduction 

Network and security incidents are situations where effects harmful to security have 
manifested or have had potential to manifest in the networks or networked 
information systems. Each day, the home computers of thousands of private 
individuals become infected with mass-spreading malware and business servers are 
brought down to a halt by denial of service attacks initiated by criminals on the other 
side of the world. Unfavourable conditions such as software errors open up 
exploitable vulnerabilities, making the task of defending the information processing 
systems a game of cat and mouse. The incidents deprive people of their right to 
confidentiality, integrity, and availability of information processing services. 

Most information security standards would agree that preventive security controls 
should be reserved a central role in preventing the incidents from taking place in the 
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first place. The basic rationale being that controls employed to protect the intended 
target or some other entity on the attack path would successfully repel the attack 
attempts. 

Merely applying preventive measures to protect information security is not 
sufficient, however. The highly distributed and uncontrollable nature of the internet 
makes it virtually impossible to anticipate the attacks beforehand, let alone to prevent 
attacks from taking place altogether. While it is advisable to continue investing in 
preventive measures, experience has shown that there is an ever-greater demand for 
efficient after-the-fact handling of computer security incidents. It turns out that while 
the art of incident handling suffers from many process deficiencies, it still somehow 
yields excellent results. This study examines the incident reporting mechanisms and 
incident handling cooperation of Computer Security Incident Response Teams 
(CSIRT). 

2 Methodology 

In the study, an effort was made to outline the differences between the literate 
approach and the practice as observed through real-life incidents. A preconceived 
notion was that there already are well-defined processes in the literary, but that they 
were not followed in the practice. The implications of the differences between the 
theory and the practice are being discussed throughout this paper. 

2.1 Outlining the Disconnect between the Theory and the Practice 

For the theoretical foundations of this study, a selection of normative literature and 
security standards was examined in search of guidance on how incidents should be 
discovered and how information about the incidents should find their way to the 
affected parties. Most notably, information security standards from Internet 
Engineering Task Force (IETF) and International standardisation body ISO/IEC were 
studied. 

The literary view of incident discovery and reporting was then contrasted with 
empirical evidence on how past incidents were being handled in the practice. The 
real-life incidents were obtained from the archives of the Finnish national computer 
security incident response team CERT-FI.  

2.2 Linear Model of the Incident Reporting Process 

To facilitate the comparison of theory and practice, a linear model of the incident 
reporting and handling process was devised, as shown in Fig. 1, below. The first four 
phases of the process were identified to be the most interesting to this study as they 
involve information gathering and data exchange. They were assumed prerequisites to 
a successful incident response in the latter stages of the process. The last three phases 
deal with actions taken after the information about an incident has already reached the 
subjects and are thus out of scope of this study. 
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entertaining reading – vital to the understanding of the incidents and how they were 
handled. The raw material obtained from CERT-FI was often unorganised and at 
times hard to follow. Furthermore, the material in the CERT-FI archives mostly 
focused on the actions taken by CERT-FI and gave a limited view on the actions 
performed by others. To overcome this, the narratives were augmented with 
external material where appropriate. However, a deliberate decision was made to 
limit to public sources only. 

Next, based on the narratives, a data accumulation map similar to one displayed in 
Fig. 2, above, was populated, where the process participants were grouped with 
respect to their role in the process, and the data in the reports was sorted in terms of 
data accumulation and exchange. Participants were observed to receive data from 
others, some of introduced new and lost some data and eventually passed a subset of 
their data on to the next participants. This test was especially suited for examining 
process deficiencies by identifying parties that were not being informed or were only 
given partial information. 

Lastly, an attempt to establish a graphical representation of the process flow was 
made as depicted in Fig. 3, below. A tool of choice for the study was 
GraphingWiki [19], mostly because CERT-FI is already conducting experiments in 
using wiki in the daily analytical work. It was discovered that the graphs illustrate the 
valuable role of report-handling intermediaries and helps to bring to light process 
dead ends. 

 

 

Fig. 3. A process flow graph of the incident [FICORA #295909]. The uppermost circles 
represent the discoverers of the incidents. The reports are then passed to a set of intermediaries 
until finally the affected victims are reached. In this case, three out of seven victims never 
received a notification. Information indicating the identities of the victims has been withheld. 

3 Theory and Practice of the Incident Reporting Process 

We will now examine the four phases of the incident reporting process in more detail 
and seek to contrast the theoretical foundations with the real-life incident handling 
practices. 
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3.1 Incident Discovery 

A traditional source of incident discoveries in information and communications (ICT) 
systems is local event monitoring. Albeit often neglected in practice, anomalous event 
monitoring is well understood in the standards literature. Already over 20 years ago a 
document called Orange Book [17] recognised event monitoring as an essential 
feature of a secure information system. A similar requirement can be found in 
practically all normative documents, ranging from functional auditing requirements 
described in Common Criteria [12] to ISO/IEC information security 
standards [28], [29] and the Finnish Act on the Protection of Privacy in Electronic 
Communications [23]. As ISO/IEC 27002:2005 puts it: 

“Systems should be monitored and information security events should be recorded. 
Operator logs and fault logging should be used to ensure information system 
problems are identified.” [29] 

Naturally, an ICT system can only log events that take place within its own domain 
of control. File system events are local to the computer attached to the data storage 
and firewalls only register communications whose paths cross its network interfaces. 
Local event logging completely misses incidents that take place in remote systems, 
thus giving no early warning about impending attacks that may exploit similar 
vulnerabilities existing in the local systems. Local event logging also loses track of 
incidents once the focus of the attacker's actions has shifted to other systems. This is 
especially true in cases where information stolen from one system is being spread or 
exploited in other systems. This appears to be an important limitation of the event-
monitoring paradigm, further underlined by real life experiences. 

A striking commonality between the incidents examined for this study is that none 
of the victims of the security breaches seemed to have discovered the incidents on 
their own. Clues from external reporters in one form or another were required either 
to set the wheels of incident response in motion or at least to complement the victim's 
limited view of the incident's true scope. 

This is an important revelation; the notion that an external entity would be able to 
detect incidents appears to be foreign to information security standards and 
regulation. Yet, victims of many internet threats are among the last ones to learn 
about the information security incidents affecting them. 

During the study, three mechanisms were identified through which security breaches 
in a networked system can be brought to the attention of the affected organisation. They 
are illustrated in Fig. 4, below. The leftmost portion in the picture represents the local 
event-monitoring paradigm endorsed by standards such as ISO/IEC 27002:2005. 
However, there exist neither standards nor regulatory requirements that would encourage 
organisations to take into account the remaining two scenarios in the Fig. 4. The middle 
of the picture depicts a situation where signs of known attack patterns are searched in the 
local ICT systems. The right side is about collaboration with external observers and 
information exchange about incidents discovered elsewhere. 

In the lack of standards, practical approaches have emerged. Most organisations 
already employ anti-virus products, intrusion detection systems (IDS), security 
information and event management systems (SIEM) and other content inspection 
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Automated reporting tools, such as CERT-FI Autoreporter [26] and Abuse 
Helper [1], aim to automate the process further. Example would be an arrangement 
where data related to Finnish networks is first acquired from the Shadowserver and 
then redistributed to the Finnish network administrators through the Autoreporter by 
CERT-FI. Lately, this has enabled CERT-FI to send hundreds of thousands of 
incident reports annually as compared to number of cases counted in hundreds before 
the adoption of the tool. Additionally, most reports are handled by automated means 
by the ISPs, thus reducing the time between the attack discovery and successful 
incident remediation. It turns out; a seemingly accidental chain of voluntary incident 
reporters can after all be herded towards a common goal in an effort to better the 
chances of matching the incident-related data with the victims. 

3.2 Identifying Points of Contacts 

As hinted in the previous section, the discoverer of the incident may have no practical 
way to inform the victims. Probably one of the most straightforward – and probably 
one of the most neglected – recommendations to overcome this problem comes from 
the United States National Institute of Standards and Technology (NIST) whose 
incident-handling manual [38] recommends: 

“Organizations should publish a phone number and e-mail address that outside 
parties can use to report such incidents.” 

Some of the earlier attempts to solve the problem of identifying points of contacts 
for incident response in the internet are to be found in Request for Comment (RFC) 
series of documents. Starting from most recent published in the year 2000, the RFCs 
most relevant for our purpose are 3013 Recommended Internet Service Provider 
Security Services and Procedures [30], 2350 Expectations for Computer Security 
Incident Response [5], 2196 Site Security Handbook [25], 2142 Mailbox Names for 
Common Services, Roles and Functions [15] and 1281 Guidelines for the Secure 
Operation of the Internet [34]. In practice, the recommendations are partly out-dated 
and are not uniformly followed. 

Regional internet registries (RIRs) oversee the allocation of IP addresses and 
autonomous system numbers. There are five RIRs, each responsible for a certain 
region of the world, namely RIPE NCC, ARIN, LACNIC, APNIC, and AfriNIC. 
Currently, the RIRs are in the process of creating public registries of incident 
response contacts within their allocated IP networks. [13], [2], [32], [31] Similar idea 
was adopted by Finland in 2005 when a regulation issued by Finnish Communications 
Regulatory Authority (FICORA) came into force. It requires the Finnish network 
owners to document their abuse handling contacts in WHOIS. [22] However, these 
only affect the IP and AS number allocations, not domain name holders. 

Over the years, CSIRTs have grown to accept that it is not always possible for 
them to find the ultimate report recipient on their own. Instead, the CSIRTs employ 
various methods that help identify the next-in-line incident handlers that can be of 
help by passing the report on to a next intermediary contact. It is hoped that after 
repeated passes, the report will eventually reach recipients with means to resolve the 
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incident. The next-in-line handlers are identified by enumerating DNS names and 
network addresses, analysing network topology, and utilising geolocation services. 

A recent study conducted by the Finnish Communications Regulatory Authority 
(FICORA) charted the services, organisation, and mandate among 11 European 
national and governmental CERTs. [8] One of the major findings of the study is 
summarised as follows: 

“The CSIRT needs to have a clearly defined point of contact that interfaces the 
team with the outside world.” [7] 

The European Commission has identified national CSIRTs as key players in 
incident response coordination and has set a goal to establish CSIRTs in every 
European Union member state. [11] 

CSIRTs themselves have long ago recognised the need for identifying and 
maintaining a list of authoritative peer contacts. Several initiatives have been 
introduced by organisations such as European Network and Information Security 
Agency (ENISA) [21], CERT/CC [10], Forum of Incident Response and Security 
Teams (FIRST) [24], Trusted Introducer (TI) [40], the European Government CERTs 
Group (EGC) [20] and Asia Pacific Computer Emergency Response Team 
(APCERT) [4]. 

Outside the standardisation and regulatory realms, the G8 countries have facilitated 
an International CIIP Directory [9], a collection of government-appointed contact 
points in the field of critical information infrastructure protection. The directory has 
since evolved and nowadays includes official contact information on 16 different 
topics from nearly 30 countries. The directory is compiled by the British Centre for 
the Protection of National Infrastructure (CPNI) and is promoted by the Meridian 
process. The document has not been made available to the public. Another somewhat 
similarly titled publication, the CIIP Handbook [6] compiled by ETH of Switzerland, 
however, is publicly available. 

3.3 Information Exchange 

The study found that RFCs of most relevance to incident data exchange are 5070 The 
Incident Object Description Exchange Format [16] and its predecessor 3067 [3]. 

Somewhat surprisingly, RFCs prior to the 21st century – namely 2350 and 2196 – 
were rather vague on the data formats. This suggests that automating the processing 
of incident reporting is a relatively new idea. Up until recent years, it was expected 
that communications would take place between human handlers. A machine-readable 
data format was not formulated until the Trans-European Research and Education 
Networking Association (TERENA) proposed an XML-based scheme: 

“The Incident Object Description and Exchange Format (IODEF) is a format for 
Computer Security Incident Response Teams (CSIRTs) to exchange operational and 
statistical incident information among themselves, their constituency, and their 
collaborators.” [14] 

In a presentation [18] during the FIRST Conference in 2009, Till Dörges brought 
together a comprehensive listing of data expression and exchange standards in the 
technical information security field. According to Dörges' assessment, the key 
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standards associated with incident handling are IODEF, Abuse Reporting 
Format (ARF) [39], and – to a certain extent – Common Event Expression (CEE) by 
MITRE [33]. Of these, however, only IODEF is of interest to this study. CEE defines 
taxonomy of expressing events in logs, and ARF is limited to registering complaints 
regarding unsolicited bulk e-mail. Both are relatively new and their adoption remains 
to be seen. IODEF on the other hand appears to be mature and already has 
applications in practical settings. 

IODEF enjoys all the benefits and power of XML data formats. The data can be 
parsed using standard libraries without having to go through pain of writing dedicated 
software to interpret the incoming data. Human-readable presentation of the data can 
be treated separate from the actual data contents. The data can be exchanged on 
practically any type of transport such as e-mail or http. The schema can also be 
tailored to suit the needs of individual applications without having to invent altogether 
new data formats. 

While the majority of incidents handled by CERT-FI are still being handled using 
human-readable data formats, new tools are built to support IODEF from the 
beginning. Autoreporter supports IODEF as an alternative form of representing the 
data. Abuse Helper, whose development is still under way, sees IODEF as a key 
component in inter-organisational data exchange. Understanding the current state of 
play, the Abuse Helper project crew has acknowledged that in order for the tool to be 
useful in practical settings, it has to provide support for legacy data formats, too. Also 
worth remembering is that even the RFC authors remind that merely agreeing on data 
formats is not sufficient to eliminate the human intervention. [16] 

3.4 Report Validation 

At this point, the incident has already been discovered, the recipients have been 
identified, and information has been sent. Now, according to the documentation, we 
only need to validate the data in the report or find a way to satisfy that the reporter is 
known and trustworthy. 

In order to validate the accuracy of the report, the recipient should be provided 
either with enough information to reconstruct the incident or pointers to additional 
information obtainable by the recipient. For instance, anti-virus vendors have a 
convention where malware samples are packaged inside a zip archive with the word 
“infected” as password. Due to CSIRTs having close relationship with anti-virus 
research community, they have too adopted the convention. 

The cases in Section 4.1 exhibit practical solutions to the problem of providing the 
recipient with just the right amount of incident related information. For example, a 
German incident-handling clearing-house CLEAN MX sends brief e-mail notifications 
to the abuse helpdesks and instead of charging up the letter with technical evidence, 
they provide pointers to a searchable database where additional material can be found. 
Meanwhile, familiar and trusted reporters need to pass only minimal amount of 
information. A case in point is the trust relationship between F-Secure and CERT-FI: 
most of the time, the anti-virus analysts simply pass notifications no longer than single 
line to the national incident response team for further processing. 
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On the standards front, IODEF defines an optional method of submitting incident 
descriptions, impact assessments, and even event logs: 

“The EventData class can be thought of as a container for the properties of an 
event in an incident. These properties include: the hosts involved, impact of the 
incident activity on the hosts, forensic logs, etc.” [16] 

Situations are bound to surface, where it is not possible to provide proof along with 
the report. If crucial incident details are left out, that leaves the receiving party with a 
dilemma. The options are to either blindly follow the reporter’s request and risk 
falling into hoax or to put the report aside until additional proof is presented. The 
decision is made easier if the reporter has previously proven to be trustworthy. The 
recipient may then decide to extend the trust to this new piece of information. This 
kind of trust is easy to exploit for nefarious purposes, however, if the report's contents 
cannot be verifiably linked to the trusted reporter. 

One method of establishing the report's authenticity would be to sign the message 
digitally with a method that lets the recipient validate the origins to a known – 
possibly trusted – party. RFC 2350 [5] suggests that each incident response handler 
employ at least Pretty Good Privacy (PGP) for encryption and message 
authentication. Most CERTs follow this advice. For instance, FIRST requires that a 
team aspiring to become a member must support PGP: 

“To be a member in FIRST, a CSIRT must maintain and use PGP encryption. 
Encryption keys must be distributed to all parties that will use it.” [36] 

The Trusted Introducer program recognised PGP as a de-facto standard. [37] The 
EGC and APCERT follow similar conduct in recommending the use of PGP in both 
encrypting sensitive e-mail communication and signing content. Other methods for 
authentication include S/MIME, extranet websites attributable to the reporter, and 
out-of-band communications channels. 

During the study, the reporter identification problem turned out to be more 
multifaceted than first anticipated. It was originally assumed that the challenge was to 
positively identify the reporter. Instead, examination of the cases showed there was 
considerable demand for the incident discoverers to retain their anonymity. In 
addition, according to CERT-FI’s experience, the ultimate recipients are sometimes 
best being kept secret from the reporters. Recognising this, a special breed of 
incident-reporting clearing-houses has emerged to solve the anonymising challenge. 
The clearing-houses accept incident reports from a network of volunteers, repackage 
them with the reporters’ identities masked and forward the material to the owners of 
the affected networks. There are several advantages to this approach. It effectively 
limits individual discoverer’s responsibility. The clearing-house utilises a large 
number of discoverers instead of having to build a monitoring capability of its own. 
The network owners only need to learn to trust a limited number of incident-reporting 
clearing-houses. Finally, over the time, the clearing-houses accumulate a useful 
database of historical incidents. Conversely, the ISPs and the CSIRTs are in a good 
position to shield the recipients’ identities from being disclosed to the reporters. 

Lastly, the reporter may want to be able to follow up with the reports and validate 
that the information has been sent to the correct place. In the absence of normative 
 



 “Why Wasn’t I Notified?”: Information Security Incident Reporting Demystified 65 

references, a novel categorisation scheme was devised for the purpose of this study. In 
According to the categorisation, the reporter may choose from three options to track 
the subsequent progress of the incident. 

Opportunistic reporters submit the material in blind and generally expect neither 
acknowledgements nor additional information in return. The reporter regards the case 
resolved and moves on to conduct other business as soon as the report has been sent. 

Iterative reporters accept the fact that some of the recipients are interested in 
learning additional details while some may never return a call. In the iterative 
approach, the initial contact only serves as a trigger after which additional material 
can be requested and exchanged. 

Active reporters assume ownership of the incident for as long as they can find 
other responsible handlers to take over. Should the case exhibit signs of stalling, an 
active reporter can take corrective measures to escalate it or otherwise circumvent 
obstacles. 

The real-life incidents examined exhibited all three incident-reporting strategies. 
Each appeared to produce results if used in favourable circumstances. The study was 
not able to devise a methodological way to distinguish which approach would yield 
the best results in given situation. 

4 Case Summaries 

For the purpose of this study, six real-life incidents were examined in detail using 
material obtained under special permission from the CERT-FI incident archives. The 
inherently non-public material was augmented with information found in public 
sources. 

Four of the cases involved compromised web servers that had subsequently been 
turned into malware distribution platforms or phishing sites. To the knowledge of 
CERT-FI, these were isolated incidents and were handled in routine fashion. The 
remaining two incidents required more coordination and their handling lasted for an 
extended period of time. One was a distributed denial of service attack directed to an 
insurance company and the other involved a series of web server breaches that lead to 
a disclosure of 78.000 user names and passwords. Remarkably, both were followed by 
a successful law enforcement operation and the perpetrators were eventually tried in 
court. 

4.1 Compromised Web Servers 

Incidents involving compromised web servers are almost a daily routine for CERT-FI. 
Despite of that, each of the four cases examined was handled in a slightly different 
manner. In each case, CERT-FI was involved in different role – this turned out to play 
an important role in deciding the choice of actions to take. In addition, the route via 
which reports passed through the contact network was not directly transferable from 
case to case. 

In each case, the initial incident discovery was not only attributable to source other 
than the original attack target but also to a party with no apparent dealings with the 
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compromised party. Hence, one or more intermediaries were needed to deliver the 
information within reach of parties with better means to resolve the issues. 
Interestingly, in each case, not all affected parties were included in the information 
sharing. Chances are that they never came to discover that they had been affected by 
an information security incident. 

Someone Else’s Problem. In the first case examined, a web server in Finland had 
been broken into and a lookalike page portraying to be an online banking service had 
been inserted onto the server. The compromised server belonged to a small Finnish 
non-profit organisation. Over a hundred similar phishing cases were registered with 
CERT-FI in 2009. This particular incident has been assigned an identifier [FICORA 
#309474] by CERT-FI. 

CERT-FI received the report from a commercial German incident clearing-house 
CLEAN MX. The identity of the original discoverer was withheld by the clearing-
house. Instead, a compelling set of evidence supporting the incident report was 
provided. Although the material received by CERT-FI was actionable, no action to 
resolve the incident was taken. CERT-FI was able to satisfactorily verify that a copy 
of the report had been delivered to the security team of the responsible network. 

Interestingly, in the material examined, there was nothing to suggest that the 
foreign bank was contacted or its affected customers identified. 

Assuming Responsibility of Someone Else’s Problem. In a second case, identified 
[FICORA #308909], a compromised server in Finland had been turned into malware 
distribution platform. As with previous case, CLEAN MX was involved and CERT-FI 
received an informational copy of the report. This time, however, action was needed 
to inform the network provider about additional findings uncovered by CERT-FI. 
CERT-FI sent the additional material to the upstream network connection provider. 
Based on the material available, it is not clear why the actual hosting provider was not 
contacted. This may have been either an oversight or – with the benefit of hindsight – 
an effort to put pressure onto the hosting provider. In any case, shortly after escalating 
the incident to the upstream operator, the material was removed from the server. 

Enforcing the Chain of Trust. In this case, six servers in Finland had been 
compromised and turned into malware distributing platforms. CERT-FI received 
information from a clearing-house that has expressed a wish to remain unidentified. 
The identities of the original discoverers were unknown to CERT-FI. Due to previous 
engagements and mutual agreements, the reports were considered trustworthy and 
CERT-FI proceeded to inform the ISPs about incidents. Only four ISPs out of six 
acknowledged that they had responded to the report. The incident id was [FICORA 
#295909]. 

Informing a Foreign Victim. As part of their routine job, analysts at an internet 
security company F-Secure had been reverse-engineering malware samples. 
Among other things, they had been able to extract addresses of the web sites 
containing additional malware. These addresses were passed on to CERT-FI who 
then opened an incident ticket [FICORA #307761] and proceeded to contact the 
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ISP in the United States. Upon receiving acknowledgement from the reputable US 
business, CERT-FI closed the case. Performing extra checks was not deemed 
necessary. 

4.2 Data Breach 

In late 2007, a young Finnish male in his teens broke into at least ten web sites and 
stole their user databases. He then proceeded to publish the credentials along with the 
passwords – 78,000 altogether – with an apparent intention to create havoc among the 
users. The incident with a ticket identifier [CERT-FI: 36789] was discovered by 
several private citizens independently. Figuring out, which services the credentials 
had been stolen from required some investigation and limiting collateral damage was 
seen a priority by CERT-FI. 

After some guesswork, the compromised systems were identified and their owners 
contacted. Information acquired from their administrators helped establish the chain 
of events and that all compromised systems had been identified. Within a week, the 
police proceeded to successfully arrest the perpetrator. He was eventually tried in 
court. [35] 

CERT-FI never contacted the end users whose passwords had been leaked. Most 
were informed in some way by their administrators or they found out about the 
incident thanks to the widespread media coverage. 

4.3 Denial of Service Attack 

The websites of three Estonian companies began experiencing symptoms of denial of 
service attacks in the summer of 2006. One of the targets was a subsidiary to a 
company based in Finland, which automatically made the incident interesting to 
CERT-FI. A ticket with an id of [CERT-FI: 19608] was issued. It was soon 
discovered that the attack traffic came from thousands of compromised computers all 
over the world. 

During the investigation, it was discovered that several versions of a specialised 
autonomously propagating malware had been issued by an unknown author. The 
malware contained no command and control structure and would hence continue the 
attack perpetually. In fact, the attack is still on going at the time of collecting 
material for this study. The malware author was subsequently arrested and tried [27] 
but even he is unable to cancel his creations. According to the telecommunications 
provider, after four years, roughly 99 % of the incoming traffic to the web servers is 
still considered generated by the attack and is filtered out before it reaches the 
servers. 

5 Conclusion 

In this study, a review of normative literature was combined with an examination of 
real-life incident cases. This was done in an effort to produce an informed opinion 
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about the state of play in the field of network and information security incident 
reporting. The purpose was to find how far apart the two worlds are from each other. 

5.1 Incidents Can Be Detected by Outside Parties 

The cases examined for this study helped underline the fact that there is a 
discontinuation in the way incidents are being discovered and whom they target. The 
victims are often among the last ones to learn about incidents affecting them, while at 
the same time perfect strangers can detect them without an effort. This underlines the 
importance of an agnostic approach to the sources of incident reports. Refusal to 
accept incident reports from the so-called outsiders causes an organisation to miss 
important information about its own security weaknesses. 

5.2 Finding Correct Incident Reporting Contacts Is Challenging 

Internet registries have only recently discovered that they could have a role to play in 
helping people determine who is responsible for handling information security 
breaches in various parts of the internet. It is rather remarkable that this has not 
happened earlier, as the delay has helped produce black spots in the internet where 
malicious activities go often unnoticed for long periods of time. Incident-reporting 
clearing-houses are invaluable as they perform the task that otherwise would belong 
to nobody. That is, they help the incident discoverers in getting the message to the 
victims. 

5.3 Incident Reporting Not Fully Understood in Standards Literature 

The standards have yet to discover the importance of complementing local event 
monitoring with reports received from external sources. The notion of having to base 
security procedures partly on data from unknown sources fits rather poorly with the 
control-driven worldview of standardisation. The study found ISO/IEC 27002 and 
IETF RFC 5070 to be the prime examples of standards with a say in incident response 
and reporting. The ISO standard describes the management system-level requirements 
and justification for incident response and the RFC provides a way to automate the 
processing and exchange of incident-related data. 

5.4 Automation Not Fully Exploited in Incident Reporting 

The everyday business of incident reporting and handling takedown requests still 
largely relies on human-to-human e-mail correspondence. The current automated 
tools are reduced to producing human-readable reports in an automated fashion and 
parsing incoming human-readable material. Existing standards for automating the 
whole exchange of incident-related material are heavily underused. Due to the holistic 
nature of the incident response process, there is continued need for human 
supervision. The challenge is to support the iterative information exchange and ad-
hoc communications paths. 
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Abstract. The problem of identifying inappropriate software is a daunting one 
for ordinary users.  The two currently prevalent methods are intrinsically cen-
tralized: certification of “good” software by platform vendors and flagging of 
“bad” software by antivirus vendors or other global entities. However, because 
appropriateness has cultural and social dimensions, centralized means of signal-
ing appropriateness is ineffective and can lead to habituation (user clicking-
through warnings) or disputes (users discovering that certified software is  
inappropriate). 

In this work, we look at the possibility of relying on inputs from persona-
lized communities (consisting of friends and experts whom individual users 
trust) to avoid installing inappropriate software. Drawing from theories, we de-
veloped a set of design guidelines for a trustworthy application installation 
process. We had an initial validation of the guidelines through an online survey; 
we verified the high relevance of information from a personalized community 
and found strong user motivation to protect friends and family members when 
know of digital risks. We designed and implemented a prototype system on the 
Nokia N810 tablet. In addition to showing risk signals from personalized com-
munity prominently, our prototype installer deters unsafe actions by slowing the 
user down with habituation-breaking mechanisms. We conducted also a hands-
on evaluation and verified the strength of opinion communicated through 
friends over opinion by online community members. 

Keywords: Usable security, User-centered design, Risk signaling. 

1 Introduction 

The versatility of mobile devices paves the way for a large array of novel applications; 
mobile devices today contain ever more sensitive information such as medical data, 
user location and financial credentials. As device manufacturers open up the mobile 
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platforms to encourage third party software development, applications from different 
sources are becoming available. Some of these applications, although not malicious, 
are inappropriate in the sense that they can cause harm (e.g., loss of privacy) or offense 
(e.g., culturally or religiously-insensitive content) to some users. The appropriateness 
of FlexiSpy – one of several commercial applications intended to spy on the activities 
of the user of a mobile phone – has been contentious. Mobile applications with poten-
tially inappropriate content are becoming publicly available1. 

The bar for developing “applications” is also being lowered drastically. One can 
now develop simple applications for mobile devices by using only scripting languages 
(e.g., using JavaScript+HTML+CSS for Palm webOS [27]), or even without much 
programming experience using online tools (e.g., OviAppWizard [28] and AppWi-
zard [29]). These applications are unlikely to be malicious (as they don't do too much) 
but we can expect a flood of applications from a larger variety of originators which 
increases the chance of a given application offending a certain group of users. 

1.1 What Is Inappropriate Software? 

StopBadware.org [30] defines badware as software that fundamentally disregards a 
user’s choice about how his or her computer or network connection will be used. In 
addition to software with malicious intent, the definition covers bad practices, such as 
installing additional unexpected software, hiding details from users, and incompre-
hensible End User License Agreement (EULA) that hinder an informed consent. Our 
understanding of “inappropriate software” is close to this notion of badware. In addi-
tion to maliciousness and disregard of user-choice, we consider software appropriate-
ness to cover also the cultural and social dimensions.  

1.2 Software Certification and Its Limitations 

A dominant approach for reducing the risk of malicious software on mobile platforms 
(e.g., Symbian, BlackBerry, J2ME and Android) is to rely on software certification 
and platform security. Software certification (e.g., Java Verified Program [31] and 
Symbian Signed [32]) is usually subject to software testing conducted by an autho-
rized third party using publicly available criteria. But testing typically focuses only on 
technical compliance such as proper usage of system resources, proper application 
start/stop behavior and support for complete un-installation. Platform security (e.g., 
Symbian OS Platform Security [10] and Java Security Architecture [8]) refers to the 
isolation and access control features of the operating system or runtime. Ideally, soft-
ware certification and platform security are used in tandem: an application is granted 
the privileges it requires if it is signed by a party trusted by the device platform. How-
ever, certification does not guarantee software security. It also does not consider the 
social and cultural aspects of software appropriateness. 

Uncertified Software: The Risk of Habituation. Many application installers (in 
mobile or desktop environment) resort to displaying warning and disclaimer notices to 
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signal risks when software to be installed is not certified. Visual difference when 
installing certified and non-certified software is often low; the text is also typically 
uninformative (see Figure 1). Providing system-generated notifications to which user 
attends to maintain security is the practice of “security by admonition” [26]. Besides 
degrading user experience, such notices lead to a high rate of false-positives causing 
many users to habitually click-through them. Click-through behavior is further en-
trenched when warnings equating “uncertified software” as possibly “harmful” may 
contradict other signals a user receives. An example of this is the installation of Gmail 
application (Figure 2a); the installer warns that it is ‘untrusted’ and ‘maybe harmful’ 
since it is not certified. A user, who trusts Google and who has just downloaded the 
application from Google’s website will ignore and click-through the warning. 

 

 

 

Fig. 1. The Skype PC version has a list of ‘featured extras’ that include both Skype-certified 
and non-certified plugins. The visual difference when installing the two types is only the color 
of certification label (light-blue vs. soft-yellow). 

 

Fig. 2a. Gmail is not certified                 Fig. 2b. FlexiSpy is certified [33] 

Certified Software: The Risk of Centralized Judgment. On the other hand, soft-
ware certified by a central authority may be perceived as inappropriate by some 
communities. An example of this is FlexiSpy – advertised as a tool to monitor the 
work force and protect the children and is available on most mobile platforms. The 
application has a number of characteristics that can be construed inappropriate: it 
spies on user activities (call, SMS, email, location), is invisible in the application list, 
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uses a deceptive name (RBackupPro) and allows the device to be controlled remotely. 
F-Secure flagged it as spyware that may be used for malicious purposes illegally [33] 
but as FlexiSpy fulfills the certification criteria, it is Symbian certified. In other 
words, a user is given a warning (Figure 2a) when he tries to install Gmail although 
he may likely trust it, whereas FlexiSpy can be installed without warnings (Figure 2b) 
even though he may belong to the group of people who consider it inappropriate. 

On iPhone, Apple decides which 3rd party applications can be distributed 
through the iTunes Appstore; we regard this as a scheme of implicit certification. 
Apple has also the means to activate a “kill-switch” to disable applications that may 
have been “inadvertently” distributed and later deemed “inappropriate by Apple”. 
Apple’s review criteria are, however, not publicly available. This has resulted in 
outcomes that are contested by developers and the Electronic Frontiers Foundation 
[34]. South Park, Eucalyptus and the Stern.de reader were among applications that 
were deemed “inappropriate by Apple” but later approved after protests [34]. Such 
contentions exemplify that centralized judgment can hardly cater for the value sys-
tems of different users. 

1.3 Our Contribution 

• We derived a set of design guidelines, grounded in cognitive and information flow 
theories, for a trustworthy software installation process (Section 2). Although we 
focus on mobile devices here in this paper, the guidelines are applicable to other 
platforms (e.g., desktop, Facebook) where installation by end-users can take place. 

• We surveyed for the behaviors during installation, and we found high relevance of 
information from friends/family and user motivation to protect them. (Section 3) 

• We built and evaluated a prototype system (Section 4 & 5). Although we could not 
test the efficacy of our prototype against habituation, we verified that opinion by 
friend is of higher impact than that of by online community through the user study. 

2  Designing a Trustworthy Installation Process 

We consider that a trustworthy installation process to be one that helps users to avoid 
installing inappropriate application. Besides providing risk signals that are perceived 
reliable and relevant, the installer should take into account of the risk of habituation, 
which undermines the efficacy of many security mechanisms involving end-users.  

2.1 Cognition during Application Installation 

In the conventional installation task flow, as a user defines his expectation or desired 
software functionality (for a task at hand), he starts by searching for an application in 
the application market or on the web that meets his requirements. When such an ap-
plication is found (and downloaded), the user will have to perform some “post-
selection” actions such as accepting security-related conditions and configuration 
options before he is able to use it (objective attained). These “post-selection” steps are 
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nearly always made without the user paying attention to what is asked. Habituation to 
click-through this “post-selection” phase could be attributed to current design of in-
stallation that lacks understanding for user’s cognition.  

To develop guidelines that take into account of user’s cognition, we draw on the 
dual processing theory [12] in cognitive science, which identifies two main types of 
cognitive processes: controlled and automated processes.  

Controlled processes are goal-directed; a user defines an objective and plans a path 
that (in his opinion) will lead to the objective. At certain points, the user will make an 
appreciation of the current context in order to decide on the next best-move in achiev-
ing his end goal. This process is highly dynamic and requires logical thinking. For 
these reasons, one can execute only one controlled process at a time. Appreciation of 
the current context and decision for a course of action, over time, can be based on 
superficial comparison of contexts. This leads to faster decision making [7,12]. De-
spite a potential high degree of automation in decision making, it remains a controlled 
process as one will always have to compare between multiple contexts.  

Automated processes such as habits, on the other hand, pose little to no cognitive 
load. Habits develop from deliberate into thoughtless actions towards a goal. If the 
context for an action is nearly identical over a series of performances, the action be-
comes mentally associated with the context; observing the context is enough to trigger 
the action [1,17]. The simpler a task, the more frequently it is executed and the higher 
similarity in context, the stronger a habit can become. New information that invali-
dates the initial conditions (which led to an action or habit) will go unnoticed.  

The difference between habits (automated) and automation in decision making 
(controlled) lies in the constancy of the context. Habits are developed if the context is 
(nearly) always the same. With the latter, context varies between a number of states 
with reasonable likelihood, thus requiring a controlled process of context comparison.  

   

Fig. 3. (Left) A constant context results in habitual behavior. (Right) Using the attention cap-
ture process with the dominant context as reference prevents this. 

The constant context (lack of context-sensitive information) during installation 
makes the action of confirmation a habit. This is exemplified in Figure 3 (left); the 
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context of a normal installation flow (C1) demands the decision of action A1 (install) 
that results in R1. An abnormal context (C2) should lead to R2 (installation aborted). 
But as context C1 occurs much more often (denoted with probability .99) than context 
C2, user will over time expect context C1 and habitually selects action A1. This is 
more likely if there is no clear visual difference between the contexts (e.g., Figure 1). 
Furthermore, from a user perspective, the choice (install or abort) is asked after the 
last conscious step of having decided to download and install a particular application. 
Users also rarely face immediate consequence for installing inappropriate software.  

We argue that habituation can be avoided by eliminating the need for user action in 
the normal and frequent context (an easy target of habituation) altogether. Depicted in 
Figure 3 (right), context C1 can be taken as reference context with an implied action 
A1. User can then be made aware of the deviation from this reference context through 
attention capture – the process of making a user aware of a change in environment 
that (may) require the user to attend to a new task [15]. A predominant view is that 
attention capture is an automated, stimulus-driven process modulated by the current 
controlled task [18]. The cognitive load required for the current task, as well as the 
strength and the relevance of the stimulus to the current task, affect the likelihood that 
a person will act on the stimulus. Thus, in addition to visual salience, the relevance 
and strength of a warning (risk signal) are paramount to ensure that users will take 
note of and evaluate the warning, during the installation process. 

2.2 Information Flow and Risk Signaling  

Software warnings (risk signals) have conventionally been communicated to users in 
a hypodermic-needle manner by expert entities (e.g., antivirus vendors). These risk 
signals are designed against malware and do not cover for aspects such as the respect 
for user choice and the social/cultural factors of software appropriateness.  

In search of risk signals that are relevant and of high impact, we refer to the two-
step flow theory [13] – the founding work of innovation diffusion theory – which 
describes how communication can be more effective through a network of people 
(rather than through the hypodermic-needle fashion). Central to the theory are the 
information brokers (originally known as opinion leaders in [13]) who are not neces-
sarily the most knowledgeable but are nevertheless skillful in interconnecting people 
[3]. Information brokers guide the information flow from sources into separate groups 
(first step) given incentives such as early information access and social capital [3]. 
When information gets into a particular group, competition among group members 
can serve to encourage each other to improve own knowledge and exchange opinions, 
which constitutes the second step of information flow [3]. Social media such as Twit-
ter and Facebook are successful examples that have harnessed the power of social 
networks for effective communication. Use of social networks for provisioning or 
relaying of risk signals is, however, still an early concept.  

PhishTank [35] and Web of Trust (WOT) [35] are systems that employ “wisdom of 
crowds” (using a global community, not personalized network) to improve web security. 
PhishTank solicits reports and votes against phish-sites, while WOT collects public opi-
nions on the trustworthiness, vendor-reliability, child-safety and privacy-handling  
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of websites. Both systems aggregate user ratings into global (rather than personalized) 
values. Such global values can, however, be susceptible to exploitation. Moore and Clay-
ton [16] argued that as participation in PhishTank follows a power-law distribution, its 
results can be easily influenced by the few highly active users2.  

Prior work has pointed to the advantages of using inputs from personalized net-
works instead of the global community. Against phishing, Camp advocated for the 
use of social networks to generate risk signals that are trustworthy as the incentive to 
cheat is low among members who share (long-term) social ties [4]. Inputs from social 
networks can also be verified through offline relationship, allowing incompetent or 
dishonest sources to be removed [4]. Personified risks are also perceived greater than 
anonymous risks [22]; this may help to mitigate the psychological bias (known as 
valence effect) in which people overestimate favorable events for themselves. Inputs 
from social networks are also socially and culturally relevant. 

2.3 Design Guidelines  

To sum up, we consider that a trustworthy installation process should:  

• Avoid requiring user actions that can be easily habituated. User actions in a 
normal and frequent context could be made implicit and complemented with an at-
tention capture mechanism to signal any deviation from this context. 

• Employ signals that are visually salient, relevant and of high impact. Signals 
should cover both the objective and subjective factors of software appropriateness. 

• Incorporate mechanisms to gather and utilize feedbacks from user’s persona-
lized community. In this work, we refer a personalized community to friends and 
experts whom individual users trust in providing valuable inputs about software ap-
propriateness. Experts could be vendors or gurus who are knowledgeable in the 
technical evaluation of software. A list of reputable experts can be set for all users 
by default. Meanwhile, Friends refer to ones whom users have personal contacts 
with and whom could help by sharing personal experience about applications or re-
laying information. Here, we hypothesize that risk signals from the personalized 
community can be more effective (due to their relevance and trustworthiness) than 
that of from global community. We verified the relevance and strength of inputs 
from friends in our survey (Section 3) and user study (Section 5).  

3 Web-Based Survey 

We conducted an online survey to identify the installation behaviors and to evaluate 
the potentials of a personalized community in providing relevant and helpful  
signals.  

                                                           
2  We note that this may be not too serious as determining whether a website is a phishing site 

(similar to whether an application is malicious) is usually objective. But judging if a website 
is trustworthy (with WOT, similar to evaluating the subjective factors of software appro-
priateness) can be contentious and prone to dishonest behavior (e.g., Sybil attack [5]). 
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Recruitment and Demographics. We recruited our participants mainly from univer-
sities. We put up posters around popular campus areas. Emails were also sent to col-
leagues in other universities with the request to take part and to the forward the invita-
tion to their contacts. Throughout the recruitment and responding process, we referred 
our survey as a study on user behaviors during installation using the title: “A Survey 
on Software Installation”. Considerations were taken to avoid priming of secure be-
haviors. The reward for participation was to receive a cinema ticket on a lucky draw 
basis. Winners who do not reside in the Nordic region were rewarded with a souvenir-
book. The lucky draw was made a few weeks after the data collection. 

The survey was open for participation for 3 weeks. In total, 120 participants took 
part in the survey. Participants who did not complete all questions, or whose total 
response time was unrealistically low (<10 minutes) were excluded. The final popula-
tion consists of 106 subjects (36% females). 12% have a PhD degree, 42% have a 
Master degree while 28% have a Bachelor degree. 61% have a background in IT or 
engineering (power, electrical, mechanical, etc.) while 39% have a non-technical 
background (see Table 1). Subjects took 15 minutes on average to complete the sur-
vey, which was structured into 12 questions with 105 items in total. We mostly used a 
4-point Likert scale on the perceived importance of an element and the likelihood or 
frequency of performing an action. 

 Table 1. Demographics of survey participants          Table 2. When know of digital risks 

Education/work background Age group 
IT or Engineering 61% 18-24 15%
Business / Finance 12% 25-29 41%

Science / Math 8% 30-39 32%
Arts & Social Science 10% 40-49 11%

Others 9% 50+ 1% 
 

User would always / often inform 
   friends or family 62 % 
   members of online community 15 % 
   expert individuals 14 % 
   expert organizations  8 % 
   antivirus software company 6 % 

 

Results. We present a few interesting findings that we obtained. Finding-1 concerns 
the behaviors during installation while the others demonstrate the potentials of ratings 
from a personalized community. The percentage values were computed after reducing 
the responses from 4-point Likert scales into nominal levels of important/not, like-
ly/not, or usually/seldom. 

i. Information during installation is mostly ignored. 83%, 90% and 75% of the 
subjects reported that they seldom read the EULA, privacy policy and disclaimer 
notices respectively during the installation process. Similarly, 78% of the subjects 
seldom check for digital signatures (or software certificates), nor abort installation 
when they are absent. Only 30% usually abort installation given warnings from the 
installer. However, 69% usually abort installation if unnecessary personal ques-
tions were asked. 76% usually abort installation if warned by antivirus software, 
while 53% usually abort installation in the presence of advertisement pop-ups.  

ii. Security vendors, experts and friends are important sources for information 
on digital risks. About 90% of the subjects reported that antivirus software is an 
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important source of information about digital risks (e.g., harmful or inappropriate 
software/services). Expert organizations and individuals also scored high (75%). 
Undeniably, security vendors and experts are the most important sources of infor-
mation on digital risks. The survey gave further interesting results. 65% of the  
subjects regarded the first-hand experience by friends and family members as im-
portant. In comparison, fewer subjects (50%) considered the experience from 
members of an online community to be important. This difference was statistically 
significant (p<.01, Chi-square). This suggests that users regard inputs from friends 
and family members to be more relevant than that of from an online community.  

iii. When users know about digital risks, they are motivated to inform friends or 
family rather than the online community. 60% reported that they could usually 
find security-related information by themselves. However, only 34% have been 
asked by friends or family members on whether software is trustworthy or appro-
priate. This could be due to the lack of existing system to share their opinions 
about software with his friends or family members. Indeed, we find that motiva-
tion to inform friends or family members about digital risks is high. 62% of the 
subjects would inform them about digital risks. Comparatively, only 15% were 
motivated to inform the online community (see Table 2). The difference was sta-
tistically significant (p<.0001). This suggests that users have more motivation to 
protect his friends than members of online community. This supports the feasibili-
ty of a rating system based on personalized communities over the global-
community compatriot.  

iv. Users consider reviews from trusted sources to be helpful. With considerations 
to the limited screen size of mobile devices, 80% regarded reviews from trusted 
sources to be important/helpful information during software installation. 

Limitation and Discussion. We note that the education level of the participants was 
high, and 61% of the subjects have a background in IT or engineering. Yet, even though 
we might expect the subjects to be more aware of digital risks, there is an evident ‘click-
through’ behavior. Excluding those with an IT/Engineering background, slightly fewer 
subjects (51%) could usually find security-related information themselves. However, the 
key results remain unchanged: 66% regarded friends as important source of risk informa-
tion; 60% would inform friends or family when know about digital risks (compared to 
only 12% would inform such risks to an online community); 72% perceived reviews and 
ratings from trusted sources to be important/helpful information during software  
installation. 

4 System Architecture and Prototype 

Two important components in our architecture are: (i) software repository, which main-
tains a list of applications available for installation and a software catalog (containing 
metadata such as price, author, description and keywords); (ii) rendezvous server, which 
issues identity certificates and manages the user database, social graph and application 
reviews. To use the prototype installer (developed on the Nokia N810 tablet), a user  
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must first register and obtain his credentials at the rendezvous server. Thereafter, the user 
can add friends and experts whom he trusts into his personalized community, and share 
software reviews with them, using the prototype. Sharing is done through the rendezvous 
server, Bluetooth or email. Software reviews are digitally signed and verified on the pro-
totype to ensure authenticity and integrity. 

 
 
 
 
Fig. 4. System Architecture. The proto-
type was implemented on the Nokia 
N810 tablet, while a rendezvous server 
was setup on an Ubuntu desktop. The 
prototype interacts with conventional 
software repositories to obtain applica-
tion catalog and installation packages. 
 
 

 
 

 

Fig. 5. Prototype. (Left) The front-page shows an application list with basic description on the 
right panel. (Right) The experimental ‘bin-the-monster’ mechanism: user clicks on a monster to 
read the negative review; he has to drag it into the bin if he chooses to disregard the review. 
(Note that the reviews and ratings were artificially generated for evaluation purposes only) 

The installation task flow was redesigned. When a user defines his requirements 
and searches for suitable applications (using some keywords), our prototype displays 
a list of related software (Figure 5, left). The right panel shows basic information of a 
selected application, while detailed reviews from user’s personalized community can 
be accessed by clicking on the “learn more” button. The “install” button will install an 
application without further prompting (if it has not been ‘flagged’ as potentially inap-
propriate by the user’s personalized community). This removes user actions (in the 
post-selection phase of conventional task flow) that are prone to habituation. 
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For an application that has received negative reviews (i.e. flagged by the persona-
lized community), a risk signal is shown prominently to catch the user’s attention. To 
reflect the personal/social dimension of the warning, we chose a non-conventional 
risk symbol: a Pacman-like monster. Warning triangles and stop signs may signal that 
it is an “objective” opinion by some authorities. 

The symbol is shown for flagged applications only; salience is increased by not 
showing positive cues. It is placed at the same level as the application name, and is 
enlarged when the application is highlighted. If the user decides to install an applica-
tion that has been flagged, he is redirected to the review-page (Figure 5, right) where 
he has to read the detailed reviews. Textual review improves the relevance of a risk 
signal as user can appreciate what is said better than numerical values [20]. Negative 
reviews are framed in red (bottom-up salience). To mitigate a potential click-through 
when attending to the negative reviews, we experimented with two habituation-
breaking tasks (to improve the efficacy of attention-capture): 

• Delay: User has to read every negative review by clicking on each of the monsters 
with some time interval. When clicked, a monster will disappear into an icon with 
numerical rating only after a few seconds, before the next review can be read. 

• Bin-the-monster: As before, but the monster only disappears when it is dragged 
into the bin. User cannot install until all monsters have been binned (Figure 5). 

5 User Evaluation 

We conducted a hands-on evaluation and investigated the strength of opinion given 
by friends compared to opinion given by online community members.  

Recruitment and Demographics. Participants were mainly recruited from universi-
ties. We distributed recruitment notes around popular campus areas especially in the 
social science and science/math faculties. A web-form was also created to allow sub-
jects to sign-up online. Participants of our survey were especially encouraged to take 
part if they reside in the Nordics; they were directed to the signup form upon complet-
ing the survey. Each participant was rewarded with two cinema tickets. There were in 
total 20 participants (7 females) consisting of students, researchers and a few working 
adults. 6 participants came from an IT background. The remaining subjects comprised 
of 6 mechanical, electrical or power engineering students, 4 science/math graduates, 3 
art/design graduates, and 1 psychology undergraduate.  

Experimental Setting. We specified 4 testing days and arranged with the participants 
a suitable session of an hour each. Individual participants were invited to our premises 
where the study took place. Each session was preceded with a brief interview. The 
main task was structured into four evaluation scenarios. In the end, we asked for the 
overall experience with our prototype before a final debrief.  

In the brief interview, we asked if a subject has encountered situations where he 
had difficulties or doubts in determining the appropriateness of certain software; all 
subjects responded that they had been in such situations before. We then requested the 
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subject to write down the names of two friends whose opinions could be useful in 
these situations. We then keyed in these two names into our prototype system. 

We gave the subject a script containing the description of the initial setting and the 
four evaluation scenarios (denoted as S1, S2, S3 and S4). The initial setting depicts a 
situation where there was a special offer on 4 applications which the subject would 
have to decide if he would like to buy and install. The special offer was meant to pro-
vide motivation to buy/install the applications in the evaluation scenarios. Two 
games, a browser and a media player (denoted as A1, A2, A3 and A4) were selected 
such that the likelihood of subjects having prior experience with them was low.  

Having understood the initial setting, the subject was required to decide if he 
would buy/install a specific application in each evaluation scenario based on some 
basic description (application name, file size, name of developer, a short text provided 
by developer) and software reviews provided by online community members as well 
as the two friends mentioned during the brief interview. 

Four negative reviews were scripted to signal a mild level of inappropriateness. 
They concerned advertisement pop-ups, pornographic content, program crashes (data 
loss) and suspicious elements. A set of positive reviews were also scripted. Each ap-
plication was associated with a fixed pair of negative and positive reviews.  

The evaluation scenarios were designed to present to the subject, positive and neg-
ative reviews from either friends or online community, as described in Table 3 (left). 
We assigned the applications (A1, A2, A3 and A4) to the four scenarios in a rotating 
manner. Specifically, subject-1 would decide whether to buy/install applications A1, 
A2, A3 and A4, while subject-2 go through applications A2, A3, A4 and A1 in the 
fixed order of scenarios (from S1 to S2, S3 and finally S4). Rotating the applications 
in this manner avoided the potential bias due to the characteristics of individual appli-
cations and their fixed pair of positive/negative reviews. 

Table 3. (Left) The 4 evaluation scenarios. (Right) Installation ratio in each scenario 

  Install Didn’t Install 
S1 No reviews from online community nor friends were provided 13 7 
S2 Negative reviews were given by online community but friends 

gave positive reviews 
10 10 

S3 Positive reviews were given by online community but friends 
gave negative reviews 

4 16 

S4 Same as S3; the “bin-the-monster” mechanism was activated. 
After noting down the installation decision, subject was re-
quired to try installing the application (regardless of his deci-
sion) to experience the habituation-breaking interaction. 

7 13 

 
The subject was required to write down his decision to whether buy/install in each 

scenario and the reason on the evaluation script. In scenario S3, we asked for feed-
backs on the use a Pacman-like monster as risk symbol. In scenario S4, we asked for 
experience with the “bin-the-monster” habituation-breaking mechanism. We used a 5-
point Likert scale in both tasks. 
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Upon completing the four evaluation scenarios, we asked the subject his overall 
experience in using our prototype system in the form of descriptive feedback and a 5-
point Likert scale (from terrible to great-idea). In the debrief, we informed the subject 
that all applications used were in reality good software available for the N810 tablet; 
all ratings and reviews had been scripted for experimental purposes only.  

Results. Installation count in each evaluation scenario is shown in Table 3 (right). In 
S1, without any software reviews, 65% of the subjects went ahead to buy/install an 
application. The installation ratio decreased slightly (from 65% to 50%) in scenario 
S2 but dropped drastically (to 20%) in S3. Using the installation ratios, we evaluated 
the T1, T2 and T3 tests with the respective null hypothesis NH3, NH4 and NH5:  

  (T1) NH1: Negative community review does not overrule positive review by friend 

  (T2) NH2: Negative review by friend does not overrule positive community review 

  (T3) NH3: Overall strength of review by friend is not stronger than that of community review 

Installation ratio in S1 served as the baseline of T1 and T2 tests (i.e. T1 compared the 
ratio in S2 to S1, while T2 compared the ratio in S3 to S1). Meanwhile, T3 was per-
formed by comparing the ratio in S3 to S2. The hypothesis tests were evaluated using 
(one-tailed) Chi-square (good-of-fit) and binomial exact test. We favor results from 
binomial test as Chi-square statistics works better with a larger sample size.  

Table 4. Results of hypothesis testing 

 Chi-square Binomial Result 
T1 p = .080 p = .122 NH1 cannot be rejected 
T2 p < .001 p < .001 NH2 is strongly rejected 
T3 p = .004 p = .006 NH3 is strongly rejected 

 
We could not reject NH1 in T1. Although users reacted to negative reviews from 

online community members (resulting in a slightly smaller installation ratio in S2), 
the effect was not statistically significant. While we believe that users tend to react 
more towards negative reviews; warnings by online community members do not over-
rule positive feedbacks given by friends.  

With T2, it was evident that negative reviews provided by friends overruled posi-
tive reviews by online community members. This was significant at 0.1% level.  

The large ratio difference (30%) between S3 and S2 suggested the higher impact of 
information from friends. We evaluated this in T3. The overall strength of reviews by 
friends is stronger than reviews by online community members (significant at 1% 
level). The strength of (risk) signals communicated via friends should be exploited to 
mitigate click-through and careless behaviors during software installation.  

We observed that the installation ratio in S4 (35%) was higher than in S3 (20%). 
We tested if the “bin-the-monster” mechanism had inadvertently reduced the effec-
tiveness of risk signaling, and found that the effect was significant at 10% level. With 
our experimental “bin-the-monster” mechanism, a bin was shown after some delay 
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when user clicked on a monster. However, the sudden appearance of the bin might 
have that caused subjects to prioritize binning the monster over reading the review. 
As it might not be obvious that the monster could be binned, we tried to assist the 
users by showing a hint (Figure 5, bottom). The short hint (“read the review and bin 
the monsters”) might have been also construed as an instruction (or suggestive that it 
was ok to install) rather than to encourage a conscious decision. Our experimental 
‘bin-the-monster’ mechanism was not a very successful one. An improved design 
could be to display the bin constantly to avoid a sudden appearance. The hint would 
need to be rephrased. A more direct association between the monster and review may 
also be helpful. For example, when user drags a monster into the bin, the correspond-
ing review should be dragged together to signal that he is disregarding a review from 
his personalized community.  

 
Table 5. On using Pacman-like monster as risk symbol       Table 6. Overall user experience 

 μ σ2 

Monster draws attention 4.3 .69 

Monster gives clear message 2.8 1.3 

Monster gives warning 3.8 1.1 

Prefer monster over  3.2 1.1 

Prefer monster over  3.4 1.1 
1=strongly disagree, 5=strongly agree 

 

 μ σ2 
Experience with  
habituation-breaking 

 3.5  1.5 

Experience with  
social rating inte-
grated with software 
installation 

 4.4 .61 

1=terrible, 5=great idea 

 
The reactions to the use of the monster as risk symbol were mixed (Table 5). While 

most subjects agreed that it drew attention (salient), a few noted that they did not get a 
clear message of risk/warning. Subjects remained neutral on preferring the monster 
over the conventional “stop” and “exclamation-mark” symbols. We interpret these as 
using a new risk symbol would demand extra effort in educating the users. 

Experience with the experimental “bin-the-monster” habituation-breaking mechan-
ism was diverse (Table 6). Some liked it and found it interesting, while a few found 
such mechanism unnecessary. We note that habituation-breaking mechanisms are 
designed to trade off some level of convenience for safer user actions, and may be 
hard to satisfy all users. Feedback on social rating (for software appropriateness)  
integrated with the installation process was, on the other hand, very positive. This 
suggests that it could be a useful feature on mobile devices (or other computing envi-
ronments that involve installation of third party applications by ordinary users). 

Limitation and Discussion. There are two weaknesses with regard to our user study. 
We note that the T3 test might have an order-bias as subjects were always required to 
complete scenario S2 before proceeding to S3. We should have mitigated this by ran-
domizing the order of test scenarios.  

We note that also the initial setting of “software offer” to provide subjects with 
motivation might not be very realistic. An alternative setting is to have the subjects to  
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decide whether to buy/install an application on behalf of someone whom they care. 
However, we think that both settings have limitations that are hard to avoid in a la-
boratory testing. We could create a sense of realistic risks, for example by informing 
the subjects that they would be required to login to his email/bank account using the 
test device after the study. Yet, we thought that this was not too relevant as we did not 
require the subjects to evaluate whether to install software that are potentially harm-
ful; our study concerned only applications that may be mildly inappropriate. 

Summary of Findings 

• Opinions by friends are stronger than that of by online community; warnings by 
friends overruled positive feedbacks by online community, but not vice-versa 

• The experimental “bin-the-monster” mechanism needs to be improved; designing 
and evaluating an effective habituation-breaking mechanism remain as interesting 
research problems 

• The response towards habituation-breaking mechanisms and a new risk symbol was 
mixed; yet, majority was very positive with the idea of integrated social rating 

6 Related Work 

It is well-known by now that improving only the visual salience of risk signals is not 
enough to ensure secure user behaviors. Studies [23,24] have shown the inefficacy of 
security toolbars and site-authentication images, which mainly rely on an improved 
risk salience. Brustoloni and Villamarin-Salomon [2] suggested using polymorphic 
dialogs (that will vary the order of decision options) to capture user attention and 
break habituation. They advocated also the use of audited dialogs that would keep 
track of user decisions to hold them accountable for irresponsible actions. However, 
subjects regarded audit dialogs as intrusive; audited dialogs also did not assist users to 
make better decisions. In addition to improving the visual salience (through a better 
interface design), our work here increased the relevance of risk signals by employing 
inputs from user’s personalized community.  

Compared to FireFox’s approach of making potentially unsafe actions (e.g., brows-
ing a site with invalid certificate) more difficult to slow-down the users, our experi-
mental habituation-breaking mechanisms (albeit need further improvements) are 
complemented with context-relevant information from personalized communities, that 
is absent in FireFox.  

Related to software installation is the study by Good et.al. [9] which found that 
displaying a short summary (especially right-after the normal EULA notice) can 
effectively reduce the installation of unwanted applications. Yan et.al. concluded 
that visualizing the reputation and a personalized trust value for applications can 
be a helpful feature on mobile devices [25]. These studies highlighted the impor-
tance of timely signals. Our work integrated risk signals from personalized com-
munities with the installation process. This integration was very well received in 
our user study.  
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Our idea of the personalized community is similar to NetTrust’s [4] which em-
ploys personalized rating against the threat of phishing. NetTrust employs implicit 
inputs of browsing and bookmarking history of friends, as well as, explicit recom-
mendations from third parties like banks and Google. Continuing from the initial 
work in [11,5], in this paper, we have provided supports for the use of inputs from 
personalized communities, based on theories, a survey and a hands-on study on a 
prototype system.  

7 Discussion and Future Work 

Use of inputs from personalized communities is not without several shortcomings. 
We outline several challenges along with the potential mitigation strategies worth of 
future investigation.  

Reliability. Inputs provided by user’s personalized community may not be always 
correct. Information from technical sources may also be misinterpreted when guided 
through ordinary users. These issues can be mitigated by making the evaluation 
process more structured. For example, an evaluation can be divided into several as-
pects of software appropriateness rather than a single overall rating.  

Coverage. Although users are likely to encounter similar applications with (some of) his 
friends in practice, undeniably ordinary users will have limited exposure and resources to 
identity all possible inappropriate applications. This is why we have included the notion 
of expert users (whom individual users trust) into the structure of a personalized commu-
nity. A list of experts can be set by default (for all users) to deliver critical risk informa-
tion. We could also extend our work to compute or infer recommendations for specific 
applications when there is no direct input from the personalized community. We note that 
there is much to learn from the field of recommender systems. However, this should be 
done with care so that the high relevance and strength of risk signals, as perceived by 
users, do not diminish.  

Scalability. Software features such as usable contact and review sharing, re-usability 
of reviews (across mobile platforms) as well as robust handling of software versions 
would be helpful to scale our implementation. Rather than building a system of social 
networks from scratch, we plan to merge the prototype with existing services (such as 
Facebook) that are now seamlessly integrated with smart phones.  

Incentives. Like any community-based systems, there are challenges in initiating 
and sustaining user efforts. An important future work is thus to design an incentive 
scheme that would encourage active user participation. Here, we note that in con-
trast to a “crowds” system (i.e. one that employs a global community, such as 
PhishTank and WOT) where the success of the system is a public good, our work 
can benefit from unselfish behaviors among members in the personalized commu-
nity. Indeed, we have seen strong motivation to protect friends and family mem-
bers in our survey.  
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8 Conclusions 

We developed a set of design guidelines grounded on theories for a trustworthy soft-
ware installation process. Through a survey, we verified the high relevance of inputs 
from a personalized community and user motivation to protect friends and family. We 
implemented a prototype system with contact management and reviews sharing capa-
bilities as well as a redesigned installation task-flow. Our user evaluation confirmed 
the strength of information communicated through friends, while the idea of inte-
grated ratings from a personalized community during application installation was very 
well-received.  

There may be some challenges that need to be addressed in future work; given the 
high relevance and strength of inputs from known sources, we show in this paper, the 
potentials of relying on personalized communities to evaluate software appropriate-
ness and to mitigate the problem of click-through habituation during installation.  
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Abstract. Emerging approaches to network monitoring involve large
numbers of agents collaborating to produce performance or security
related statistics on huge, partial mesh networks. The aggregation pro-
cess often involves security or business-critical information which net-
work providers are generally unwilling to share without strong privacy
protection. We present efficient and scalable protocols for privately
computing a large range of aggregation functions based on addition, dis-
junction, and max/min. For addition, we give a protocol that is
information-theoretically secure against a passive adversary, and which
requires only one additional round compared to non-private protocols
for computing sums. For disjunctions, we present both a computation-
ally secure, and an information-theoretically secure solution. The latter
uses a general composition approach which executes the sum protocol
together with a standard multi-party protocol for a complete subgraph
of “trusted servers”. This can be used, for instance, when a large network
can be partitioned into a smaller number of provider domains.

Keywords: Multi-party computation, Private aggregation, Partial
mesh network.

1 Introduction

With the continuous increase of network complexity and attacker sophistication,
the subject of network and security monitoring becomes increasingly important.
Traditionally, organizations have performed network and security monitoring
based only on data they can collect themselves. One of the reasons for this is a
reluctance to share traffic data and security logs between organizations, as such
data is sensitive.

There is much to be gained from collaboration in security monitoring. Attacks
range from being targeted at specific individuals or organizations, to global scale
attacks such as botnets. Naturally, the response measures depend on the type of
attack. The same situation applies to network monitoring, where the complexity
of networks, and large amount of applications can make it difficult to distinguish
between local and global disruptions with access only to local data.

A natural path towards a solution is to use multi-party computation (MPC)
techniques, which have been long studied within the field of cryptography. The
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goal of MPC is to allow a group of mutually distrusting parties to jointly eval-
uate a function of their private inputs, while leaking nothing but what can be
deduced from the output of the function. Furthermore, protocols built on MPC
techniques are generally secure, even if several parties (up to a fraction of the
parties involved in the computation) collude to break the privacy of the other
participants.

The traditional setting of MPC is one where the number of parties is relatively
small and the network is assumed to be full mesh. Sadly, this precludes the
immediate application of such techniques in the large, partial mesh networks
which are prevalent today.

Recent approaches to monitoring in large networks employ an in-network
paradigm [1] whereby monitoring is performed collaboratively by the network
nodes themselves, using algorithms based on spanning trees [26,11] or gossip-
ing [24,22]. For these applications, scalability is often taken to mean sub-linear
growth in resource consumption growth in the size of the network.

Towards a general solution to the problem of collaborative network and secu-
rity monitoring we present in this paper efficient protocols for computing sum,
max, disjunction, and thresholds in partial mesh networks. These operations are
sufficient to implement many of the aggregates of interest in monitoring. Our
protocols are efficient, both in terms of message and computational overhead.

We focus in this paper on passive, “honest-but-curious” adversaries whereby
attackers are bound to follow the protocol but may collude to learn informa-
tion about the honest parties’ inputs. This is much simpler than the active
attack model also considered in multi-party computation and often leads to
more efficient protocols. However, it is also a reasonable and attractive model
in many practical situations where e.g. side conditions related to traffic observa-
tions and arguments of utility can be appealed to to ensure protocol behavior is
adhered to.

The security of MPC protocols is commonly characterized by the size of col-
lusions they remain secure against. Such thresholds become less meaningful for
protocols, such as ours, which can be used on arbitrary networks. Thus, we an-
alyze security in terms of tolerable adversary structures in the sense of Hirt and
Maurer [20], and describe the tolerable structures in terms of graph theoretical
properties of the network on which the protocol is executed.

As the need for monitoring is common to many areas, and our protocols are
efficient, we believe there is a wide range of applications. We give a few examples
of possible applications to set some context for the work.

Example 1 (Collaborative Security Monitoring). The need to aggregate security
log information as part of general intelligence gathering is widely acknowledged,
cf. [29]. The importance of collaboration is further emphasized by services such
as Internet Storm Centre’s www.dshield.org, where firewall logs can be shared,
and aggregate statistics are collected.

Network providers and supervisors have strong interest in accurate security
log aggregates, as this will allow more precise estimations of the global secu-
rity situation, in order to take countermeasures and improve operations. There

www.dshield.org
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are, however, important privacy concerns, as log data, even in sanitized form,
can reveal significant amounts of critical information concerning internal busi-
ness and network operations. Previous work has explored techniques such as log
anonymization and randomized alert routing to deal with this problem [29,25].
We argue that private aggregation techniques can be used in this scenario to pro-
duce practical security aggregates with strong privacy guarantees in near real
time.

One application would be to collect aggregate packet- or flow counts to various
destination ports. Due to the computational efficiency of our protocols, they
could be run directly on network devices such as routers, and without the need
to trust a third party.

Example 2 (Anonymous and robust peer-to-peer networks). Consider a peer-to-
peer network for anonymous publication and retrieval of files where the network
acts as a distributed storage. In this scenario, it could be of interest to compute
the number of copies of a file to discover if further duplication of that file is
needed, something that could be done by a private computation of a sum. It
may also be useful to be able to query for availability of a file without learning
any other information than if the file exists in the network or not, which would
correspond to a private computation of disjunction.

Another application within the realm of peer-to-peer networking would be to
implement monitoring of the overlay to enhance quality and research. This could
be useful both for overlays with strict anonymity requirements, but also for more
traditional file-sharing applications where individual users may still be hesitant
to share information on e.g. the amount of data they’ve uploaded.

Example 3 (Joint control of SCADA systems). A research topic of growing im-
portance is the security of Supervisory Control and Data Acquisition (SCADA)
systems, e.g. systems controlling criticial infrastructure such as the electrical
grid. Many different entities are involved in running the electrical grid, and they
must co-operate to ensure production and consumption is balanced throughout
the grid. However, many of the entities are direct competitors, which can prevent
collaboration that would involve sharing of business-sensitive data.

Our protocols could be applied to monitor aggregate power flows over various
areas of the grid, which is a summation. They could also be applied to compute
the disjunction of alert statuses at operators. Then, if one operator has some
form of disruptions, other operators would automatically be put on alert and be
prepared in case the failure condition affects other parts of the grid. This would
decrease the risk of cascading failures by giving early warnings to other operators,
without sharing detailed information on the reliability of any individial operator.

We believe that in the scenarios presented above, the assumption of a passive ad-
versary could be reasonable. For network monitoring, there is little to be gained
for the participants in disrupting the computation of the aggregated informa-
tion. In the P2P scenario, attacking monitoring is likely to be uninteresting, but
searches and functions ensuring replication may be suitable candidates for pro-
tocols with stronger security properties, depending on the nature of the network.
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In the SCADA scenario, in addition to the small gains from actively manipulat-
ing the computations, it’s possible that legislation would demand that data was
retained for auditing, thus increasing the risk involved in cheating.

1.1 Our Contributions

Firstly, we give a protocol for summation, where we perform a single round of
communication to achieve privacy, and then reduce the problem to non-private
summation. A single group element is sent in each direction over every link in this
extra round. The protocol is similar to a protocol by Chor and Kushilevitz [10],
but adapted to a partial mesh network, and with a precise characterization of
tolerable adversary structures. It is also similar to the dining cryptographers
networks proposed by Chaum [9] which is essentially the same protocol but
applied to provide sender untraceability.

Secondly, we present a computationally secure protocol for computing disjunc-
tion, based on homomorphic cryptosystem, such as El Gamal [15]. The protocol
requires two rounds of communication and then uses a non-private protocol for
summation. Computationally, it requires a small number of encryptions and de-
cryptions per neighbor.

We also give a composition structure where the information-theoretically se-
cure protocol for summation is composed with a standard protocol for comput-
ing some other function. We show that this can be used for several standard
functions in network management, such as disjunction, min/max, or threshold
detection. For this composition, there needs to be a complete subgraph K of the
network such that no union of two sets from the adversary structure contains
K. This is a reasonable assumption in many network monitoring applications
where the members of K represent trusted servers appointed by a disjoint col-
lection of network providers. This is similar to the use of trusted aggregation
servers in [5,13,7]. The composition essentially performs an efficient and secure
“aggregation” of all inputs to some smaller subset of parties who can then run a
more expensive protocol with stricter connectivity requirements.

1.2 Related Work

There are general results [18,3] showing that every computable function can be
privately evaluated in a multi-party setting, but the protocols involved require
a full mesh network between the parties and can be prohibitively expensive to
execute.

There are many specialized protocols for computing specific functions in the
literature, that are more efficient than the general constructions. Examples of
such protocols include an information-theoretically secure protocol for summa-
tion by Chor and Kushilevitz [10], and computationally secure protocols for dis-
junction and maximum by Brandt [6], which uses the homomorphic El Gamal
cryptosystem as a building block. While such protocols are more efficient than
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the general solutions, they are still not scalable in the sense of the previous
section. Just sending one message between every pair of parties forces each party
to process too many messages.

In most of the works on multi-party computation, the parties are connected in
a full mesh network. An article by Franklin and Yung [14] describes how to emu-
late the missing private channels between parties, and using their construction,
protocols built for full mesh networks may also be run on arbitrary networks.
However, this emulation can be very expensive, and may not always be possible,
depending on what parties an adversary can corrupt.

There has also been research exploring how the network connectivity affects
what functions can be computed with information-theoretical privacy. There are
results due to Bläser et al. [4] and Beimel [2] categorizing the functions that can
be computed on 1-connected networks.

The Dining Cryptographers problem, and its solution were discussed by
Chaum [9]. They study the problem of creating a channel such that the sender
of messages is untraceable and their suggested protocol is similar to our protocol
for summation.

A technique that can be applied to sidestep the connectivity and performance
issues of traditional MPC solutions is to aggregate data to a small set of semi-
trusted nodes, who can then perform the computation. As these servers are few,
it is more feasible to connect them with a full mesh network. Examples of such
schemes include Sharemind [5], SEPIA [7], and a system by Duan and Canny [13].
These are similar to the protocols we present in Section 5, with a difference
being that our protocols perform aggregation while collecting information from
the nodes, thus decreasing the load on the servers performing the computation,
but limiting what can be computed.

A number of authors propose additive secret sharing to secure information
aggregation in large networks or databases. Privacy schemes similar to the sum
protocol used here have been explored in the area of sensor networks and data
mining [28,19]. In fact, a very large range of algorithms used in data mining and
machine learning, including all algorithms in the statistical query framework
[23], can be expressed in a form compatible with additive secret sharing. Several
authors have investigated secure aggregation schemes for the case of a central-
ized aggregator node (cf. [21,27]). A solution with better scalability properties
is proposed by Chan et al. [8]. There, an additive tree-based aggregation frame-
work is augmented by hash signatures and authenticated broadcast to ensure
that, assuming the underlying aggregation tree is already secured, an attacker is
unable to induce an honest participant to accept an aggregate which could not
be obtained by direct injection of some private data value at the attacking node.
Other recent work with similar scope uses Flajolet-Martin sketches for secure
counting and random sampling [16].

1.3 Organization of This Paper

We begin by presenting the security and computational model and various def-
initions in Section 2. We then proceed to outline and prove properties of the
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protocol for computing sums in Section 3. Then, we give a computationally
secure protocol for computing disjunctions in Section 4. We then show a com-
position structure where the protocol for summation is composed with standard
protocols to compute for instance disjunction in Section 5.

2 Model and Definitions

We consider multi-party computation (MPC) protocols for n parties, P1, . . . , Pn,
and denote the set of all parties by P . Each party Pi holds a private input, xi, and
the vector of all inputs is denoted x. The network is modeled as an undirected
graph G = (P , E) where messages can only be sent between adjacent parties.

For a graph G = (P , E), we say that G is disconnected if there exists a pair of
vertices such that there is no path between them. For a set of vertices X ⊆ P ,
we denote by G − X the subgraph of G induced by the set of vertices P\X . In
other words, G −X is the graph obtained by deleting all vertices in X and their
incident edges from G.

Definition 1 (Separator, set of vertices). Given a graph G = (P , E), a set
of vertices X ⊆ P is called a separator of G if the graph G −X is disconnected.

2.1 Adversary Structures

The most common adversary considered in the MPC literature is a threshold
adversary corrupting up to a threshold of the parties. More generally, we can
allow an adversary corrupting some subset of parties as specified by an adversary
structure [20].

An adversary structure Z over P is a subset of the power set of P , containing
all possible sets of parties which an adversary may corrupt. We require that an
adversary structure is monotone, i.e., it is closed under taking subsets.

Definition 2 (Separator, adversary structure). In a network G = (P , E),
an adversary structure Z is called a separator of G if some element in Z is a
separator of G.

From the monotonicity of Z, it follows that if Z is not a separator of G, then no
matter what subset in Z the adversary chooses to corrupt, every corrupted party
will have at least one honest neighbor. More precisely, for every set C ∈ Z it
must be the case that every party P ∈ C has at least one neighbor who is not in
C. This observation is important for the proof of security of the computationally
private protocol for disjunction given in Section 4.

2.2 Security Definition

The security definition of a multi-party computation says that the adversary
should not learn anything from the protocol execution except what it can deduce
from its inputs and the output of the function the protocol computes.
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In the security analysis of our protocols, we only consider passive (honest-
but-curious), static adversaries in a network with private and reliable channels.
The protocols in Sections 3 and 5 are information-theoretically private, and the
protocol in Section 4 is computationally private.

We consider information about the network the protocol is executed on to be
public knowledge. Our protocols do not depend on honest parties knowing the
network structure, but neither do anything to hide that information from the
adversary.

We refer to [3,17] for details on security definitions for information-theoretical
and computational security of multi-party computation.

2.3 Homomorphic Cryptosystems

A cryptosystem CS = (Gen, E, D) is said to be homomorphic if the following
holds.

– Each public key pk output by Gen defines groups of messages, randomness,
and ciphertexts, denoted Mpk , Rpk , Cpk respectively, for which the group
operations are efficiently computable.

– For every public key pk , every messages m1, m2 ∈ Mpk , and every r1, r2 ∈
Rpk : Epk(m1, r1)Epk(m2, r2) = Epk(m1 + m2, r1 + r2).

It is convenient in our applications to use additive notation for both the group
of messages and the group of randomness. However, we do not require that the
cryptosystem is “additively homomorphic”, e.g., that Mpk = Zm for some from
integer m. Thus, any homomorphic cryptosystem with sufficiently large message
space suffices, e.g., El Gamal. We remark that we do not use the fact that the
cryptosystem is homomorphic over the randomness.

3 Computing Sums

We present an information-theoretically secure protocol for computing sums
over a finite Abelian group. The protocol is similar to a protocol by Chor and
Kushilevitz [10], but adapted to arbitrary networks, and with a precise charac-
terization of tolerable adversary structures. It is also similar to a protocol by
Chaum [9], with the difference that we explicitly create shared random secrets
by a straightfoward technique and use the protocol for summation rather than
sender-untraceability.

When computing sums, privacy comes cheap. We can take any non-private
protocol for sums, NonPrivateSum(x1, . . . , xn), and augment it with a single
additional round to turn it into a private protocol. The protocol admits all
adversary structures Z which do not separate the network G. This require-
ment on the adversary structure is necessary in the information-theoretical
setting.
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Protocol 1 (Sum). In the protocol for computing
∑n

i=1 xi over an Abelian
group M, on the network G = (P , E), Pi ∈ P proceeds as follows:

1. For each neighbor Pj , pick ri,j ∈M randomly and send it to Pj .
2. Wait for rj,i from each neighbor Pj .
3. Compute si = xi −

∑
(Pi,Pj)∈E ri,j +

∑
(Pi,Pj)∈E rj,i.

4. Output NonPrivateSum(s1, . . . , sn).

We begin by observing that the protocol correctly computes the sum of the
inputs xi. For every value ri,j sent in step 1 of the protocol, that value is added
to sj and subtracted from si, so all ri,j cancel when summing the si.

We now show that the protocol is information-theoretically private with re-
spect to passive, static adversaries. We do this by showing that for any non-
separating collusion, the remaining si values are uniformly random, conditioned
on

∑n
i=1 si =

∑n
i=1 xi.

Theorem 1. Protocol 1 is information-theoretically private to a passive and
static adversary if the adversary structure Z does not separate the network G =
(P , E).

To prove the theorem, we begin by stating a lemma from which the theorem
follows immediately.

Lemma 1. Consider executions of Protocol 1 on a network G = (P , E) where:
the output

∑n
i=1 xi, a non-separating collusion C, and the inputs xi and commu-

nication ri,j , rj,i, si for Pi ∈ C are fixed. For such executions the remaining values
si for Pi ∈ P\C are uniformly random, conditioned on

∑n
i=1 si =

∑n
i=1 xi.

Proof (Theorem 1). The values ri,j sent in the first round are independent of the
input. By Lemma 1, for any fixed input and random tapes of a non-separating
collusion, and fixed output of the protocol, the remaining messages have the
same distribution. 
�
Proof (Lemma 1). Consider two vectors s = (s1, . . . , sn), s′ = (s′1, . . . , s′n), and
two vectors of inputs x = (x1, . . . , xn), x′ = (x′

1, . . . , x
′
n) such that

∑n
i=1 xi =∑n

i=1 x′
i =

∑n
i=1 si =

∑n
i=1 s′i, and si = s′i, xi = x′

i for all Pi ∈ C.
Let R denote an n × n matrix of ri,j , where ri,j = 0 if (Pi, Pj) is not an

edge in G. Define s(x, R) to be the vector of si values sent in the protocol when
executed on input x with random values R. The value at the ith position of
s(x, R) is denoted by si(x, R).

We show that the probability of s being sent on input x is equal to the
probability of s′ being sent on input x′. This is done by, for any tuple of vectors
s, s′, x, x′ constructing a bijective function f(R) such that if s = s(x, R) then
s′ = s(x′, f(R)). The function f(R) has the form f(R) = R + R′ for an n × n
matrix R′ = (r′i,j)i,j . Furthermore, r′i,j = 0 if Pi ∈ C or Pj ∈ C.
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We note that s = s(x, R) holds iff R is such that for each Pi we have si−xi =∑n
j=1 rj,i − ri,j . Thus, for R′ we need precisely that for each Pi we have

n∑
j=1

(r′j,i − r′i,j) = (s′i − x′
i)− (si − xi) . (1)

Since C is not a separator, there exists a directed spanning tree T that spans
the honest parties, P\C. Let r′i,j = 0 if (Pi, Pj) is not an edge in T . We can now
fill in R′ iteratively during a postorder traversal of T . When a non-root Pi is
visited, only r′j,i for its parent Pj is still undefined on the ith row and column of
R′, and its value is determined by Equation 1.

When the root is visited, R′ is completely filled in and we know that Equa-
tion 1 holds for all other parties. Consider the sum of Equation 1 over all parties.
The left hand side satisfies

∑n
i=1

∑n
j=1(r

′
j,i − r′i,j) = 0. The right hand side also

satisfies
∑n

i=1(s
′
i − x′

i) − (si − xi) = 0 since
∑n

i=1 xi =
∑n

i=1 x′
i =

∑n
i=1 si =∑n

i=1 s′i. Since Equation 1 holds for all parties except for the root, it must also
hold for the root. 
�
We would like to remark that the proof of Lemma 1 does not make use of the
monotonicity of the adversary structure Z. Thus, if we allow non-monotone
adversary structures (for instance, if parties 1 and 2 must always be corrupted
jointly), the protocol is still private given that Z does not separate the
network G.

It is intuitively clear that sums cannot be privately computed if Z separates
the network, and this is indeed the case. In [2], Beimel gives a characterization
of the functions that can be privately computed in non-2-connected networks,
with an adversary structure consisting of all singleton sets, and shows that sums
cannot be computed in that setting. Any information-theoretically private pro-
tocol computing sums tolerating Z separating the network can be turned into
a protocol violating the bounds given in [2] by standard simulation techniques,
and cannot exist.

4 A Computationally Secure Protocol for Disjunction

We now consider the problem of computing the disjunction of all parties’ in-
puts, and present a computationally secure protocol, requiring two rounds of
communication and an execution of non-private protocol for summation.

As a building block, we need a cryptosystem CS = (Gen, E, D) that is homo-
morphic. We further need that the group of messages Mpk is the same group for
all keys generated with the same security parameter, κ. For notational conve-
nience, we denote this group M. We require the cryptosystem to have IND-CPA
security, i.e., resistance to chosen-plaintext attacks. We relax the correctness
requirements slightly, and allow our protocol to incorrectly output false with
negligible probability 2−κ.
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In this protocol, we construct a linear secret sharing of a group element which
is zero if all the parties’ inputs are false, and a uniformly random group element
otherwise. The protocol then proceeds by opening the share, which is done by
(non-private) summation.

Conceptually, each party contributes either a zero or a random group element,
depending on its input. However, it is important that a party does not know the
group element representing its own input, as this would allow it to recognize
if it was the only party with input true. In order to achieve this, we apply
homomorphic encryption to allow its neighbors to jointly select how its input is
represented.

If the security requirements are relaxed slightly, and it is acceptable that the
adversary can learn if any other parties had input true, then Protocol 1 can
be used instead (with each party herself choosing 0 or a random element as her
input).

For ease of notation, we identify false with 0, and true with 1. In the de-
scription of the protocol, we abuse notation slightly and multiply a value by a
party’s input as a shorthand for including or excluding terms of a sum.

Protocol 2 (Disjunction). In the protocol for computing Or(x1, . . . , xn),
where xi ∈ {0, 1}, on the network G = (P , E), based on a homomorphic
cryptosystem CS = (Gen, E, D), Pi ∈ P proceeds as follows:

1. Generate a key-pair (pk i, sk i) ← Gen(1κ).
2. For each neighbor Pj , pick a random element ai,j ∈ M, and send

pk i, ci,j = Epki
(ai,j) to Pj .

3. Upon receiving pk j , cj,i from Pj , pick a random ri,j ∈M, and send c′i,j =
Epkj

(ri,j) + xicj,i to Pj .
4. Wait for c′j,i to be received from every neighbor Pj , and then compute

si =
∑

(Pi,Pj)∈E(Dsk i(c
′
j,i)− ri,j)

5. Compute NonPrivateSum(s1, . . . , sn) and output 0 if the sum is the iden-
tity, and 1 otherwise.

The protocol is efficient, both in terms of computational resources and com-
munication. Each party needs to perform two encryptions, one decryption and
one ciphertext multiplication per neighbor. The first encryption does not depend
on the input, and can be performed off-line. The communication overhead of the
protocol is two rounds, in addition to performing a (non-private) summation.

Theorem 2. Protocol 2 for computing the disjunction of n bits on a network
G = (P , E), gives the correct output if it is false, and gives an incorrect output
with probability 2−κ when the correct output is true.

Proof. Consider the sum
n∑

i=1

si =
n∑

i=1

∑
(Pi,Pj)∈E

(xjai,j + rj,i − ri,j) =
∑

(Pi,Pj)∈E
xjai,j .
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If all xj are 0, clearly the sum is 0. Otherwise, it is a sum of uniformly random
group elements, and thus has uniformly random distribution. In particular, with
probability 1− 2−κ it is non-zero. 
�

4.1 Privacy

Theorem 3. If the cryptosystem CS is (t, ε)-IND-CPA secure, then no adver-
sary running in time t− t′, for a small t′, can violate the privacy of Protocol 2
with advantage more than n2

4 ε.

The proof of Theorem 3 begins like the proof of Theorem 1 with a combinatorial
lemma similar to Lemma 1, essentially saying that unless the adversary learns
something about the values ai,j from seeing them encrypted, it cannot violate
the privacy of Protocol 2. Given the lemma, we apply a hybrid argument to
prove the security of the protocol.

Lemma 2. Consider executions of Protocol 2 on a connected network G =
(P , E) with input x such that xi = true for at least one Pi, and where a col-
lusion C ∈ Z from a non-separating adversary structure Z, and communication
ai,j , ri,j , rj,i, si for Pi ∈ C is fixed. For such executions, the values si for Pi ∈ P\C
have a uniform and independent distribution.

Proof (Theorem 3). We begin with the observation that if all the parties have
input false, then the protocol behaves exactly as Protocol 1 with zeroes as
inputs and by Lemma 1, then the honest parties’ si will be uniformly random
conditioned on

∑n
i=1 si = 0.

First, consider the case where the inputs of all corrupted parties are false.
In this case, a simulator that independently samples the pk i, ci,j , ri,j and si

included in the adversary’s view, conditioned only on
∑n

i=1 si = 0 if the output
is false, or

∑n
i=1 si = 0 otherwise perfectly simulates the protocol to the adver-

sary, by the previous observation and Lemma 2. Thus, in this case, the adversary
cannot violate the privacy of the protocol.

Now, consider the case when at least one of the corrupted parties has input
true. We begin by constructing a simulator S0 that randomly selects inputs
and ai,j for all honest parties, conditioned on the output matching the output
it should simulate. It then follows the protocol to simulate the adversary’s view.

We now construct hybrid simulators, Sk, working like S0 but replacing the
first k ciphertexts ci,j in the adversary’s view by random ciphertexts. It follows
from the (t, ε)-IND-CPA security of Epki

(x) that no adversary running in time
t− t′, for some small t′ required to run the simulator Sk, can distinguish between
the views simulated by Sk and Sk−1.

Assume that the adversary’s view includes T ciphertexts ci,j , so the view
simulated by ST contains no information on the ai,j sent by honest nodes to
corrupted nodes. There can be at most (n/2)2 edges between honest and cor-
rupted nodes, so T ≤ n2/4. By Lemma 2, the distribution of simulated ri,j and
si values is exactly the same as in a real execution, so the view simulated by ST

contains no information on the honest parties inputs. 
�
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Proof (Lemma 2). Consider the following mental experiment, where we modify
an execution of the protocol in two steps.

Modification 1. For each neighbor Pj of Pi we subtract xicj,i from c′i,j in Step
3 of the protocol and add xiaj,i to si in Step 4 of the protocol. It is easy to
see that this does not change the distribution of either si or Dski

(c′i,j) for any
neighbor Pj .

Modification 2. Remove all encryptions and decryptions. This transforms
Steps 3-5 of the protocol into an execution of Protocol 1, where Pi holds the
input

∑n
j=1 xiaj,i.

From Lemma 1 we conclude that with the two modifications, the si are in-
dependently distributed conditioned on

∑n
i=1 si =

∑n
i=1

∑n
j=1 xiaj,i, but the

right side of this equation is randomly distributed when some xi = 1 and ai,j for
some neighbor Pj is randomly distributed. From the conditions of the lemma, we
know there is at least one Pi such that xi = 1, and from the monotonicity of Z
and that it is non-separating, we know that every party has an honest neighbor.
Thus, the si are uniformly and independently distributed. This concludes the
proof. 
�

4.2 Computing the Maximum

In the setting with passive adversaries, it is easy to construct a protocol for
computing the maximum by repetition and parallel composition of a protocol
for disjunctions.

Assume the inputs are integers of � bits. We can then compute the disjunction
of the most significant bits of all parties’ inputs, which is also the most significant
bit of the maximum of the inputs. We then proceed to the next most significant
bit. When a party learns that its input is smaller than the maximum (its input
was 0 and the output was 1), it participates with input 0 in the remaining
protocol executions.

Several bits can be handled in parallel to reduce the number of rounds at
the cost of more protocol executions. To find the maximum of k bits, one can
run 2k − 1 parallel disjunction computations, where the parties set their inputs
based on if their k most significant bits represent an integer greater or equal to
2k−1, 2k−2, . . . , 1, respectively. Thus, to find the maximum of �-bit integers, one
can run ��/k� rounds of protocols for disjunction, with 2k−1 protocol executions
in each round.

5 General Composition

Many functions can be computed as a function of the sum of inputs of the parties.
Examples include disjunction, counting and threshold functions. In this context,
a threshold function is a function returning true if the sum of inputs exceeds
some threshold and false otherwise.
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We can combine our Protocol 1 with standard protocols (which assume full
mesh communications) to construct information-theoretically secure protocols
for computing such functions. The benefit of this approach is that information-
theoretical security is achieved in a partial mesh network while maintaining
efficiency. Another approach would have been to simulate the missing edges (e.g.,
with the techniques from [14]) and then immediately using standard protocol,
but this approach is generally more expensive in terms of communication.

By this composition, we essentially run a cheap protocol to “accumulate” the
inputs of most parties and then let some small subset of parties run a more
expensive protocol and jointly act as a trusted party. This can be useful when
performing computations with a large number of parties where some subset can
be trusted not to collude with each other. This can be compared to the trusted
servers in [5,13,7].

Executing the standard protocol requires a complete network, so this con-
struction is only applicable when G contains a subgraph K that is complete.
Furthermore, tolerable adversary structures Z are those that do not separate
the graph, and which, restricted to K, are tolerable by the standard protocol
being used. For most protocols, the requirement will be that no two subsets in
Z cover K, or using notation from [20], the predicate Q(2)(Z|K , K) must hold.

Protocol 1 constructs a secret sharing of the sum of the parties inputs and
then opens it. When we adapt the protocol for composition, we only construct
the secret sharing, and accumulate the sum (still shared) in the nodes in K.

As an example, we give an information-theoretically secure protocol for dis-
junction. Here, we let each party input 0 or 1 (for false and true) and then
use a protocol by Damgård et al. [12] for comparison.

Protocol 3 (Disjunction). In the protocol for computing Or(x1, . . . , xn)
where xi ∈ {0, 1} on the network G = (P , E) with a set K ⊆ P of designated
parties, Pi ∈ P proceeds as follows:

1. For each neighbor Pj , pick ri,j ∈ Zp randomly and send it to Pj .
2. Wait for rj,i from each neighbor Pj .
3. Compute si = xi −

∑
(Pi,Pj)∈E ri,j +

∑
(Pi,Pj)∈E rj,i.

4. Compute s =
∑

Pj �∈K sj using NonPrivateSum.
5. If in K, execute comparison protocol from [12] to test if s+

∑
Pj∈K sj = 0.

Theorem 4. Protocol 3 is information-theoretically private to a passive and
static adversary if the adversary structure Z does not separate the network G =
(P , E) and there is a complete subgraph K ⊆ G such that no two sets in Z
cover K.

Proof. The values ri,j are independent of the input. By the restriction on Z there
must be at least one party in K not corrupted by the adversary. By Lemma 1 we
know that the si values input to NonPrivateSum are uniform and independent.
Thus, the adversary gains no information from these, and by the composition
theorem [17, Theorem 7.5.7], we conclude that the protocol is private. 
�



102 G. Kreitz, M. Dam, and D. Wikström

6 Conclusion

In this paper we have given efficient protocols for privately evaluating summation
and disjunction on any network topology. The ability to privately evaluate these
two basic primitives have applications in several widely varying contexts. As
the most expensive part of our protocols is the task of non-private summation,
privacy comes very cheaply.

We believe that the question of which functions can be efficiently privately
evaluated in arbitrary network topologies is an interesting topic for further study.
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Abstract. We use anonymized flow data collected from a 10Gbps backbone link
to discover and analyze malicious flow patterns. Even though such data may be
rather difficult to interpret, we show how to bootstrap our analysis with a set of
malicious hosts to discover more obscure patterns. Our analysis spans from sim-
ple attribute aggregates (such as top IP and port numbers) to advanced temporal
analysis of communication patterns between normal and malicious hosts. For ex-
ample, we found some complex communication patterns that possibly lasted for
over a week. Furthermore, several malicious hosts were active over the whole
data collection period, despite being blacklisted. We also discuss the problems
of working with anonymized data. Given that this type of privacy-sensitive back-
bone data would not be available for analysis without proper anonymization, we
show that it can still offer many novel insights, valuable for both network re-
searchers and practitioners.

Keywords: Network Security, Malicious Traffic, Internet Backbone.

1 Introduction

The amount of Internet malware in circulation has increased and is forecasted to in-
crease even further [1]. Also the types of attacks have changed over time and are today
very different from the ones seen a decade ago. From being a way to gain esoteric
prestige, the attacks nowadays are connected to organized crime [2]. It is important to
understand how prevalent malicious code is, how it spreads, how many “normal” users
are infected, and what happens when one is infected.

There are several orthogonal methods to find partial answers to these questions. For
example, companies or other large organizations can analyze the traffic in their net-
works. In these settings, especially given the fact that the organization has a budget for
security incident investigation, there often exists a security policy with enforcement.
That is, as certain security mechanisms are used the data from such organizations will
only show a subset of possible security incidents.

Antivirus companies [3,4], with their software ubiquitously deployed on many com-
puters around the world, can also collect certain data from their customers to analyze
larger trends. However, some information is sensitive to export from the client and the
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data are again skewed; they come from computers where security mechanisms have
been installed and where the owners (presumably) are security conscious.

Large networks of honeypots [5,6] offer invaluable insights into malware behavior
but again the data are biased as these are not regular computers with regular users.
Given their specialized nature, it is also expected that other hosts on the network have a
higher-than-average security protection; the administrators that spend time to install and
monitor a honeypot usually also invest time into other (simpler) security mechanisms.
Similar reasoning goes for DShield/SANS’ aggregated data [7,8].

In our work, we analyze traffic from the backbone of the Swedish University Net-
work SUNET. This is a high-level cross-section of traffic from a very large domain,
giving us an aggregated view of a very large number of hosts containing both security-
conscious users (i.e., researchers in security) as well as less sophisticated users (students
using the computer as a means to an end). By analyzing such traffic, we hope to gain
a different, and potentially more general, view of current malware behavior than the
approaches described above. However, we acknowledge that our cross section of users
is also skewed, albeit in a different way than above. SUNET mainly provides high-
speed Internet access to academic institutions in Sweden, meaning that a majority of
the users are either students or other people connected to academic institutions or re-
search environments, but there are also other types of users such as museums and some
government agencies.

Our analysis of malicious behavior and the corresponding collection is focused on
anonymized flows (i.e. summaries of packet streams between communication endpoints)
and not full packet payload. The advantages include a more manageable amount of
data that are less privacy-invasive than a full packet payload capture. The disadvan-
tages include no ground truth and a limited ability to further refine or validate our
results. Even though anonymized flow data may stymie some type of analysis, we
show that such data can still be used to discover typical malicious flow patterns that
we then investigate in detail. We consider our results here as a survey with possibili-
ties of future extensions, both when it comes to the extent of the data analyzed and the
methods used.

The rest of the paper is organized as follows. In Section 2 we describe the collection
of traffic and explain the type of data available for analysis. In Section 3, we describe
the general characteristics of this data. We then outline the problem of finding mali-
cious behavior in Section 4 and formally describe the assumptions and requirements
we need for the analysis of malicious flows. In Section 5, we analyze the behavior
of malicious hosts. In Section 6, we describe related work. The paper is concluded in
Section 7.

2 Description of the Data Collection

2.1 Measurement Setup

We collected backbone traffic on an OC-192 (10Gbps) link in the core-backbone of
SUNET, the Swedish University Network. Its current version, OptoSUNET, is a star
structure over leased fiber, with a central exchange point in Stockholm. OptoSUNET
connects all SUNET customers redundantly to a core network in Stockholm, as depicted
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Fig. 1. OptoSUNET core topology. All SUNET customers are via access routers connected to two
core routers. The SUNET core routers have local peering with Swedish ISPs, and are connected
to the international commodity Internet via NORDUnet. SUNET is connected to NORDUnet via
three links: a 40Gbps link and two 10Gbps links. Our measurement equipment collects data on
the first of the two 10Gbps links (black) between SUNET and NORDUnet.

in Figure 1. Traffic routed to the international commodity Internet is carried on three
links between SUNET and NORDUnet, where NORDUnet peers with Tier-1 backbone
providers, large CDNs (Content Distribution Networks) and other academic networks.
We used an existing 10Gbps measurement infrastructure [9] to collect traffic on one of
the 10Gbps links between SUNET and NORDUnet, indicated in black color in Figure 1.

Our measurement hardware includes two measurement nodes on site and one ad-
ditional processing platform at our university. At the core network in Stockholm, we
apply optical splitters to tap the two OC-192 links, one for each direction. The splitters
are attached to the measurement nodes on-site, which also preprocess the traces, includ-
ing prefix-preserving IP address anonymization [10]. We always collected network data
simultaneously for both directions. For the final analysis, we transferred anonymized
network flows to the processing platform at Chalmers University.

2.2 Description of the Collected Data: Unidirectional Flows

We ran our data collection every week for 24 hours with crl flow of the CoralReef
Suite [11]. We define flows by the unidirectional sequence of packets sharing a 5-tuple
of {sourceIP,destinationIP,sPort,dPort,proto}. Flows are then fur-
ther discriminated by a 5-minute timeout interval, i.e., two packets sharing the same
tuple belong to the same flow if their timestamps are within the given interval. A sam-
ple flow summary of crl flow with anonymized IP addresses is shown in Table 1. Flow
summaries include the identifying 5-tuple, where the proto represents transport proto-
col numbers as assigned by IANA, such as 6 for TCP, 17 for UDP and 1 for ICMP. Note
that in the case of ICMP the port fields contain the type and code, respectively. Other
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meaningful fields are pkts and bytes, containing the number of packets and bytes seen
within the flow interval; and firstTS and latestTS, representing POSIX timestamps of
the first and last captured packet in a flow, respectively. Note that we do not normally
see any TCP/IP header information apart from the ports and timestamps described
above.

Table 1. Two lines describing the flow output from CoralReef (IP addresses anonymized)

sourceIP destinationIP proto ok sport dport pkts bytes flows firstTS latestTS
192.168.52.11 74.125.43.147 6 1 445 3995 3 120 1 t10 t1n
192.168.10.69 74.125.43.101 1 1 3 1 1 56 1 t20 t2n

2.3 Measurement Bias and Errors

According to SNMP statistics [12], the applied load-balancing mechanisms by SUNET
assigned about 30% of all inbound but only 15% of the outbound traffic volume to
the 10Gbps link measured, and the rest to the alternative links. This type of sampling
bias is hard to quantify, since the routing policies are outside our control and differ for
incoming and outgoing traffic. They may also change without our knowledge.

The routing of the outgoing traffic is decided by the organization the traffic is origi-
nating from, meaning that different rules govern different parts of the “inside” network.
We have observed that we are blind to outgoing traffic from some IPs, for some hosts
we only see a subset of their traffic and for yet others, we may detect all traffic.

The policy for incoming traffic is slightly more uniform, but still complex due to
the setup of different peering points and agreements, introducing e.g. hot potato routing
effects. In general, we see a subset of all traffic, depending on routing decisions based
on a three-tuple of {sourceIP, sPort, destinationIP} for TCP/UDP flows.
Traffic from some peering points are not visible at all at our measurement point.

There are also a few caveats of the experimental hardware setup. Even though we
normally had no traffic loss within collection periods, there were two exceptions. Firstly,
the measurement cards can sometimes loose synchronization with the OC-192 PoS
framing, so we proactively restarted the collection in 3h periods, leading to missing
packets in the second between such data collection periods. Secondly, there were four
short, but immense traffic surges, where traffic was increasing from the normal rate
of <200k to >400k packets per second. During these surges, our nodes could not
keep up with the speed and dropped packets, which was logged by the measurement
cards.

Finally, the measurements were done over an operational large network, meaning
that parameters change over the course of the data collection. For example, on April 22,
we saw a spike of traffic over the outgoing link we were monitoring, as one of the
alternative routes was down for a short period of time. It is important to understand the
limitations of the experiment setup for correct analysis of the data. We can reason about
data we captured, but we need to be careful when interpreting missing data; a flow may
be missing because it was never sent but it may also be missing because it was routed
around our measuring point.
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3 Overall Data Characteristics

In this section, we describe the overall data characteristics of the captured flows. Table 2
shows traffic statistics of the collection days used for this study.1 The first observation is
that we see many more incoming than outgoing flows, mainly due to the load-balancing
mechanisms we explained in Section 2.3.

For the incoming traffic, the transport protocol breakdown in terms of flow num-
bers was about 42% TCP, 56% UDP, and 2% ICMP, while the outgoing link showed a
slightly different protocol ratio with 28% TCP, 69% UDP, and 3% ICMP.2 The num-
ber of flows changed over the data collection period but the traffic mix was relatively
constant with two exceptions, April 8 and May 6. On these two days, we observed a
larger number of flows due to major events involving a single host inside SUNET. This
particular host was the target of a large number of connections from a widely scattered
IP range via known IRC port numbers within short time periods. We see many incom-
ing 1-pkt flows with 40 Bytes (probably RST packets), but also a substantial number of
established connections involving exchange of small data portions. We suspect that this
host was sending out Botnet Command & Control (C&C) traffic, where we see only the
return traffic of the botnet zombies all over the world. Thus, we observe that malicious
activity may even leave a footprint in large aggregates as the ones shown in Table 2.

Table 2. A summary over the collection days and the corresponding traffic characteristics. The
values in parenthesis in the columns for Flows and Bytes show the percentage of the traffic for
TCP, UDP and ICMP respectively. Data for all days are captured in 2010 with a duration of 24h.

Incoming Link Outgoing Link

Date # Pkts / 109 # Flows / 108 # Bytes / 1012 # Pkts / 109 # Flows / 108 # Bytes / 1012

April 01 8.38 2.33 (39/59/2) 5.74 (83/17/0) 3.95 1.20 (27/70/3) 3.21 (58/41/0)
April 08 11.4 3.11 (48/50/2) 8.42 (85/15/0) 5.44 1.54 (27/70/3) 3.93 (52/47/0)
April 15 10.4 2.79 (40/58/2) 7.80 (84/16/0) 3.89 0.96 (28/69/3) 2.98 (54/45/0)
April 22 11.7 2.91 (41/57/2) 9.41 (87/12/0) 3.95 1.09 (29/69/2) 3.31 (61/38/0)
April 29 10.4 2.73 (41/58/2) 7.76 (86/13/0) 3.38 0.95 (30/68/2) 2.77 (57/43/0)
May 06 9.46 3.14 (46/52/2) 6.75 (84/16/0) 4.23 1.16 (30/67/2) 3.62 (58/41/0)

Similarly, we can consider the protocol mix based on the number of bytes transferred.
As can be seen, there was much more traffic sent over TCP than over UDP even though
the number of flows of UDP exceeded the number of flows for TCP. Surprisingly, the
UDP traffic accounted for as much as 43% of the outgoing traffic.

In Table 3, we show how many unique IP addresses we saw on the links on the
first collection day. Note that the destination address space for the incoming link is
represented by the source address space on the outgoing link, due the opposing direc-
tions of the unidirectional links. Even though part of the difference between the address
spaces observed can be explained by routing differences, there is a factor of 41 between
the observed IPs inside SUNET between the two directions. We know from previous

1 Note that our data include a substantial portion of incoming flows on UDP port 53, due to a
RIPE DNS server located inside SUNET, serving over 400 zones. Traffic from and to port 53
on this server cannot be considered native SUNET traffic and we filtered it out for this study.

2 Other protocols in the order of 0.1% are excluded. The values are often rounded to the nearest
percent, and the sum is sometimes not exactly 100% (as in Table 2).
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Table 3. Unique hosts during the data collection 2010-04-01

Inside SUNET Outside SUNET
Incoming Link Destination IPs 970,149 Source IPs 24,587,096
Outgoing Link Source IPs 23,600 Destination IPs 18,780,894

measurements that scanning operations, even though often unanswered from hosts in-
side SUNET, inflate the number of incoming destinations [13], and for that reason we
have not done any closer analysis of such behavior on the data presented here.

Table 4. The number of unique source IP addresses found in the traffic on the outgoing link

Date April 1 April 8 April 15 April 22 April 29 May 6
Unique IP:s 23,600 26,398 12,223 76,143 12,218 12,603

In Table 4, we show the number of unique source IP addresses seen on the outgo-
ing link. There are two artifacts we would like to highlight. First, on April 22 we see
many more source hosts. During a short period this day, one of the alternative routing
links was down and more traffic was routed over the link we measure. By roughly ex-
cluding the 20 minutes the link was down, we have 16,823 unique sources, an estimate
more similar in size to the other collection days.The other artifact is that onward from
April 15 we see only about half of the sources, maybe because of a new routing pol-
icy. We briefly investigated how many of the sources on the outgoing link were also
present in the data collected on the incoming link. Given the asymmetry of Table 3,
one would expect a majority of the source IPs on the outgoing link also be present as
destinations on the incoming link. In the data of April 1, it is 97.24%, confirming our
expectations.
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Fig. 2. The figure shows how many days a particular host is active. The pie chart to the left shows
hosts inside SUNET (source IP addresses) while the pie chart to the right shows hosts outside
SUNET (destination addresses). The figure is based on data collected on the outgoing link.

We also investigated how long we could detect traffic from a particular IP address.
For example, an IP address may become unused with DHCP, a host may be removed
from the network, or the routing policy is changed. In Figure 2, we have included two
pie charts that show how many collection days a typical IP address was active. The
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chart on the left represents hosts inside SUNET while the one on the right represents
hosts outside SUNET. Note we use the estimate for April 22, where the 20 minutes of
exceptional traffic is excluded as described above.

Among hosts inside SUNET, we have found that a majority are only active on one
or two data collection days even though 13% seem to be reoccurring every single data
collection day. In our data, most hosts outside SUNET are also only visible a single day
and there are very few hosts that reoccur over time.

4 Finding Malicious Hosts

We are interested in finding and analyzing typical malicious flow patterns. However,
we face several problems when determining whether a host is malicious. First, its status
can mostly only be determined in relation to a local security policy of allowed behav-
ior. Transmission of data from a system, e.g., might be very permissible at some sites
(research centers sharing results) but very suspicious at other sites (government agency
analyzing pre-election numbers) where it could indicate exfiltration attacks. As we have
a bird’s view over the network, we cannot make subjective judgment calls. However,
certain behavior, such as spreading malware, is quite universally seen as malicious.

Second, as we only see flow information, it is difficult to verify our suspicions of a
host’s malicious status. Through statistical analysis of the anonymized flow data we can
determine whether a host is behaving strangely compared to the mean, but we cannot
directly verify its status. For example, Google’s servers are an example of beneficial
hosts that would stand out in such an analysis unless accounted for.

However, others have the ability to more closely analyze payload, through, for exam-
ple, the analysis of malware collected in a honeypot. Several organizations make a list
of known malicious hosts available to the community. For our purposes, we use the lists
published from DShield and SRI Malware Threat Center to create a large set of possible
malicious hosts. They provide non-obfuscated IP addresses, which we anonymized [10]
similarly to the IP addresses in our flow data (cf. Section 2). More specifically, we use
DShield’s recommended block list [14], with 20 subnets and the Most Aggressive Mal-
ware Attack Source and Filters [15] and Most Prolific BotNet Command and Control
Servers and Filters [16], 30 day lists, from SRI. The latter two contain about 400-500
hosts together.

We leverage these host classifications to create a set of known malicious hosts, MF .
We use the following definition for malicious hosts and flows.

Definition of a malicious host. A host, x, visible in our traffic capture, is defined as
being malicious, if x ∈MF . All such hosts are added to the malicious set, M.

Definition of a malicious flow. A flow, f , with endpoints fs and fd is defined as being
malicious, if either fs ∈M or fd ∈M.

We usually downloaded the external malicious host lists in conjunction to the general
data collection, and then aggregated them (MF ). Note that we never reclassified these
hosts; if they have been deemed to be malicious at one point during the data collection
period, they were malicious the whole period. We chose this policy for its simplicity,
and given the relatively short time span of the collection period, we do not find this to
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be a problem. The original data may also lag slightly in time (a host is only discovered
as malicious after a series of activities), and by treating it as malicious the whole time
we do not miss any of its initial behavior.

The set MF contains 25,900 potential hosts, where we on average saw activity from
about 5.0% of these hosts in the outgoing traffic and 4.6% of these hosts in the incoming
traffic. The sets have about 30% overlap, i.e. of the malicious hosts seen on the outgoing
link only 30% of the same sources were also present on the incoming link the same
collection date. We would like to emphasize that no hosts inside SUNET belonged to
M. The hosts in this set were thus all outside SUNET.

The resulting list of malicious hosts allows us to find malicious flow patterns that in
turn can be used for a larger analysis on a wider set of hosts. Also, concentrating on
the hosts in the malicious group facilitates the analysis as it is easier to find patterns in
this smaller subset. Certain attack patterns, such as denial-of-service attacks, cause by
their very nature a very large footprint on the flow data and can easily be found (see for
example [17]). However, we are also interested in behavior that is not so large scale,
and that is part of the reason why we bootstrap our analysis with the malicious set M.

Finally, our set of malicious hosts is quite restrictive, e.g. a host needs to display quite
aberrant traffic to be on the block list from DShield. There are probably many other
hosts that are malicious but are not in our malicious set, as e.g. the IRC C&C server
described in Section 3. Thus, we expect that certain patterns found for the malicious
hosts will also be applicable to some, what might seem to be, normal hosts.

5 Analysis of Malicious Host Behavior

We use the set of Malicious Hosts, M, defined in Section 4, to discriminate normal
flows from malicious ones. We divide the analysis into two parts. First, we look at
overall characteristics of the malicious flows and discuss large malicious footprints. We
then describe two particular patterns found by analyzing the traffic flows to malicious
hosts on the outgoing link.

5.1 Characteristics of Malicious Flows

In Table 5, we show the average fraction of malicious flows, i.e. the number of malicious
flows divided by all flows averaged over the data collection period. We note that for in-
coming traffic, we seem to have more malicious flows over TCP while for outgoing
traffic, ICMP flows are dominating. We can explain this fact by previous observations
on data from an older generation of SUNET3 showing that the majority of anomalies
(including unsolicited network scanning) originates outside SUNET, i.e. on the main In-
ternet [13]. Table 5 once more confirms these earlier observations with higher numbers
of incoming TCP flows, many of them probably SYN probing attempts.

Since possible responses to such unsolicited probes are important to understand for
the following analysis, we briefly outline them here. Basically, we can differentiate
between four scenarios following incoming SYN probings or connection attempts: i)

3 GigaSUNET, a ring architecture, was in 2007 replaced by OptoSUNET, a star architecture.
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Table 5. Average fraction of malicious flows per protocol

Incoming Link Outgoing Link
TCP 0.35% 0.05%
ICMP 0.02% 0.16%
UDP 0.04% 0.01%

replied by SYN/ACK packets,4 i.e. connection establishment (which should be rather
rare for unsolicited scanning events); ii) unreplied, e.g. by firewalls; iii) replied with
a RST response from host sockets;5 and finally iv) replied with type 3 (net/host/port
unreachable) ICMP messages from network or end nodes.

Discussion: The larger number of outbound malicious ICMP flows is likely to be an
artifact of the unbalance caused by incoming unsolicited TCP probes. In fact, 75% of
the outgoing malicious ICMP flows are of type 3 – destination unreachable, which is an
overrepresentation compared to around 50% type 3 messages when analyzing all flows.
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Fig. 3. The figure shows the number of malicious flows detected each data collection day

Incoming Malicious Traffic: The High-Hitters

In Figure 3, we show the number of malicious flows for each data collection day. In
general, we observe more incoming than outgoing malicious traffic. We can also see
an inflation of incoming malicious flows by a factor of 15–25 on the last three days.
This increase stems from a very small number of IPs responsible for the majority of
malicious flows. In the following, we define high-hitters as source IPs outside SUNET
responsible for more than 4k malicious incoming flows during one day. Disregarding
the high-hitters further discussed below, we found a quite stable amount of incoming
malicious traffic during all days, consisting of between 25k–35k flows stemming from
between 1,108 and 1,349 malicious hosts per day.

4 SYN/ACK packets are typically larger than 40 Bytes, i.e. 20B IP header, 20B TCP header, up
to 20B TCP options header, no payload.

5 RST packets are normally exactly 40B, i.e. 20B IP header, 20B TCP header, no payload.
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On April 1, we observe one high-hitter, responsible for 83% of the incoming ma-
licious flows on this day. This host sent UDP packets to 132k different hosts inside
SUNET on port 1434 with 404-Byte-sized packets during a period of 21 hours. The port
number and packet size suggests that this host tried to spread the Sapphire worm [18].

In the data from April 8 and 15, we observe one high-hitter that was at both dates
responsible for about 33% of incoming malicious flows, a rather moderate traffic den-
sity compared to high-hitters found other days. Flows from this host (to 40 hosts inside
SUNET) were probably DNS responses, since they came from UDP port 53 with packet
sizes of typical DNS answers (around 120 Bytes) and there were corresponding DNS
queries (around 70 Bytes) from a few SUNET hosts found on the outgoing link. We sus-
pect that this host might have been involved in some sort of DNS poisoning attack [19].

On April 22, we observe as many as five high-hitters, responsible for 97% of incom-
ing malicious traffic. Three of these high-hitters (generating 44%, 10% and 10% of the
flows, respectively) attempted to connect and login at large IP address ranges of up to
300k hosts via either SSH (TCP port 22) or VNC (TCP port 5900) during a couple of
hours. The remaining two high-hitters (22% and 11%) also talked to large IP ranges
(around 60k hosts) without fixed destination port numbers, but rather with fixed TCP
source ports of 31414 and 1723, respectively. This would indicate that we actually ob-
serve return-traffic from SUNET to these hosts on these port numbers, but we have to
further investigate this behavior for its significance.

On April 29, there were three high-hitters, together responsible for 97% of the in-
coming malicious flows. The main host (59%) was active during the entire 24 hour
period and connected to 107k hosts on five different proxy port numbers (e.g. TCP
8080, 3128, 1080, 9415) from port 6000, which is a scanning behavior also observed
elsewhere [20]. The other two high-hitters (23% and 15%) showed similar behavior to
the two unexplained high-hitters on April 22, with random destination port numbers but
fixed source ports of 14700 and again 31414.

On May 6, there was only one high-hitter, responsible for 96% of all incoming ma-
licious flows. This host was scanning on TCP port 1433 (MSSQL), which is known for
many vulnerabilities. Interestingly, this scanner also used a single source port number
of 6000, and is from the same \24 network as the main high-hitter on April 29.

Discussion: The data basically include a quite constant level of background radiation,
as also observed elsewhere [21,22]. However, at the same time we observe transient
high-hitters with varying traffic density. These outstanding, special events complicate
determination of regular traffic patterns and highlight the importance of longitudinal
measurements spanning time, allowing us to differentiate between the transient high-
hitter traffic from the constant background radiation in our analysis.

5.2 The Ubiquitous Malicious Hosts

We also decided to investigate how long the malicious hosts were active and the be-
havior of the most active hosts. We used Mout, i.e. the set of all visible malicious
host found in the outgoing traffic. We then counted how many collection days these
malicious hosts could be found (see Figure 4). As can be seen, a majority of the hosts
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were only visible a single day during the collection period. A little more than 20% were
visible for two days, and only about 3% were visible all collection days. This should be
compared with the pie chart to the right in Figure 2.

Discussion: The behavior of the malicious hosts was different from the behavior of all
hosts (cf. Figure 2). For example, there were more malicious hosts active all six data
collection days, as compared to all hosts. However, we believe this may be an artifact
of using a predefined malicious set, i.e., for a host to be blacklisted it must exhibit
malicious behavior over a period of time.
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Fig. 4. The number of days the malicious hosts were active in the outgoing traffic

Below we further investigate the traffic flows for the malicious hosts that were
present all six data collection days. Even though they only made up 3% of all the ma-
licious hosts we detected, they still stand for 26% of the malicious traffic we found on
the outgoing link. We concentrate on the two most prolific hosts and their traffic pattern
over TCP, below referred to as host-A and host-B. As these flows are outgoing, the flows
originated at an internal host (marked as source in the packet). Either the traffic is in
response to earlier connection attempts by the malicious host or it is unsolicited traffic
sent directly to the malicious host. We believe the pattern for host-A described below is
of the former type, while the patterns seen concerning host-B is of the latter type.

Massive Connection Attempts: The Scanner

Host-A was the most active ubiquitous host in terms of number of flows over TCP,
being part of 3,593 flows over the whole collection period with 2,904 distinct hosts
inside SUNET. Many of these hosts inside SUNET were clustered into portions of \24
subnets, and there were usually only 1–2 flows between two distinct end points. Most
of the flows (94%) were directed towards destination port 6000 on host-A.

For example, from the subnet with the most TCP flows toward host-A, we found
flows from 123 distinct hosts. Looking in detail at the flows, there was exactly a single
packet from each host to host-A of the form:
srcSubNet.host:2967 host-A:6000 packets:1 Bytes:40

Clearly, this is a RST packet in response to a scan. This particular scanning technique,
using port 6000, has also been seen elsewhere [20] even though the tool behind it is not
completely understood. We also saw this kind of behavior among the high-hitters on the
incoming link (see Section 5.1).
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It is particularly interesting that host-A probed different services over the collection
period. A majority of the captured flows came from April 1 (69%), where host-A probed
port 2967 (from 6000). Similarly, on April 8, port 2967 was probed. On April 15, we
see the first sign of a new target; 51% of the captured flows were the result of a scan
to port 2967 but 39% also targeted port 135, 6% port 1617, and, finally, 4% port 3230.
On April 22 the shift was larger still; 21% targeted port 2967 while 79% targeted port
135. On April 29, we can only see a single connection: one RST flow from source
2967 to destination port 6000. On May 5, the malicious host was again more active.
At this particular day, only a single connection went from 2967 to destination port
6000, while 99% instead involved port 135. Thus, the potentially vulnerable target port
shifted over the collection period, where first port 2967 and in the end only port 135 was
probed.

Table 6. Pattern for a possible secondary return and infection

src dst sport dport pkts bytes date time
src1 host-A 2967 6000 1 60 2010-04-22 04:09:16
src1 host-A 2967 1143 927 48,212 2010-04-22 04:09:21

The second interesting observation of host-A’s behavior is the following; the ma-
licious host immediately tried to connect (and infect?) hosts that seemed to have the
appropriate service running. As we said above, most of the traffic was actually a single
packet with size 40, i.e. a RST packet. What is interesting is when the SUNET host
replied with other packet sizes. In Table 6, we list one such example taken from the
data captured on April 22. The first flow summarizes the probing attempt by host-A
but the response we see is not the typical RST packet, i.e. the connection seemed to
be accepted.6 Within 5s, host-A returned and opened a connection to the SUNET host
and then data were actually exchanged, possibly being malicious code. We see simi-
lar behavior on all days; if the first attempt did not elicit a RST packet, there was a
follow-up flow in almost all cases. For example, on April 1, there was a new flow, on
average within 12s, in 25 of the 27 cases where the SUNET host replied with a packet
of size 44.7 This tells us something about the scanning software. In the first pass, it tries
to connect from a standard port and it probably blasts out packets. If the service is not
refused, it returns within 10–12s and reconnects through other ports.

Discussion: Summarizing the behavior of host-A, we first see that the scanner remains
constant over the data collection period despite it being blacklisted. Apparently, the
owner did not feel it is worth changing the IP address (because few home users use
blacklists?). Second, host-A was actively monitored and supervised as we can see from
its shifting probing profile over the collection period. Third, the return after a success-
ful probe happened within seconds, either for further data collection or an infection
attempt. As future work, it would be interesting to monitor these possibly infected
SUNET hosts for their post-infection behavior.

6 Note that SYN/ACK responses are, due to TCP option headers, typically larger than 40 Bytes.
7 The missing two cases may be an effect of the routing bias explained in Section 2.3.
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Temporal Patterns: Connecting to the Malicious Server

Host-B was the second most active malicious host that was also present on all connec-
tion days. We found 972 flows involving this host coming from 27 distinct sources in
the outgoing data. These flows do not seem to be part of a scan; for many of these out-
going flows, a few packets were sent from a non-privileged port from the host inside
SUNET to a few very specific ports on the malicious host. We did not at all see similar
scanning behavior as with host-A. Interestingly enough though, these flows to host-B
sometimes seemed to follow temporal patterns.

We analyzed the traffic patterns based on their time properties from four of the hosts
inside SUNET communicating with host-B, shown in Figure 5. Each subgraph (with
one exception) shows all flows between a single host inside SUNET to a specific desti-
nation port on host-B. The connection index n in the graph represents flow n (ordered
chronologically), which is then plotted at (tn − tn−1, n). That is, the x axes represent
the time differences between two consecutive flows, while the y axes simply index the
flows ordered by time. Let us look at each of the subplots separately. We order them
from top to bottom, left to right, according to the number in parenthesis in the figure
text along the x axes.
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Fig. 5. The figure shows temporal communication patterns to the malicious host-B

In Subplot 1 in Figure 5, we show one of the time patterns we found. Here, the
source host connected to host-B, port 6969, about once every 43min. Now and then,
such a connection was immediately followed by another flow (i.e. through a new source
port on the host inside SUNET), probably a reconnect after a failed first attempt. This
particular pattern existed over two collection dates, where the flows from the second
day is marked with unfilled markers.

Similarly, in Subplot 2, we found a consistent pattern but with a period of 30min
instead of 43min as in Subplot 1. In this graph, we have also added dotted lines between
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two consecutive connections to make the connection pattern more visible. The SUNET
host connected to host-B, port 8000, about every 30min with a few exceptions. Three
times, the “ordinary” connection was immediately followed by a new connection. Two
times8 the reconnections took more than 30min to establish. Again, the pattern lasted
over two collection dates spaced a week apart, and the flows from the second day are
marked with unfilled markers.

Discussion: The patterns seen for the hosts in Subplot 1 and 2 imply relatively simple
programming, i.e. a regular refresh or a keep-alive signal. The hosts inside SUNET may
contain malware, meaning that these patterns would indicate an attempt to “call home”
by the malware to the blacklisted host-B. However, sometimes other services are also
running on the malicious hosts and the seen pattern could be the result of a more regular
service. Especially interesting is the pattern length; interpolating, it would seem that the
keep-alive signal was present over a week.

In Subplot 3 we can see a complex back-off pattern with t1 = 111s, t2 = 222s,
t3 = 333s, t4 = 666s, t5 = 1, 332s, t6 = 2, 664s, i.e. tn =

∑n−1
i=1 ti for n > 2. The

vertical dotted lines are added at these anchor times for ease of reading the figure. The
source tried to connect to host-B with a total of about 16–17 distinct flows, with about
3–4 connections spaced 111s apart. The following connection then came after 222s
followed by one at 333s, 666s, 1, 332s, and finally about nine flows spaced 2, 664s
apart. What makes this particular pattern stand out, apart from its complexity, is that
the source connected to host-B on several distinct ports (6969, 8000, 8080), always
following the exact same pattern, seldom being off even a full second from the anchor
times described above. Moreover, this very same host also tried to connect to six other
hosts, using the exact same connection pattern but with different destination ports (80,
2710, 6997, 6969, 9999, 60500). Thus, in total the host exhibited the very same pattern
in twelve distinct cases and they have all been superimposed in Subplot 3. Even though
Subplot 3 in reality contains 12 graphs, we can see that the pattern in each of these
graphs is so similar to the others that each individual point is plotted on top of another
and it is easy to distinguish the overall structure. There are a few errant points in the
beginning but towards the end the sequence is stabilized. Most of the flows that make
up this pattern, contained three packets with a total of 152 Bytes. These 12 patterns
appeared within four minutes of each other, which might indicate a common event
triggering their initialization. They may also have contained more points than shown in
the graph, but any subsequent point is beyond our 24h data collection period.

Finally, in Subplot 4 we show a similar pattern to that found in Subplot 3. We could
only find the single host in Subplot 3 with a back-off pattern within a second of the
anchor times. However, we found a few other instances where the pattern is somewhat
similar. One such example is shown in Subplot 4, where we again show flows from
a subsequent collection day with unfilled markers. In contrast to Subplot 3 (where 12
similar patterns are superimposed), Subplot 4 contains a single pattern, i.e. one host that
used different source ports to connect to the same destination port (8080) on host-B. In
contrast to the patterns in Subplot 3, we can see that this host was repeating the pattern
over and over again, lasting over a week, i.e. two data collection dates.

8 In Subplot 2 we have one outlier at about 38,293s that is not shown (the dotted lines hint to its
existence). In Subplot 4, we have five outliers not visible in the graph.
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Discussion: The time properties for these two hosts represent a more complex program-
ming logic, implying that the programmer chose this particular algorithm for a reason.
As discussed above, these patterns could indicate an attempt to “call home” by the mal-
ware but it could also be part of a more regular service.9 The patterns were probably
triggered by some event, as all 12 occur within four minutes of each other. Given the
exact nature of the pattern displayed by the host in Subplot 3, we have described it at
several mailing lists but without conclusive responses as most people suggested a full
packet capture for further analysis – which is not possible for us due to privacy con-
cerns. We have also been unable to find other hosts within our data that follow such an
exact pattern as displayed by this host. This means that regardless of the pattern being
the result of a regular program or malware, it is not widespread.

6 Related Work

As already outlined, malicious traffic can be studied by several orthogonal methods,
such as distributed sensors, honeypot networks, network telescopes/darknets, and large-
scale passive measurements. The relation of the first two methods to our work has al-
ready been discussed in Section 1. They introduce a serious bias, as the users obviously
care about security, and they are not very suitable for analysis of real user responses.

Given that network telescopes monitor large, unused IP address spaces, they see
traffic that by its very nature should not exist [23]. Even though network telescopes have
been used for extensive studies of worm outbreaks [24] and for general characterization
of background radiation [25,26], they are only traffic sinks and do not respond genuinely
to incoming traffic.

Our approach, passive measurements on large-scale links, is generally viewed as
the best way to study Internet traffic, as it includes real behavioral responses from a
diverse user population. Others made use of observations of connection properties to
study general characteristics of scanning traffic both on campus links [21] and backbone
links [27]. Also one of the authors of this paper previously quantified unsolicited traffic
by simple heuristic methods utilizing connection patterns [17,22]. Malicious traffic (i.e.
scanning and DDoS attacks) was observed to be the main reason for short, unidirec-
tional one-way flows on both campus and backbone links [28]. Rehák et al. [29] uses
NetFlow data to fine-tune an Intrusion Detection System (IDS) by periodical insertion
of challenges (or fault injections).

In contrast, in this paper we have observed and analyzed traffic patterns of malicious
hosts, describing their changing behavior over the data collection period. Behavioral
analysis of malware is also possible by reverse engineering [30], and we consider such
approaches complementary to ours; reverse engineering requires a significant effort but
may yield an exact analysis of the malware in question but with our measurements
a wide range of behavioral patterns can directly be observed. Furthermore, reverse
engineering can never directly answer certain questions, such as how widespread a
certain malware is, but this is a property we can measure.

9 For example, one of the destination ports found (6969) may be associated with bittorrent.



Tracking Malicious Hosts on a 10Gbps Backbone Link 119

7 Discussions and Conclusions

We have shown that we can use anonymized flow data to discover and analyze mali-
cious flow patterns, a result useful for network researchers and practitioners interested
in security related topics such as intrusion detection. Some attacks leave such a big
footprint that they are visible even in summaries of large traffic aggregates, as the C&C
server described in Section 3. To detect more obscure patterns, though, we bootstrapped
our analysis with a predefined set of malicious hosts, and analyzed their behavior from
a large-scale perspective based on Internet backbone data. Each finding is discussed
in detail within the paper. For example, we showed the need for longer-time measure-
ments to be able to separate the transient high-hitters from the background traffic. De-
spite being blacklisted, we found some malicious hosts that stayed active over the whole
measurement period. One of these hosts seems to automatically scan and possibly infect
vulnerable hosts within seconds, but is most likely under active human supervision as its
scanning profile shifted over time. In contrast to many previous measurement methods,
we went beyond the analysis of simpler attribute aggregates (such as top source port,
etc.) to also include a temporal analysis of communication patterns, originating from
hosts within SUNET to a malicious host. We found both simple refresh logic and com-
plex back-off patterns, sometimes lasting over a week. The latter patterns are not easy
to discover because they do not leave large footprints in traditional traffic summaries.

Summarizing, there are disadvantages with using anonymized flow data in that it is
rather difficult to both interpret the data and to validate the result. However, such data
would otherwise not be available for analysis and they can still offer many valuable
insights, not possible with complementary methods. The findings in this paper are just
the first look at the data, which we are still expanding by regular weekly measurements
(ongoing since April 2010). By improving the selection of the malicious hosts, both by
using collected information from locally installed honeypots with access to full payload
and a more automatic classification of hosts and malicious traffic [31], we expect more
detailed and conclusive results in the future.
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Abstract. The work presented in this paper explores how privacy dialogues 
within an on-line service might be constructed by conducting field experiments 
those identify privacy practices used when engaging with on-line services and 
elicit service user requirements for privacy dialogues. The findings are 
considered against the established design principles for general CRM dialogue 
design such as: frequency, initiation, signalling, service provider disclosure and 
richness [1] as well as privacy specific design principles including: 
transparency, service user disclosure and the agreement of privacy norms and 
rules [12]. 
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1 Introduction 

The work presented in this paper is part of a project entitled Visualisation and Other 
Methods of Expression (VOME) whose main objective is to develop methods of 
expressing privacy that enable a wider range of privacy concerns to be articulated 
and offer a broader variety of privacy protection responses. The original premise on 
which the project is based stated as: “Many users cannot and do not engage 
sufficiently with issues of privacy and consent in their interactions with ICT. 
Consequently they are not able to adequately assess the risks they run and 
organisations cannot develop services which adequately address users’ privacy and 
consent needs”.  In the first year of the project, three academic teams worked 
together to produce a baseline of privacy concerns and practices when using on-line 
services. As part of this work an on-line survey was carried out [7] which 
incorporated Buchanan et al.’s scale for measuring privacy practices [8].   Buchanan 
et al. developed and validated Internet-administered scales measuring privacy-related 
attitudes and behaviours. In the case of privacy-related practices, they identified two 
distinct groups of actions people may take to protect their on-line privacy. The first 
group can be categorised as General Caution and contains common sense steps that 
people take. The second group, known as Technical Protection of privacy, requires a 
specific level of technical competency and involves sophisticated use of hardware 
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and software as tools for safeguarding privacy. While everyone can engage to some 
extent in General Caution to protect their on-line privacy, a higher level of technical 
knowledge is necessary for Technical Protection.  

In-line with Solove’s perspective [16] of privacy as a facet of relationships, one of 
the conclusions of the baseline work was that privacy is enmeshed in the 
relationships that are being developed and maintained on-line. The baseline work 
also concluded that privacy is a collection of issues rather than a single issue or 
problem and the type of relationship in which privacy is situated, influences the 
foregrounding and back grounding of privacy issues. Research participants 
demonstrated that they select privacy protection practices in line with the privacy 
issues that are fore grounded. 

The focus of the work presented in this paper is a closer exploration of the type of 
privacy practices invoked by on-line service users and the contexts in which these 
privacy practices are invoked. In the discussion section we evaluate how privacy and 
consent dialogue services might be designed in order to enable a more effective 
selection of privacy practices. 

1.1 The Privacy Dialogue 

At present, on-line service users are often obliged to reveal their personal information 
to have access to on-line services.  Service users have no control of how their 
personal information is preserved and used.  Privacy is regarded by on-line service 
providers as both an aspect of governance [11, 12] and an aspect of customer 
relationship management [9, 2].  One of the purposes of customer relationship 
management (CRM) is to build trust between the service user and service provider 
and one of the trust building mechanisms is the use of dialogue between service users 
and service providers [10].  

Best practice [9, 11, 12] encourages on-line service providers to use privacy 
policies and statements. Privacy trust marks are used to communicate service provider 
commitment to privacy. There is also strong encouragement to make privacy 
enhancing technologies (PETs) available to provide service users with the means to 
respond to any remaining privacy concerns. However, it is noticeable that there is 
scant provision for dialogue on privacy issues within the on-line service. Our previous 
research shows that service users often reach out for dialogue opportunities with the 
service provider when deciding on the appropriate privacy practices when using on-
line services [2]. 

We have learnt that having better understanding of user behaviours and needs 
would enable system designers to appreciate what end users feel about using their 
systems and what changes would be needed to meet their needs [17]. The work 
presented in this paper explores how privacy dialogues within an on-line service 
might be constructed by conducting field experiments that identify privacy practices 
used when engaging with on-line services and elicit service user requirements for 
privacy dialogues. 
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2 Positioning of Our Work 

When positioning our work, we use the following types of literature as a basis for our 
study: privacy protection practice literature and dialogue system literature 

2.1 Privacy Protection Practice Literature 

There is a substantial body of research [3] which considers privacy protection in terms 
of accessing online services.  Although we agree that users should be protected from 
revealing unnecessary personal information, we argue that users must first be 
informed of privacy risks and should be guided during online registration process.   

Therefore, we undertook a user study to identify requirements for developing such 
an information system.  Our work is in-line with McDonald & Cranor [5] and 
McDonald & Cranor [6].  McDonald & Cranor [5] conducted an online study of 212 
participants to measure time taken to read online privacy policies. Participants were 
presented with one of six different policies of varying lengths. They discovered it 
takes 244 hours per year for each person to read privacy policies, which is an average 
of 40 minutes a day. Hence, they estimated if all American Internet users were to 
annually read the online privacy policies, they will spend about 54 billion hours 
reading privacy policies. Moreover, McDonald & Cranor [6] performed a series of in-
depth interviews with 14 participants on one subject of Internet advertising. In this 
study participants raised their privacy concerns without any prompting about privacy. 
It was discovered that many of the participants had poor understanding of third party 
cookies and believed that their actions online are anonymous unless they are logged 
into a website. We enhance these works by asking users what are their concerns with 
regards to online privacy statements and how they wish to be informed of them.  

Tsai et al. [14] reported that providing accessible “privacy risk information” 
reduces the information asymmetry gap between service users and service providers.  
Such accessible information results in a consistent use of online services where 
service users feel service providers protect their privacy.  Therefore, in terms of 
providing more information about online privacy, in our study we will question 
service users of their expectations from service providers. 

2.2 Dialogue System Literature 

When considering the design of dialogue in a system, much can be drawn from the 
socio-technical perspective.  In order to resolve issues of mistrust, unfairness and 
unjustness, socio-technical design looks to optimise community performance in the 
system design. Community performance can be defined as the ability of a community 
to reach its goals. Privacy could be considered as one of the community performance 
characteristics.  The belief of socio-technical designers is that by achieving an 
acceptable balance of these community characteristics trust is augmented between the 
different members of the community. In an on-line system, community performance 
is negotiated using a variety of on and off-line techniques, all of which use dialogue 
and communication. In today’s on-line systems, there is little provision for tools 
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which support on-line dialogues and therefore, the more complex the relationship, the 
more likely the negotiation is to take place off-line. This results in increased costs of 
on-line service delivery [4].  

When designing on-line tools to support privacy dialogues, it is important to 
consider the established design principles dialogue in the CRM literature. These 
principles include: frequency (the timing of dialogue communication, frequency of 
messages), initiation (the manner of initiation and the method of initiation), signaling 
(the type and method of signaling), service provider disclosure (the types of 
disclosures that service providers need to make in order to establish credibility and 
trustworthiness) and richness (the layers of communication necessary for customer 
confidence where communication layers may be both on and off-line) [1].   When 
considering the nature of richness, Whitworth [13] makes the point that, in addition 
to layers of communication, richness also specifies how much meaning is 
communicated at each layer, confidentiality controls, extendibility bounded by 
security. Daft, R.L. et al [15] define richness as the “capacity of the media to 
facilitate shared meaning.” In addition to these general dialogue requirements, 
consideration also has to be given to the requirements specified in privacy guidance 
literature. These include: transparency, service user disclosure and the agreement of 
privacy norms and rules [12].   

3 Research Method 

We undertook a fieldwork to understand service users’ expectations and preferences 
of privacy dialogues when interacting with on-line services. Unlike a survey 
approach to privacy research, this method assesses service user expectations and 
preferences at the point of service use, not as part of a reflective study. This “in 
service use” approach was selected in order to try and more closely understand the 
subtleties and nuances of privacy practice and the points at which service users reach 
for a dialogue with service providers. For the purpose of our fieldwork, we situated 
our study in the context of the service user-service provider relationship and we 
focused on the service registration and purchasing aspects of on-line service 
engagement.  

There was a need to investigate the service users’ perceptions of having 
dialogues about their privacy with service provider.  Hence a pilot study was 
deployed. Accordingly three participants (users), all women aged 32 to 41, 
volunteered to take part in our study.  In this study, service users were asked to 
perform tasks using current online services.  Since the objective was to find out 
users’ views therefore both the following implicit and explicit methods for collecting 
data were employed:   

─ Observation – Users’ behaviour during their interaction with user interfaces were 
observed and recorded.  We needed to observe users’ reaction at the point of 
registration. 

─ Task based questionnaire – There was a need to elicit users’ opinions after 
completing their tasks.  Quantitative data (close-ended questions) was used to 
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obtain an average of users’ overall perceptions of the current privacy and consent 
dialogues.  Qualitative data in terms of open ended questions were used so that 
users could freely express their views. 

─ Interview – Users were interviewed to expand our understanding of their 
perceptions.  Following the university’s policy, we asked each participant to read 
and sign a consent form to give authorisation to researchers for audio recording 
the interview session. 

The emphasis in this approach is on situated research at the time of service use. 
Therefore, in the first part of the research activity, participants were observed 
completing the following tasks: 

Task 1. Register with one of the following services which you have not been 
registered with before. 

Task 2. Search for your subject/product. 
Task 3. Save it or Add to the Shopping Basket. 
Task 4. Leave your comment and feedback about the product. 

It was explained to service users that they would not be judged on how fast or 
efficiently they performed the tasks, and the purpose of the exercise was to study the 
service provider’s website.  All participants were observed by the same single person, 
who recorded their action and their achievement. 

The second part of the study involved participants replying to a questionnaire 
soliciting their views on privacy and consent.  Accordingly, we administered a 
questionnaire soliciting both qualitative and quantitative data, via the use of both 
closed (Table 1) and open-ended questions (Table 2).   

In the first part of the questionnaire, mainly focusing on privacy practices, we 
asked users whether they have read the privacy policy page (Table 1, Q1) and also 
whether they agreed with the ‘terms and conditions’ of the website (Table 1, Q2).   

McDonald & Cranor [5] stated that “companies collect personally identifiable 
information that website visitors are not always comfortable sharing”.  Hence we 
questioned our participants whether they revealed their personal information willingly 
(Table 1, Q3). Moreover, in order to find out if participants are comfortable with 
revealing their identity we asked if they register with the website with their real 
personal information (Table 1, Q4).    

Q5 contained a set of 14 statements (focusing on privacy practice and also dialogue) 
on which the participant expressed their opinion on a five-point scale (strongly agree, 
agree, neutral, disagree, and strongly disagree).  The aim of these questions was to 
understand whether users have privacy concerns when it comes to registering with online 
service providers (the context of this study) and if they feel the need for dialogue.   

In the second part of the questionnaire we used privacy perception and dialogue 
questions to solicit users’ requirements for privacy and consent using online services 
(Table 2).  Therefore we asked participants to reply to open-ended questions.  
Participants were free to give their comments on whether they trust a service provider 
with their personal information (Q6); how can a service provider assure their privacy 
(Q7 & Q8); how can a service provider communicate with them (Q9); and finally how 
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should they be informed of privacy policies (Q10).  One researcher was present to 
make sure all participants understand terminologies used in the questionnaire and also 
the purpose of each task given to them. 

Table 1. Privacy and Consent questions – part 1 

Q1. Did you read the privacy policy page? 

Q2. Did you agree with the terms and conditions page? 

Q3. Did you feel you were forced to give out your personal information in order to use the 
service? 
Q4. Did you register with the website with your real personal information? 

Q5. Privacy and Consent statements: 
1. I wish I could communicate with the service provider about giving my personal information to 

them. 

2. The service provider will not sell my information to a third party. 

3. I feel confident in leaving comments on this website. 

4. It was better if I could speak to someone on the phone about their services. 

5. I can’t rely on this website to keep my information secure. 

6. I know the service provider will use my information for advertising. 

7. There was enough information on the website to make it trustworthy. 

8. I will provide them with more personal information if it is necessary. 

9. I feel confident to register with this service online rather than filling a paper form. 

10. I don’t think the information they wanted was really private. 

11. I don’t mind if my information is passed to another company for commercial purposes. 

12. The service provider explained why they need my personal information. 

13. The service provider must give me assurance that my information is safe and confidential. 

14. If I don’t trust the service provider I will give fake personal information to use their services. 

Table 2. Privacy and Consent questions – part 2  

Q6. Did you trust the service provider with your personal information? 
Q7. How can a service provider show you that they are trustworthy with keeping your 
personal information? 
Q8. What expectations do you have about the safety of your personal information? 
Q9. How would you like to communicate with the service provider about your privacy? 
Think of different ways which would have been helpful to support your interaction with 
the service. 
Q10. How do you think the service provider should have informed you of their privacy 
policy? 

 
The third part of the study involved a semi-structured interview with each 

participant.  The questions asked in the interview followed on from the questionnaire.  
The aim of the interview questions was to further explore the participants’ views and 
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• There is always a chance that they will give it away; 
• It is not clear to me how they will use my information; 
• I feel uncomfortable with them; 
• It was easy to register on their site, so anyone can get access to their website; 
• I have a bad experience from past that my information were sold to a third 

party without my consent; 
• The privacy statements given in small print so I had insufficient time to read 

it. 

The responses given from both groups of users indicate that privacy statements can 
have a positive effect on users’ trust if this information is understandable for users. 
This further strengthens the argument that it is necessary to explore not only what 
messages are communicated but the richness and the frequency of the signalling. The 
responses to “why service providers might be distrusted” show that different service 
users have different communication requirements. This leads to the consideration of a 
configurable dialogue system which has tuneable parameters not only for signal 
content but also for signal format.  

4.2 Privacy Dialogue 

The majority of participants (68%, n=33) have agreed service providers must give 
them assurance that their personal information is safe and confidential whereas 8 
participants remained neutral (Table 1, Q5.13).  This was also reflected in their 
responses to Q5.1 (Table 1), when 48% (n=23) of users said that they would like to 
have a dialogue with service providers with regards to their personal information and 
31% (n=15) stayed neutral.  In the interview we learned all participants believed when 
it comes to privacy and giving their consent, communicating with service provider is 
essential.  One user commented: “I would only register myself with a website if there 
is a contact telephone number and an address, so that I can call and speak to 
someone”.   

Furthermore, 70% (n=34) of users agreed with Q5.4 (it was better if they could 
speak to someone on the phone about their services).  This indicates that although 
users feel the need to communicate with service providers, they prefer if this can be 
done via an online channel.  Moreover, only 31% of users agreed that the service 
providers have explained to them why they need users’ details (Q5.12).  In addition, 
only 35% (n=17) of users believe there was enough information on the websites to 
make them trustworthy (with keeping their personal information confidential).  One 
conclusion can be drawn here is that the lack of communication between service users 
and service providers has caused an issue of trust where, only 37% (n=18) of 
participants said they will trust the service provider and avoid using fake details at 
registration process (Q5.14).  Moreover, only 35% (n=17) of participants said they 
can rely on service providers to keep their information secure (Q5.5).  

In terms of dialogue design, these results indicate dissatisfaction with existing 
communication methods.  On the subject of privacy it suggests that signalling needs 
to be clearer in privacy statements.  Signaling also needs to clearer and more readily  
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identifiable when communicating the degree to which personal data is protected by 
service providers. Attention needs to be paid to the richness of the signalling, with a 
significant proportion wanting a combination of on-line messaging and initial contact 
by telephone.  The importance of signalling and the need for a configurable dialogue 
system is demonstrated by the comments given from users in answering Q7 (How can 
a service provider show you that they are trustworthy with keeping your personal 
information?)  The following list is typical examples of what users (3 users skipped 
the question) said with regards to trusting the service providers:  69% (n = 32) of 
users said “I will trust a service provider if they:” 

• promise they will not sell my personal information. 
• give me some genuine information of who they are. 
• give me some form of agreement. 
• can prove my information is safe. 
• have a clear privacy policy that my information is safe. 
• show me that they are aware of Data Protection Act. 
• show me that they are trustworthy. 

The above feedbacks provided by users clearly suggest that users need some form of 
communication to acknowledge them of their privacy e.g. policy on data 
confidentiality.   Moreover, common feedbacks given from 13% (n = 6) of users who 
said “I never trust service providers because:” 

• they will pass my information to a third party. 
• several news reports that service providers sell our personal information. 
• they ask for too much personal information. 

The remaining of 19% (n = 9) of users said “I don’t really mind because:” 

• I avoid giving personal information. 
• they ask for basic information which I don’t mind. 
• I never register with service providers who ask a lot. 

Furthermore, on-line privacy was an important requirement for the participants and is 
clearly a privacy practice of choice. Therefore, 35 participants (some participants 
elected not to respond to the question) suggested various ways that they think service 
provider should inform them of their privacy (Q10): 

• Email (n = 10); 
• Pop-up messages (n = 1); 
• An screen displaying the privacy policy before registration (n = 19); 
• Sending a hard copy of signed agreements for both sides (n = 3); 
• Sending text messages (n = 1); 
• Contacting users (n = 1). 

Hence, to analyze the above request from users, we believe that all are feasible as an 
approach to online privacy messaging.  Consequently, in answering the above 
question two participants commented:  
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User 1: “I have never experienced web communication where one has the option to 
revert to telephone or email (at the time).  Clearly even now it would help if at the 
registration process there were some explanations”. 

User 2: “I think it's outrageous that the privacy policy is this lengthy document and 
normally given to you at the end of an equally lengthy registration process - it's 
obvious that nobody is going to read it. Also, it is written in a legal jargon that most 
of the time leaves scope for varied interpretation. If service providers are serious 
about building up trust with clients in this area, privacy policy should be explained at 
the beginning of the registration process in a short and accessible form, and its 
practical implications should be brought to clients' attention”.   

In order to find out how signalling might be implemented, we asked the 
participants: How would you like to communicate with the service provider about 
your privacy? (Q9)  In response to this 36 users stated: 

• To chat with someone online (n = 6); 
• Face to face (n = 2); 
• Via a contact telephone number (n = 12); 
• Email (n = 13); 
• Confirmation letter (n = 3); 

Therefore, we suggest further research is needed to see whether a pattern can be 
identified in terms of the type of signalling that is required and whether combinations 
of signals (richness) are more appropriate for some privacy issues than others.   

4.3 User Preference for Online Privacy and Consent 

Finally in the last part of the study we interviewed each participant.  We have grouped 
participant responses into five sections: frequency, initiation, service provider 
disclosure, signalling and richness (Table 3).  As mentioned earlier (section 2.2), 
these are the established design principles for general CRM dialogue design which 
should be considered when designing on-line tools to support privacy.  Thus, as far as 
frequency requirements are concerned, users indicated that, they are interested to 
receive frequent useful information upon their request.  This highlights that users 
want to be in control of the frequency of interactions between them and service 
providers.  Users’ responses regarding signalling and richness were more about 
receiving valuable information about the services and the presentation of information 
about privacy on their websites.  Therefore, they were concerned about seeing 
feedback given by other users; receiving updated information on terms and 
conditions; and also contact details for reaching service providers offline.   All 
participants in interviews confess that they avoid reading privacy policy and users’ 
terms and conditions pages for a common reason: it’s too long; fonts are small and not 
easy to follow; it is full of legal jargon; and it was ambiguous on the webpage.  
Hence, for service providers to be able to gain users’ trust, they should communicate 
information on privacy openly and clearly.  This more detailed feedback from the 
interviews enables us to construct requirements for the content of privacy signals, the 
format and the possible combinations of signals. In response to the question on: How 
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do users think the service provider should build their trust; users indicated that, they 
would trust a service provider who can show their openness and trustworthy to its 
users; has a secure website only accessible to valid users; communicates with users on 
a regular basis; avoids sending advertisement against users’ will; provides secure 
transactions; easy to use services; and is registered with the data protection act.   

Table 3. Users’ preferences 

Users’ preferences: Online Service Provider should... 

Frequency 
 

• Provide frequent useful information requested by users. 
• Allow users to make decision on the frequency of interactions. 

Initiation 
• Provide a secure online service accessible to valid users. 
• Provide enough information about who they are. 
• Provide enough information to users to establish the relationship in future. 
• Avoid requesting personal information other than necessary. 

Signaling 
& 
Richness 

• Update users of new changes in their terms and conditions. 
• Display comments and feedback given by their current users. 
• Display easy to read information on their services. 
• Provide contact details where they can be reached offline. 
• Allow users to make decision on how they will maintain their relationship 

with the service provider. 
• Provide information about users’ privacy in an accessible form. 
• Provide useful privacy policy/users’ terms and conditions page by presenting 

in a: 
• language understandable by all type of users; 
• concise page; 
• readable font size 
• noticeable location 

Service 
Provider 
disclosure 

• Provide a hard copy privacy contract between them and their users. 
• Specify the reason for requesting personal information. 
• Provide feedback given by other organisation about them. 
• Include Data Protection Act information. 
• Provide information on their implemented security system. 

 
Users start to indicate the importance of service provider disclosure when building 

trust. In addition to trust in the service provider as an organization, participants also 
emphasise the need for a trusted, secure platform. Therefore, honesty is an important 
aspect of trust building in the relationship and security is an important aspect of trust 
building in the architecture.  Users’ responses with regards to their preference for  
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giving their online consent were that, online consent forms should be displayed in 
simple and clear language.  They also indicated that service providers should make 
sure users have understood the content.  Hence, users indicate the importance of 
dialogue and the need for service providers to check understanding or provide a 
means for service users to check understanding. 

5 Conclusion 

This paper has explored users’ requirements and preferences for online privacy and 
consent.  These findings show that dialogues are needed in order to ensure more 
effective privacy practice. Not only is it necessary to break down the information 
contained in privacy agreements into shorter, clearer signals but consideration also 
needs to be given to the frequency and richness of the signals. In addition to 
communicating the privacy policy contents, privacy risks also need to be 
communicated.  As a service user’s privacy stance adjusts over time, the dialogue 
system needs to be configurable.  Service providers need to consider how they are 
going to convey an honest position on privacy and service users need be able to 
contest that position.  Furthermore in our interview, users responded there should be a 
frequency of interaction between them and service providers. This indicates that 
closed questions should be used to further identify the role frequency plays in a 
dialogue system.  Lab experiments could also be constructed for this purpose.  It can 
be argued that the dialogue system as a whole contributes to transparency of a service 
provider’s privacy practices. However, further work needs to be done to pinpoint 
methods that accurately provide transparency of service provider privacy practices to 
the service user.  Further work is also needed to explore privacy practices and the 
need for dialogue in other on-line relationships and in other contexts. This will help 
develop a more complete requirement specification and a deeper understanding of the 
types of privacy practices which need to be developed.  
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Abstract. An attacker, who is able to observe a web user over a long
period of time, learns a lot about his interests. It may be difficult to
track users with regularly changing IP addresses, though. We show how
patterns mined from web traffic can be used to re-identify a majority
of users, i. e. link multiple sessions of them. We implement the web user
re-identification attack using a Multinomial Naïve Bayes classifier and
evaluate it using a real-world dataset from 28 users. Our evaluation setup
complies with the limited knowledge of an attacker on a malicious web
proxy server, who is only able to observe the host names visited by its
users. The results suggest that consecutive sessions can be linked with
high probability for session durations from 5 minutes to 48 hours and
that user profiles degrade only slowly over time. We also propose basic
countermeasures and evaluate their efficacy.

1 Introduction

With the continuing dissemination of the World Wide Web we are increasingly
living our lives online. The websites that are retrieved by an individual reflect – at
least to some degree – his or her interests, habits and social network. The URL
of some pages may even disclose the user’s identity. If one is able to observe
a substantial portion of the web traffic of a user over some period of time,
he will learn many private details about this user. Many users are willing to
trust their ISP, who can trivially intercept all traffic from a dial-up account and
attribute it to the respective customer. Malicious observers or other third-party
service providers are not supposed to be able to compile profiles that contain
users’ interests together with their identity, though. Third parties that can easily
obtain users’ web traffic include open proxy servers, free WiFi hotspots as well as
single-hop anonymisation services like Anonymizer.com or the recently launched
IPREDator.se. As web browsers usually issue a DNS query before the requested
page can be retrieved, the providers of public DNS servers such as OpenDNS or
the recently launched Google Public DNS1 are also part of this group.

1 See http://www.opendns.com/ and http://code.google.com/speed/public-dns/

T. Aura, K. Järvinen, and K. Nyberg (Eds.): NordSec 2010, LNCS 7127, pp. 136–154, 2012.
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A malicious observer can group all requests originating from a single source
IP address and (assuming exactly one user per address) attribute all of them
to a (now pseudonymous) single user. Clearly, in this scenario the attacker’s
capability to track a user over time mainly depends on the lifetime of the user’s
IP address. While it is straightforward to track users with static IP addresss, re-
identifying users with dynamically assigned, frequently changing IP addresses is
more challenging. The web user re-identification attack addresses this challenge.

In this paper we examine to which extent a passive observer can link the
web sessions of a given user solely based on a record of his past activities on
the web. Recently, privacy concerns have raised interest in such re-identification
problems [25]. The first stepping stone for long-term tracking attacks of web
users is linking two or multiple surfing sessions of individuals, which we address
in this paper. In the long run we are interested in a realistic threat assessment
of such linkage attacks in real-world environments. Note that we do not examine
how to recover the true identity of a web user based on their browsing behaviour
in this paper, though. Previous work, e. g. an analysis of the AOL search logs,
has shown that at least some users tend to disclose their identity via entering
uniquely personally identifying information in web forms or search engines [3].
The more sessions of one user an attacker can link, the more he will learn about
his interests and personality – and thus the more likely he will be able to uncover
the real-world identity of the user.

For the purpose of our evaluation we model a surfing session to consist of the
access frequencies of all hosts a user visits in a certain time window. We will use
machine learning techniques to link multiple sessions and analyse how effective a
malicious observer (or a third party mentioned above) can re-identify web users.
Without loss of generality, we will describe the attack from the perspective of a
malicious web proxy server.

Contribution Firstly, we demonstrate that Internet users exhibit characteristic
web browsing behaviour that can be exploited for linkage attacks. Our evaluation
on a privacy-preservingly collected real-world dataset demonstrates that even an
attacker with limited power can exploit characteristic behaviour to re-identify a
majority of users on a session-to-session basis. Contrary to previous work, i. e.
re-identifying users in 802.11 networks [28], which relies on numerous properties
of network traffic, our attack solely utilises destination host access frequencies.
Another novelty of our work is the transformation of the raw access frequency
vectors to counter the effects of the power-law distribution on access frequencies
and a thorough evaluation taking into account the attacker’s viewpoint. While
previous work operated on monthly traffic aggregates [18] and destination IP
addresses, we evaluate our approach for shorter sessions (between 5 minutes and
48 hours) and only rely on host (DNS) names. Furthermore, we discuss and
evaluate countermeasures that degrade the effectivity of the attack.

This paper is structured as follows: After reviewing related work in Section 2,
we briefly present the data mining techniques used for our attack in Section 3. We
continue with our data acquisition methodology in Section 4 before we describe
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our evaluation methodology and results in Section 5. We present countermea-
sures in Section 6 and discuss the results in Section 7 before concluding the
paper in Section 8.

2 Related Work

Closely related to our work are Kumpost’s publications [16,17,18], which describe
a large-scale study on NetFlow traffic logs. His ultimate goal and approach is
quite similar to ours: finding out whether it is possible to pinpoint individual
users among others due to their characteristic behaviour in the past. He devises
a classifier that compares behavioral vectors of users with a similarity measure
based on cosine similarity and shows that inverse document frequencies (IDF)
can improve re-identification accuracy. His study differs from ours in several
ways, though: Kumpost operates on monthly aggregates of the access frequencies
of hosts; on the contrary, we adopt an attacker’s point of view and track users
on a smaller scale and for shorter timeframes. Furthermore, while Kumpost
operates on network traces, we work with a pseudonymized web proxy dataset
specifically collected for this purpose. Finally, Kumpost only describes the actual
attack, whereas we also discuss and evaluate countermeasures.

Yang’s publications [27,36] and especially [35] are also related to our study.
Yang studies to which extent samples of 2 to 100 web users can be re-identified
with profiling and classification methods from a dataset containing 50,000 users
in total. As Yang’s focus is the utility of web user profiles for fraud detection
and other applications in e-commerce, she does not tackle the problem from our
attacker’s view. To some degree her methodology is comparable to our simula-
tions, but there are some differences, which are of relevance for our purpose. For
instance, while we concentrate on training sets of size 1, her evaluation focuses
on the improvements obtained by the use of multiple labelled training instances
(up to 100), which are usually difficult to obtain for the type of attacker we
have in mind. Another difference stems from the selection of training and test
instances: while Yang selects training and test instances with an arbitrary tem-
poral offset, we explicitly evaluate the influence of the temporal offset between
them in order to analyse profile degradation over time.

Also related is the work of Pang et al., which studies an attacker who aims
to re-identify users in 802.11 wireless networks [28]. Pang considers a number of
properties of network traffic to link multiple sessions of users – even if ephemeral,
pseudonymous MAC addresses are used. While they do look at exploiting des-
tination addresses for their linkability attack, their focus lies on characteristics
of 802.11 devices such as SSID probes, the size of broadcast packets and MAC
protocol fields. Their methodology, which relies on the Jaccard index and a
Naïve Bayes classifier with Gaussian kernel density estimation, differs from ours
considerably, though.

Data mining techniques have been applied to attack users’ privacy in many
related user re-identification and de-anonymization studies ([31,15,20,5,23] and
most recently [11,34]) and for attacks on anonymized traffic logs [29,9,8]. Web
usage mining (cf. [30,6,14,24]) is also a related area of work.
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interests of user

all interests that can
be tracked online

session 1 session 2

session 3 interests of user that are expressed online

Fig. 1. Venn diagram representation of the web user re-identification problem

3 Re-identification Methodology

In the following sections we will present our methodology. We assume that most
users exhibit at least some part of their interests online, and that they are
reflected by the websites they access in a particular surfing session (cf. Fig. 1).
Our re-identification attack works on the intersection of two or more sessions of a
user. In an ideal world the intersections of one user will not substantially overlap
with the intersections of other users as they have a differing set of interests.

Both, term frequencies [37] and host access frequencies [1,4,10], have shown
to obey Zipf’s law: there is a small number of attributes (terms or hosts) that is
part of almost all instances (documents or sessions) and always occurs in large
frequencies. As a consequence we conjecture that text mining and web user
re-identification can be tackled with similar techniques. Therefore, we model
instances using the vector space model [2,21,33]. For our analysis, we apply the
Multinomial Naïve Bayes classifier, an off-the-shelf text mining technique, and
various transformations, which have proven effective for text mining problems,
to the input data.

3.1 Modelling the Web User Re-identification Problem

Our analysis relies on a basic model that captures users’ surfing habits. With
this model we can reduce the web user re-identification attack to a data mining
classification problem [33], which can be tackled with various supervised learn-
ing methods. We consider each surfing session of a user to be an instance of
a class ci ∈ C, i. e. each class represents all surfing sessions of a specific user.
Each instance consists of the web browsing requests sent by a user’s machine
during one surfing session. From each HTTP request we only use the destina-
tion host name (e. g. www.google.com).2 We disregard port, path, filename and
other features. Instead of a binary encoding of the fact whether some host (e. g.
www.google.com) has been accessed or not, we take into account the number of
2 Accesses to various sub-domains are not merged, i. e. www.site.com, site.com and

www1.site.com are treated as different hosts.
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requests to each host within a session to model usage intensity. The order of
requests as well as timing information is neglected in our basic model, as we
do not expect the behaviour of most users to show significant patterns in those
dimensions. There are certainly more sophisticated models conceivable, which
may take into account such characteristics.

Note that previous studies [16,17,18] have not relied on host names, but on
IP adddresses. While it is certainly possible to carry out the attack with IP
addresses only, we deem IP addresses not as suitable as host names: firstly, the
IP address of a web server may be subject to frequent changes, secondly, some
web sites may use multiple IPs for load distribution and thirdly, virtual hosts
may serve multiple different web sites from the same IP address. The instances
will reflect user interests more closely, if destination host names are used instead
of IP addresses. This is straightforward for the kind of attacker we have in mind,
i. e. the provider of a HTTP proxy.

Each instance consists of a multiset (xfx1
1 , x

fx2
2 , . . . , x

fxm
m ) containing all the

hosts xj and their respective access frequencies fxj ∈ N0 for a given user and ses-
sion. From the multisets, we obtain attribute vectors x = f = (fx1 , fx2, . . . , fxm)
for all visited hosts m that are present in the dataset. Even for rather small
user groups, those vectors become very sparse as the number of distinct websites
increases rapidly.

The re-identification attack consists of two stages. Firstly, the attacker has
to obtain a set of k training instances Itrain = {(x1, c1) , . . . , (xk, cn)} ; ci ∈
C; k ≥ n; n ≤ |C| that he labels with class information.3 Afterwards, he will use
a classifier to predict the class, i. e. the user, of a number of test instances in
order to establish a mapping between the sessions contained in the test instances
and the sessions within the training instances.

3.2 Multinomial Naïve Bayes (MNB)

The Multinomial Naïve Bayes (MNB) classifier is a well known method for text
mining tasks [33]. The choice of the MNB classifier is motivated by the fact
that attributes in natural language models and in our model, which relies on
host access frequencies, both are distributed according to a power-law, i. e. their
frequency distribution is heavy-tailed.

Although Naïve Bayes and related probabilistic classifiers naïvely assume in-
dependence of attributes (which is often not the case for real-world problems),
they have been applied to many privacy-related classification attacks with great
success. Of particular interest for our analysis is the application to traffic analy-
sis problems (cf. [12,38,22,32]) and to website fingerprinting [19,13] in previous
3 The class labels may either be actual real names of the users, in case the attacker

already knows them for the training instances or can deduce them using context
information. Alternatively, the attacker can use arbitrarily chosen user IDs, i. e.
pseudonyms, in case he does not know the real identities of the respective users
during the training stage yet. Later on he can substitute the pseudonyms with real-
world identifiers, once users have revealed (parts of) their identity by their online
activities (which is not within the scope of this paper).
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works. We apply the MNB classifier to the host access frequencies within individ-
ual user sessions. Given m unique hosts, the classifier evaluates the probability
that a given instance f belongs to some class ci as:

P (f|ci) ∼
m∏

j=1

P (X = xj |ci)
fxj

The resulting probability is proportional to the product of P (X = xj |ci), which
is the probability that a certain host xj is drawn from the aggregated multiset of
all host accesses of the training instances of class ci. The individual probabilities
contribute fxj times to the result, where fxj is the number of accesses to host xj

in the test instance at hand. In other words: the more often the dominant hosts
of the test instance f appear in the training instances of class ci, the more likely
does instance f belong to class ci. The classifier will select the class ci for with
the highest value P (f |ci) is observed. For a more formal coverage of the MNB
classifier refer to a recent text book by Manning et al. [21].

3.3 Vector Transformations

There are several transformations that – if applied to the raw attribute vectors
– have shown to improve the accuracy of classifiers on text mining problems. We
will analyse to what extent web user re-identification attacks benefit from them.
TF Transformation. Extremely high frequencies of a small number of at-
tributes can overshadow the contribution of the remaining features, which makes
it difficult for the classifier to distinguish between instances of different classes.
A frequently mentioned solution is to apply a sublinear transformation to the
raw occurence frequencies: f∗xj

= log(1 + fxj ), the so-called term frequency (TF)
transformation (cf. [33] for details).
IDF Transformation. Using raw vectors all attributes (host frequencies) con-
tribute equally to the resulting vector, regardless of their relevance. Popular hosts
that are part of a vast majority of instances do not confer much information about
a class, though. This problem can be alleviated using the inverse document fre-
quency (IDF) transformation: given n training instances the occurrence frequen-
cies fxj are transformed using the document frequency dfx, i. e. the number of
instances that contain term x: f∗

xj
= fxj · log n

dfxj
. The application of both of the

aforementioned transformations is referred to as TF-IDF transformation [33].
Cosine Normalisation (N). Results from empirical research have shown that
the accuracy of many classifiers and information retrieval algorithms can be
greatly improved by normalizing the lengths of all instance vectors [21, p. 128].
This is usually achieved by applying cosine normalisation, i. e. all frequencies are

divided by the Euclidean length of the raw vector: fnorm
xj

=
f∗

xj

‖(f∗
x1

,...,f∗
xm

)‖ . While

it stands to reason that cosine normalization is reasonable for text documents,
its utility for the web user re-identification problem may seem counterintuitive
at first sight: the total number of requests of a session seems to be a promising
feature for differentiation, after all.
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Table 1. Properties of our proxy user linkability dataset

Duration in days 57
Number of HTTP requests 2,684,736
Number of unique destination hosts 25,124
Transmitted data volume in GiB 110.74

4 Data Acquisition

In this section we will outline our data acquisition methodology and present the
dataset used for the evaluation of the user re-identification attack. To collect
web surfing data, we recorded the web traffic of 28 web users at the university
of Regensburg (cf. Table 1 for descriptive statistics of the dataset).

Our participants installed a proxy server (a slightly modified version of
Privoxy4), which recorded all of their HTTP traffic, on their local client machines.
We provided a convenient obfuscation and submission tool that enabled users to
anonymize log files on their machines before uploading them to a central server for
later collection. The tool labelled the logs with a static user-specific pseudonym
(e. g. RQFSPJ75 ) and obscured the requested URLs (see below). To conceal the
IP addresses of our participants, we made sure that the log files themselves did
not contain any source IP addresses and encouraged the participants to upload
their logs using an anonymization service like JonDonym or Tor.5

The requested URLs were split into multiple components (scheme, host, port,
path) before hostnames and paths were obfuscated using a salted hash-function.
The salt value was hard-wired in the obfuscation tool and ensured that there
would be a consistent mapping between host names and hash values for all users.
The hash function was repeatedly applied to discourage dictionary attacks during
the study. Once the study was completed we deleted all references to the salt in
order to reduce the risk of dictionary attacks in the future. Our participants were
satisfied with the basic level of protection offered by our URL pseudonymization
scheme. Even the technically savvy ones, who were familiar with signature and
fingerprinting attacks on such log files (cf. [7,15]), were willing to accept the
remaining risks.

While our user group is rather small and certainly biased to some degree, our
user profiles also have some advantage in comparison to profiles compiled from
passively collected flow traces of a large network segment like used by Kumpost
[17]: Firstly, the user group is quite homogeneous and shares common interests
(24 out of 28 participants are undergraduate or postgraduate students with high
affinity towards information technology); this may also be the case in reality for
users who share the same proxy server. Secondly, we know as a ground truth
that all HTTP requests submitted by a user (i. e. labelled with his pseudonym)

4 Available for download at http://www.privoxy.org/
5 Available for download at http://www.jondonym.com/ and
http://torproject.org/

http://www.privoxy.org/
http://www.privoxy.org/
http://www.jondonym.com/
http://www.jondonym.com/
http://torproject.org/
http://torproject.org/
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Fig. 2. Overview of dataset used for evaluation

originate from exactly one individual6, while passively collected profiles may be
subject to unobservable influences such as multiple people sharing one IP address
or sudden changes in the IP address assignment of a user. Finally, our user
profiles are mostly comprised of requests issued via the user’s web browser: only
14 % of the participants chose to submit all HTTP requests of their machines.

Fig. 2 shows the participation of users over the course of the study as well as
the amount of HTTP requests contributed by the individual users. The number
of users contributing data on a given day varies between 3 and 22. 15 users or
more contributed on at least 50 % of the days, with contributions ranging from
10 to 57 days. The number of HTTP requests submitted by the individual users
varies considerably: the 50 % most active users contribute 80 % of the requests,
with the most active user contributing 14.6 % of the total number of requests.
Note that we will disregard any context information as well as timing information
and activity patterns regarding to specific weekdays in this paper. Instead, we
will only consider the access frequencies of the destination servers to assess the
effectiveness of our web user re-identification attack.

5 Evaluation Methodology and Results

In this section we evaluate the user re-identification attack using our dataset.
The evaluation consists of two parts, which allow us to analyse different aspects.
In the first part, which we call the attacker’s view, we merge all the log files of
our participants (maintaining the exact timing of the requests). This allows us to
evaluate the feasibility of the user re-identification attack if all participants had
used a malicious central proxy server for our study. The second part consists of
simulations which analyse the impact of various parameters on the effectiveness
of the attack using random samples of our dataset.
6 This claim is substantiated by the results of an anonymous questionnaire we re-

quested the participants to fill out.
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Table 2. Evaluation of predictions from an attacker’s point of view for user u (with
class cu) with training instances xt

· and test instances xt+1
· . TP/FP/TN/FN conditions

are shown for clarity; cases are sorted according to their evaluation: correct (1, 2),
wrong-detectable (3, 4) and wrong-undetectable (5, 6).

(1) TP:1 FP:0
TN:0 FN:0

u contributed on days t and t + 1; user’s instance xu was
correctly assigned to cu; attacker can track u

(2) TP:0 FP:0
TN:1 FN:0

u contributed on day t only; no instance was incorrectly
assigned to cu

(3) TP:0 FP>1
TN:0 FN:1

u contributed on both days, but xt+1
u was not assigned to

cu; multiple instances xv; v �= u were assigned to cu

(4) TP:1 FP>0
TN:0 FN:0

u contributed on both days; xt+1
u was assigned to cu; at

least one instance xv; v �= u was assigned to cu

(5) TP:0 FP:0
TN:0 FN:1

u contributed on both days; but no instance was assigned
to cu at all; attacker believes there is no xt+1

u and loses
track of u; attacker confuses this prediction with (2)

(6) TP:0 FP:1
TN:0 FN:0

u contributed on both days, but xt+1
u was not assigned to

cu; one instance xv; v �= u was assigned to cu; attacker
confuses v with u; attacker confuses this prediction with (1)

5.1 Attacker’s View

We start out with an attacker on a proxy server who exploits characteristic
surfing patterns to re-identify individual users on consecutive days, i. e. we con-
sider sessions with a duration of 24 hours (we study other session times and
non-consecutive sessions in Section 5.2).

Therefore, we assume that on one day t the attacker decides to track a specific
user ut from now on (e. g. due to a intriguing request of that user). The attacker
chooses u from the set of all users U t who are present on day t. For the attack he
sets up a classifier with |U t| classes c (one for each user), and trains the classifier
with the available instances xt

· of all users from U t (one instance per user). On
the next day, the attacker tries to find the instance xt+1

u , i. e. all the instances
that are predicted to belong to class cu are of interest. Ideally, only the correct
instance xt+1

u will be assigned to cu.
Due to the peculiarities of the attacker’s view there are more than the four

canonical evaluation results (true positives, false positives, true negatives and
false negatives) [33]. Table 2 contains an overview of our more differentiated
evaluation scheme. The prediction of the classifier can either be correct (1, 2),
wrong-detectable (3, 4) or wrong-undetectable (5, 6).

Evaluation Results. We iterate over all days and users and evaluate the pre-
diction of the MNB classifier for the transformations presented in Section 3.3.
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Table 3. Classification accuracy for attacker’s view (AV) and simulation (SIM), i. e.
the proportion of user sessions for which the classifier correctly and unambiguously
predicted the correct class (1) or correctly predicted that the user did not participate
on the second day (2).

none N IDF IDFN TF TFN TFIDF TFIDFN

(AV) 60.5 % 62.9 % 65.0 % 62.8 % 56.0 % 73.1 % 66.1 % 72.8 %
(SIM) 55.5 % 56.2 % 65.0 % 60.2 % 53.3 % 77.1 % 68.5 % 80.1 %

Each prediction is evaluated independently, i. e. the conceived attacker is state-
less and does not change his behaviour based on the predictions on previous
days. For each experiment we report the overall classification accuracy, i. e. the
proportion of correct predictions (1, 2). An overall comparison of the various
transformations is shown in the (AV) row in Table 3. Cosine normalisation (N)
increases the accuracy of the classifier significantly when applied in combination
with one of the other transformations. The TFN transformation leads to the
highest number of correct predictions: 73.1% of all day-to-day links were cor-
rectly established, i. e. user u was either re-identified unambiguously (1) or the
classifier correctly reported that u was not present on day t + 1 any more (2).
Note that the utility of the IDF transformation is rather limited in the attacker’s
view scenario. This counterintuitive finding can be explained by the relatively
small number of only 765 predictions in the attacker’s view scenario.

While already this basic attack achieves respectable results, there is certainly
room for improvements. We present only one of them here: learning. We have
found that the accuracy of the classifier can be increased considerably, if the
attacker is not stateless, but is allowed to “learn”, i. e. he can add already pre-
dicted instances xt+1

u to the set of training instances for user u, if the prediction
appears to be correct (1,6). In the case of the MNB classifier and the TFN trans-
formation, the proportion of correct decisions (accuracy) increased from 73.1 %
to 77.6 %, the proportion of detectable errors decreased from 14.5% to 12.5 %
and the proportion of undetectable errors decreased from 12.4 % to 9.8 %.

5.2 Simulations

The results obtained from the attacker’s view experiments indicate that a central
proxy can carry out the web user re-identification attack for small user groups
like ours. Due to its dynamic nature, i. e. not all users having participated on all
days (cf. Fig. 2a), the attacker’s view is not very suitable for analysing influence
factors that determine the effectiveness of the attack, though. Thus, we will
resort to simulations, in which we set up well-defined and balanced scenarios, to
gain further insights.

Each simulation experiment works on a random sample of training and test
instances drawn from the whole dataset. For each user 10 pairs of training and
testing sessions are drawn for each experiment (iterations). The properties of the
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pairs are controlled by a number of parameters. Only one parameter is varied in
each experiment to analyse its influence. The varied parameters are:

– session duration in minutes (default: 1440, i. e. 1 day),
– number of simultaneous users (default: 28),
– offset between the last training session and the test session

(default: the session duration, i. e. adjacent sessions) and
– number of consecutive training instances (default: 1).

The default setup simulates all 28 users concurrently surfing on 10 days (iter-
ations), i. e. for each iteration there are 28 training sessions (1 for each user),
each one capturing all requests of the user within one day. Training and test
sessions are not drawn independently, though: for each user the random ses-
sion selection process prefers training sessions, which have a (chronologically)
immediately succeeding session for the respective user. The succeeding session
will then be selected as the test session. This ensures that the parameter “offset
between the last training and the test session” equals the session duration for
all users. The classifier will be trained with the training sessions (which may in
fact come from different days in our real-world dataset) and will have to make
a prediction for each of the 28 test sessions. This training and prediction will be
repeated for the 10 randomly drawn session pairs (iterations).

The simulation results are obtained by repeating each experiment 25 times and
taking the average of the obtained accuracy. This approach incorporates a large
proportion of the dataset in each experiment: the classifier makes 25 · 10 · 28 =
7000 predictions per simulation experiment. The results for the application of the
various text mining transformations are shown in the (SIM) row of Table 3. The
TFIDFN transformation achieves slightly better results than the TFN transfor-
mation here. The results of all of the following simulations were obtained using
the TFN transformation, though, which has lower computational costs and still
offers comparable accuracy.

Evaluation Results. The results of the simulations are summarized in Fig. 3
for various session durations. Fig. 3a shows that the accuracy of the classifier
decreases once session durations become shorter than one day (1440 minutes),
which we found is due to the smaller amount of distinct sites and issued requests
visited within them. Thus, the information amount available to the classifier
decreases. The accuracy increases once again for short sessions below 30 minutes.
This is partly due to users’ activites spanning session boundaries, which increases
the linkability of two adjacent sessions. Furthermore, accuracy increases with
decreasing numbers of concurrent users (Fig. 3b), which explains the higher
accuracy of the classifier for the attacker’s view scenario.

Fig. 3c shows that the quality of the user profiles deteriorates only moderately
over time. The waveform patterns in the plot for session durations of 1 and 3
hours have a periodicity of 24 hours. Thus, it is easier to link two sessions of a
user if they are obtained at the same time of day on different days. Apparently,
our users exhibit different behaviour at different times during the day.
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Fig. 3. Simulation results: influence of various parameters on proportion of correctly
classified sessions (y-axis);

According to Fig. 3d the accuracy will increase if the attacker manages to
obtain not only 1 but multiple consecutive training sessions of a given user or
is able to correctly link multiple consecutive sessions of a user (cf. “learning” in
Section 5.1). While the gain in accuracy caused by an additional training in-
stance diminishes quite fast for immediately adjacent sessions, multiple training
instances can be very useful when it comes to test instances whose offset to the
training instance is larger. This becomes evident in Fig. 3d by comparing the
slopes of the two curves supplied for 1-hour sessions with training/test offsets of
1 hour and 48 hours. For the latter the accuracy increases more rapidly for up
to 5 additional training instances.

5.3 Linkability Metric

We analyzed the dataset for peculiarities that can explain the effectiveness of the
classifier. Therefore, we constructed a numerical host linkability metric L ∈ [0; 1]
that captures the degree of re-identifiability of a user u that is caused by accessing
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Fig. 4. Distinctive hosts and average linkability for various session durations

a specific host h. With this metric we can uncover hosts that almost immediately
identify users once they request a website from them (cf. also [17, p. 62] for a
different approach). Considering the multiset of website requests Ru of user u,
the multiset of website requests Rh involving host h, the set of sessions Su of
user u and the set of sessions Sh involving host h, we obtain the host linkability
as follows:

L(h, u) =
|Ru ∩Rh|
|Rh| · |S

u ∩ Sh|
|Su|

In words: A host h allows for immediate re-identification of a user u, if h is only
accessed by u and if u visits h in each of his sessions; this is expressed by a host
linkability value of L(h, u) = 1. If an attacker knew the hosts with L = 1 – we call
them distinctive hosts – he wouldn’t have to rely on our classification technique
but could directly re-identify the respective users. We found 17 distinctive hosts
in our dataset for nine users with a session time of 1440 minutes (cf. Fig 4). If a
host is distinctive for a user for a session duration da, it will also be distinctive
for this user for all session durations db > da. With decreasing session duration
the linkability values for all hosts are decreasing as well, i. e. it is less likely to
encounter a distinctive host in shorter sessions.

6 Countermeasures

A user can blur his behavioral profile by distributing his web requests over
multiple (non-colluding) proxy servers (similar to the ideas proposed by Olivier
[26]). A single server will then only see a subset of the requests of the user. There
are many conceivable variants of such a distribution scheme: e. g. based on time
(switching the server at regular intervals) or based on destination (all requests for
hosts (h1, h2, h3) are sent to server s1, requests for hosts (h4, h5, h6) are sent to a
different server s2. We leave the design and evaluation of various strategies open
for future work. Instead we only analyse a basic strategy, which may serve as a
baseline for benchmarking: randomly distributing all the requests of a user over
multiple proxies. According to the results for 1, 10, 20 and 50 servers (cf. Fig. 5a),
this strategy is effective, but not very efficient.
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Fig. 5. Effectiveness of countermeasures

Removing Requests from Log Files. In principle the web user re-identification
attack is also applicable to log files of proxy servers that are shared or publicly
available. There is a number of obfuscation tools that help to protect the pri-
vacy of the users whose requests are contained in the logs. Some tools (such as
tcpmkpub, tcpdpriv or the Perl module NetAddr::IP::Obfuscate) rely on a con-
sistent hashing or obfuscating scheme of IP addresses, which ensure that a given
input address is always mapped to the same obfuscated output address. Thus,
our web user re-identification attack can be applied to track users with dynamic
IP addresses in such log files without modification. It could also be applied, if
the proxy operator changed the mapping scheme from time to time.

In order to counter the attack a proxy operator may come to the conclusion
to only share requests to the most popular hosts, which are not supposed to
convey any personally identifying information. To evaluate the validity of this
assumption we have repeated the simulation, restricting it to the most popular
1 %, 5 %, 10 %, 20 %, 40 % and 50 % of the hosts according to a descending
ranking of hosts, which is based on the total number of requests they attracted
(see Fig. 5c). The somewhat surprising results indicate that this approach cannot
prevent the user re-identification attack: the classifier can still link more than
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65 % of the 1-day sessions (cf. Fig. 5b) if instances are only based on the 1 % (=
251) most popular hosts. Due to the long-tailed distribution of access frequencies
the log files contain only 60 % of the total requests in this case (cf. Fig. 5c). The
utility of this countermeasure degrades fast: if 10 % or more of the most popular
hosts are kept in the log file, accuracy values will not be affected significantly any
more. Classification accuracy is also only moderately affected if the most popular
hosts are skipped (cf. Fig. 5d): training the classifier on 1-day sessions after having
removed the 50 % most popular hosts (which is equivalent to skipping 99.91 %
of all requests!) still results in an accuracy of 22.9 %. Whether log files that have
been stripped in such a way are of any practical use any more, certainly depends
on the particular application at hand.

Anonymization Services. Instead of distributing their requests over mul-
tiple proxy servers, users can also rely on anonymisation services like Tor or
JonDonym. These services prohibit eavesdropping by local adversaries and con-
sequently also protect against any re-identification attacks carried out by them.
The use of anonymisation services may also introduce new risks, though: in mix
networks the exit node learns the true destination hosts as requested by its users.
The Tor network uses circuits, which relay a user’s traffic over a single exit router.
After 10 minutes a circuit is abandoned and a new circuit with another exit node
is set up. If a Tor user relayed all web requests over a single exit node (which is
the default as of now), the exit node could apply our methodology to construct
user session and create a MNB classifier to re-identify users. Collaborating exit
nodes could share such profiles to track users across multiple exit nodes, which
would seriously degrade their privacy. The attack could be prevented, if the Tor
client routed web traffic over multiple exit nodes concurrently.

7 Discussion

Due to the limited scope of our study, we cannot precisely assess the real threat
of user re-identification on the web. The small number of users may limit the
generalisability of our results, but not of our methodology. We are already in the
process of applying it to large DNS log files with several thousand users. Even
for this different, more difficult problem our first results are promising: we are
able to re-identify up to 50 % of the users about 80 % of the time.

For the purpose of evaluation we modelled a user session as a rigid time
span (e. g. 10 minutes or 24 hours). As a matter of fact, our evaluation tools
will erroneously distribute contiguous requests across two sessions, if the true
user session crosses our session boundaries, which decreases the difficulty of the
classification problem – at least for immediately adjacent sessions. This bias
could be cured with a more realistic session splitting method, e. g. by taking into
account the results of [6,30], which empirically derive actual session boundaries.

The presented basic form of the attack can not only be carried out by proxy
servers or DNS servers, but by any eavesdropper in general. We are aware of the
fact that we disregard promising pieces of information, which may be available
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to some attackers, such as the whole URL or request timing. Web proxies could
also inspect the contents of the HTTP messages for identifying information,
e. g. usernames and street addresses. While our methodology can be extended
to support such attributes, we believe that in reality the biggest improvements
will stem from the inclusion of context knowledge: a user who just received his
driver’s license might visit many hosts like myfirstcar.com and firstcar.com over
a period of several days. Future work might take this into account by employing
a semantic model to group hosts according to activities or actual interests.

Finally, we want to point out that our scenario in mind, a closed user group
using a single proxy server, allows us to make a closed-world assumption, i. e. each
instance belongs to a user of that group. Consequently, our classifier will output
a prediction for each and every test instance no matter how likely it is. In some
real-world situations, e. g. tracking one user among thousands of unknown users,
this approach will cause a false alarm for the majority of instances. Adapting the
methodology to cope with such scenarios (e. g. by using a probability threshold
or reject class) is certainly an interesting area for future work.

8 Conclusion

Using a privacy-preservingly collected real-world dataset we have demonstrated
that an adversary can re-identify web users based on their past browsing be-
haviour. Thus, malicious providers of (small-scale) web proxies may be able to
track their users. Profile degradation over time is only moderate and it can be
alleviated using multiple training instances. According to our results, counter-
measures such as distributing web requests over multiple proxies can reduce the
accuracy of our attack, but they come at a considerable cost.

Our technique is based on the observed access frequencies of hosts. It does not
depend on any timing information or context knowledge, and it is totally agnostic
of the type of host or the actual contents retrieved. Instead, we exploit the
diversity on the World Wide Web: specific user interests (such as reading news
or social networking) can be satisfied at a large number of different sites, which
is reflected by the long-tailed distribution of access frequencies. Consequently,
web user re-identification may even succeed for users with very similar interests
– as long as they have a distinct preference regarding the websites where they
pursue them.
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Abstract. Many frameworks for defining authorization policies fail to make a
clear distinction between policy and state. We believe this distinction to be a
fundamental requirement for the construction of scalable, distributed authoriza-
tion services. In this paper, we introduce a formal framework for the definition
of authorization policies, which we use to construct the policy authoring lan-
guage APOL. This framework makes the required distinction between policy and
state, and APOL permits the specification of complex policy orchestration pat-
terns even in the presence of policy gaps and conflicts. A novel aspect of the lan-
guage is the use of a switch operator for policy orchestration, which can encode
the commonly used rule- and policy-combining algorithms of existing authoriza-
tion languages. We define denotational and operational semantics for APOL and
then extend our framework with statically typed methods for policy orchestra-
tion, develop tools for policy analysis, and show how that analysis can improve
the precision of static typing rules.

1 Introduction

One of the fundamental security services in computer systems is access control, a mech-
anism for constraining the interaction between (authenticated) users and protected re-
sources. Generally, access control is implemented by an authorization service, which
includes an authorization decision function (ADF) for deciding whether a user request
to access a resource (an access request, which we abbreviate by request henceforth)
should be permitted or not. The output of an authorization decision function is usually
determined by evaluating the request with respect to authorization state.

The protection matrix [14] is one of the earliest techniques for encoding authoriza-
tion state. It assumes the existence of a set of subjects S (those entities that generate
requests), a set of objects O (those entities to which access is requested), and a set of
actions A (the types of interactions with objects that subjects may request). Mathemat-
ically, the protection matrix M is a total function S × O → P(A) where M [s, o] is the
set of interactions that subject s is authorized to engage in with object o. A request is
modeled as a triple (s, o, a) and is authorized if and only if a ∈ M [s, o]. This explicit
enumeration of all authorized requests in the authorization state is appealing in its sim-
plicity. The authorization policy, which is implemented by the ADF, is to authorize a
request if it is listed in the authorization state.

T. Aura, K. Järvinen, and K. Nyberg (Eds.): NordSec 2010, LNCS 7127, pp. 155–170, 2012.
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In recent years, this enumeration of authorized requests in authorization state has
been refined, with authorized requests being grouped together into “targets”. Autho-
rization state can then be seen as a set of targets {T1, . . . , Tn} where Ti ⊆ S ×O ×A.
Typically, a request (s, o, a) is authorized if and only if (s, o, a) ∈ Ti for some i. Access
control lists (ACL) are one obvious example of this approach, where each target Ti is
associated with a particular object oi.

We may also extend what we call “target-based” authorization state by associating
explicit deny and allow responses with targets, so that exceptions to requests authorized
elsewhere in the authorization state can be articulated. Given an extended set of targets
{(T1, allow), (T2, deny)}, e.g., a request (s, o, a) is authorized if and only if (s, o, a) ∈
T1 and (s, o, a) ∈ T2. Here we see that the authorization state may not be consistent:
T1 may allow a request, while T2 may deny it. Most authorization frameworks provide
a number of different ways of resolving such conflicts (such as “allow-overrides” or
“deny-overrides”). Conversely, the authorization state could contain gaps and neither
allows nor denies certain requests.

The literature includes many target-based specification languages for defining autho-
rization state (e.g. [5,10,15]) – notably XACML [18] – and target-based policy algebras
(e.g. [2,6,21]). In the case of XACML, we would define the authorization policy to be
the specification of the policy decision point (PDP) – the algorithm that processes what
the XACML standard refers to as “policies”. Different implementations of the PDP may
yield different authorized requests for the same “policies”.

Motivation. Much recent work on access control has blurred the distinction between
what we call authorization state and authorization policy. Consider the simple security
property pSS, defined in the Bell-LaPadula access control model [4], which says that
subject s is authorized to read object o only if λ(s) ≥ λ(o), where λ : S ∪ O → L is
a labeling function and L is a lattice of security labels. The policy is that a subject is
authorized to read an object only if its security classification is at least as high as that
of the requested object. The state is defined by L and λ. To reinforce this distinction,
suppose that λ(o) = l1 at time t1, and subsequently the contents of o are de-classified so
that λ(o) = l2 < l1 at time t2 > t1. Now, for a subject s with λ(s) = l2 at times t1 and
t2, a request to read o is denied at t1 and allowed at t2. Thus, the decision depends on the
request, the authorization state (λ is mutable), and the immutable policy (λ(s) ≥ λ(o)).

Target-based “policies”, however, do not make this distinction. The confusion arises
because the protection matrix policy is to test for membership of a request in a set
encoded by the protection matrix, and so the policy itself has become implicit. Al-
though it is clearly possible to express most authorization policies using a protection
matrix – by simply encoding all authorized triples in the matrix – such representations
are very inefficient and “brittle”: since state and policy are encoded in the matrix it will
be necessary to change the matrix to re-encode the policy every time there is a state
change. To encode the simple security property above, e.g., any change to λ(o) requires
adding action read into entry M [s′, o] for all subject s′ with l2 ≤ λ(s′) and l1 ≤ λ(s′).

The evaluation of authorization policies may also be strongly dependent on system
state. The Chinese wall policy [7], e.g., is a separation of duty policy designed to pre-
vent conflict of interest. The evaluation of this policy requires historical information
about which requests have previously been made and authorized. It is not clear how to
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represent or evaluate such policies using target-based policies. Similarly, stack-walking
algorithms for evaluating requests in a virtual machine environment require information
about the run-time state in order to determine whether a request is authorized [13].

Target-based “policies” encode authorization state and policy, so every instance of a
target-based “policy” has to re-encode the semantics of the policy it seeks to enforce.
In this sense, target-based policies are analogous to monolithic programs that neither
benefit from the reuse of already existing authorization decision functions, nor cleanly
separate authorization state from those policies. We thus believe that there is great value
in a framework that supports the modular specification and realization of authorization
policies, and that also provides for separation of state and policy.

The framework we propose has two types of policies: decision policies and orches-
tration policies. Decision policies are similar to Boolean functions, whereas orchestra-
tion policies are similar to policy combining algorithms in XACML [18] and operators
in policy algebras (e.g. [6,19]).

Decision policies take parts of the request or authorization state (or both) as input
and make either a Boolean decision or return a third value ⊥, indicating that the policy
is unable to provide a conclusive decision. A policy may return ⊥ because

– the request either does not have the expected form for successful processing (e.g.
the action is delete but needs to be read for pSS), or

– the request cannot be evaluated in the authorization state (e.g. there may not be an
ACL for the requested object).

Orchestration policies take other policies as input. We show that all possible orches-
tration requirements, even in the presence of inconsistency or lack of information, can
be programmed with a single 4-case switch operator. Use of this operator should ap-
peal to people familiar with such statements in mainstream programming languages.
Indeed, we develop a simple typed, modular programming language in which decision
and orchestration policies are distinguished by types and are declared and enforceable
as parameterized methods.

Contributions. We develop a formal framework for authorization policies in which
base policies encapsulate domain-specific aspects and offer an abstract interface for
orchestration; all possible orchestration patterns for base policies are supported in the
presence of conflict or lack of information; and authorization state and policy specifica-
tions are cleanly separated, facilitating maintenance and reuse. Policy orchestration is
achieved with a switch operator that is formally analyzable and functionally complete
for policy coordination (including conflict resolution). We add typed, parameterized
methods to that core policy language. This not only facilitates reuse and modular anal-
ysis of policies, but these types and their analysis can also certify important run-time
behavior of policy evaluation.

2 Authorization Using Trees

We first fix terminology and provide an overview of our approach. We then describe
policy orchestration before introducing policy trees as formal foundations for APOL.
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Overview. We assume the existence of three types of entities: policy enforcement
points, policy orchestration points and policy decision points.1 As in the XACML ar-
chitecture, a policy enforcement point (PEP) is responsible for ensuring that (i) every
request is evaluated to determine whether it is authorized and (ii) that the request is only
allowed to proceed (i.e. granted) if it is authorized.

Unlike in XACML, a policy decision point (PDP) in our architecture exists to deter-
mine whether a request is authorized by a base policy (defined below). We introduce
policy orchestration points (POP) to forward requests to PDPs or other POPs for evalua-
tion. The POP combines the decisions returned in response to those requests, according
to the orchestration pattern defined for that POP. The POP then returns a decision to the
PEP (or a higher level POP).

Each base policy has its own PDP. Complex authorization policies are constructed by
orchestrating base policies. Hence, the authorization architecture required to evaluate an
orchestrated policy will be dependent on the policy. In this respect, our architecture is
quite different from existing approaches, such as XACML, which assume a single PEP
and a single PDP – reflecting that the policy in target-based approaches is implicit (and
is based on membership of the request in one or more targets). Figure 1(a) illustrates
schematically an example of this policy evaluation architecture. Henceforth, we will
blur the distinction between a PDP and the base policy it enforces and use the two
terms interchangeably.

PEP

POP1

POP2

POP3

POP4

PDP1 PDP2

PDP3

(a) Generic tree

PEP

dbd

+

dov

+

pSS p∗

pACL

(b) BLP policy

Fig. 1. Examples of policy evaluation trees

We assume that base policies are invoked by a policy orchestration point. A base
policy returns an authorization decision based on the request and the current autho-
rization state of the system. Returning to the example of the simple security property
pSS introduced in Section 1, informally speaking and writing σi to denote the state at
time ti, we have pSS((s, o, read), σ1) = deny and pSS((s, o, read), σ2) = allow. We
model base policies as (partial) Boolean functions and authorization state is an input to
a policy. This separation of concern allows us to decouple policy semantics from the
specification of authorization state, in contrast to existing approaches such as XACML.

1 We prefer this terminology to authorization enforcement function etc., as it is widely used and
reflects the fact that access control in our setting is policy-based.
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A POP or a PDP does not necessarily take a request of the form (s, o, a), or similar,
as input. Consider, for example, an authorization service that implements a policy pACL

that decides requests on the basis of membership in an ACL. Then the PEP may well
receive a request of the form (s, o, a), but it actually passes s, a and the ACL for o to
the PDP.2 Hence, all requests of form (s, o, a) can be processed without error (assuming
that o is a valid object identifier) and are processed in the same way. In contrast, pSS

does not process requests in this uniform manner: it is “silent” on the evaluation of
write requests.

The ACL, however, is part of the authorization state, so policy pACL cannot be used
to evaluate request (s, o, a) if it is not possible to locate and retrieve the ACL for object
o. Indeed, the evaluation of all but the simplest policies (such as those that authorize all
requests) will require authorization state as input, and is therefore acutely sensitive to
the availability and consistency of such state. One cannot evaluate the simple security
property pSS if, e.g., λ(s) is not available or does not belong to the security lattice L.

In summary: there will be requests for which a policy does not return a conclusive
decision, simply because the policy is not designed to decide certain requests for partic-
ular authorization states; in addition, many policies cannot return a conclusive decision
if there is incomplete knowledge of authorization state.

Base Policies. Base policies have total functions of type Req× Σ → {0, 1,⊥} as se-
mantics, where Req is the set of requests and Σ the set of authorization states. Mathe-
matically, a base policy is (semantically) equivalent to a partial function b : Req×Σ →
{0, 1} that has been extended to a total function b̂ : Req × Σ → {⊥, 0, 1} in the
obvious way.

The intuition and assumption is that a base policy b returns a conclusive decision (0
for prohibitions or 1 for authorizations) for all well-formed requests as input that can
be properly evaluated in the current state. Base policy pACL, e.g., makes a conclusive
decision for requests (s, o, a) if object o has an ACL, and returns⊥ if o has no ACL. We
can express the simple security property and the *-property [4] as the following base
policies, where σ is understood to include an encoding of the security function λ.

pSS((s, o, a), σ) =

⎧⎪⎪⎨⎪⎪⎩
1 if λ(s) ≥ λ(o) and a is read

0 if λ(s) �≥ λ(o) and a is read

⊥ otherwise

p∗((s, o, a), σ) =

⎧⎪⎪⎨⎪⎪⎩
1 if λ(s) ≤ λ(o) and a is write

0 if λ(s) �≤ λ(o) and a is write

⊥ otherwise

We work with a set of base policies B that have the above type and from which more
complex policies are orchestrated. Actual members of B will depend on context and
requirements. We might have B = {pACL, pSS, p∗}, for example. Base policies also fit

2 The request received by the PEP may also be called an application request or native request,
and the one passed to the PDP by the PEP may be called a decision or authorization request.
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nicely with a view of authorization as a service, where the focus is on the orchestration
of base policies informed by the known and trusted behavior of these base policies.

Joining Policies. Policy orchestration may be useful where policies are developed in-
dependently and their respective results need to be combined before reaching an autho-
rization decision. Alternatively, we may simply need to construct authorization policies
out of simpler sub-policies. The BLP model, for example, “orchestrates” three poli-
cies: the simple security property, the *-property and the discretionary security property
(which requires that the request be authorized by a protection matrix M ) [4].

Many existing languages, therefore, include the possibility of combining the deci-
sions returned by two policies, and our language is no exception. We write p1 + p2 to
denote the join of p1 and p2, and define

(p1 + p2)(r, σ) = p1(r, σ) ⊕ p2(r, σ),

where ⊕ is a binary relation on {⊥, 0, 1,�} defined by the following table.

⊕ ⊥ 0 1 �
⊥ ⊥ 0 1 �
0 0 0 � �
1 1 � 1 �
� � � � �

A similar join operator was proposed and used in the work of [8,9], but for policies of
different types. We write P for the set of policies orchestrated from base policies in B.

The orchestration of base policies means that policies in general have a richer type,
as total functions p : Req × Σ → {⊥, 0, 1,�}. By abuse of notation, we may write 0
and 1, respectively, for the constant policies (r, σ) �→ 0, and (r, σ) �→ 1. We also write
1T , where T ⊆ Req, to denote the base policy that returns 1 if r ∈ T and 0 otherwise.

The Switch Operator. Many policy algebras and policy languages define ways of
resolving gaps (⊥) and conflicts (�) in policies as they occur [6,21], thereby reducing
the range of all policies to some subset of {⊥, 0, 1,�}. Reducing the range to {⊥, 0, 1},
e.g., removes conflicts, and reducing the range to {0, 1,�} removes gaps. XACML,
e.g., uses rule-combining and policy-combining algorithms to remove conflicts [18].

We introduce the switch policy operator, which can be used inter alia to remove gaps
and conflicts. Informally, this operator is a total function of type P5 → P , where the
decision computed by evaluating the first policy determines which of the other four
policies should be evaluated to obtain the overall decision. More formally, we have:

Definition 1. Let p, q⊥, q0, q1 and q� be policies. Then the formal expression
(p : q⊥, q0, q1, q�) is a policy with switch policy p such that for all (r, σ) ∈ Req×Σ,

(p : q⊥, q0, q1, q�)(r, σ)
def
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
q⊥(r, σ) if p(r, σ) = ⊥,

q0(r, σ) if p(r, σ) = 0,

q1(r, σ) if p(r, σ) = 1,

q�(r, σ) if p(r, σ) = �.

(1)
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The switch operator is surprisingly versatile. We now describe some of its more imme-
diate applications. We can define a policy !p that reverses those decisions for which p is
conclusive, and a policy (p/F ) where F filters policy p as follows:

!p
def
= (p : ⊥, 1, 0,�) (2)

(p/F )
def
= (1F : %,⊥, p,%) (3)

Since 1F cannot output ⊥ or �, we use the reserved symbol % to denote “dead code”,
policies that cannot be reached by the switch operator. In particular, we write % for q�
whenever the switch policy p is a base policy (and so cannot produce � as a decision).

Policy p/F models the if operator of [8,9] where base policy F models what is
called an “access predicate” in those papers. We may think of F as a filter and of p as
the filtered policy. Indeed, if p is the constant 0 or 1 policy, p/F models an XACML rule
with target F and effect p: policy expression (1F : %,⊥, 0, %), for example, encodes
an XACML rule with target F and effect deny.

We may also express the join operator p1 + p2 (introduced above) using the switch
operator:

(p1 + p2)
def
= (p1 : p2, q0, q1,�) (4)

where q0 = (p2 : 0, 0,�,�) and q1 = (p2 : 1,�, 1,�). Moreover, all the usual policy
modifiers can be expressed using the switch operator. We have, for example,

dov(p) = (p : ⊥, 0, 1, 0) aov(p) = (p : ⊥, 0, 1, 1) agr(p) = (p : ⊥, 0, 1,⊥)

dbd(p) = (p : 0, 0, 1,�) abd(p) = (p : 1, 0, 1,�)

where: dov denotes “deny-overrides; dbd denotes “deny-by-default”; aov denotes
“allow-overrides”; abd denotes “allow-by-default”; and policy agr(p) returns the same
decision as p if p returns a conclusive decision and returns ⊥ otherwise. Most of these
constructions are supported in XACML; agr, however, is not.

Clearly the switch operator provides a very economical and uniform way of speci-
fying a wide variety of orchestration patterns. For example, we can easily specify an
orchestration aed (“allow-overrides-else-deny”) that returns 1 whenever p does and re-
turns 0 otherwise: namely aed(p) = (p : 0, 0, 1, 1).

The switch statement (p : p′, 0, 1, p′) is the policy that returns whatever policy p
returns when p returns a conclusive decision, and returns whatever policy p′ returns
otherwise. In other words, (p : p′, 0, 1, p′) is a “first-applicable” binary policy operator,
commonly used to evaluate firewall rule-sets. Finally, one can also program “majority-
out-of-n” for any odd natural number n > 2 with nested switch operators.

The policy q� in (1) can be seen as a conflict handler for the switch policy p. The
choice of this handler depends on the context within which q� itself is orchestrated.
For example, if the switch statement for q� is the outermost policy, a conservative ap-
proach would make it always prohibit all requests. But q� may have negative polarity
(with respect to applications of ! above) as a sub-policy within an orchestration and so
prohibiting all requests may be unwise. Polarity issues aside, q� may be non-constant
since it could make its decision depend on further switch statements that try to differen-
tiate the source of conflict – a common idiom in programming with exceptions. In this
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context we note that the join operator distributes through all policies qv in (1), but not
through the switch policy p.

Example 1. We can orchestrate the full policy defined in the BLP model as

pBLP = dbd(dov(pSS + p∗) + pACL).
3

Figure 1(b) shows the policy’s evaluation architecture. An alternative, and perhaps more
natural, orchestration can be defined using the switch operator:

pBLP = (pSS + p∗ : ⊥, 0, pACL, 0)

Writing pIF = dov(pSS + p∗) to denote the information flow policy of the BLP model,
we have pBLP = dbd(pIF + pACL). We may then view pIF as a base policy since any
conflicts arising from the evaluation of pSS and p∗ are resolved by the dov operator.

Note that an organization may choose to construct a new base policy (e.g. pIF above)
from existing ones and “hide” the original base policies (e.g. pSS and p∗) from policy
orchestrators. A modular policy language should therefore support such encapsulation.

Note also that the type of policy composition described in Example 1 is not possible
in target-based policy languages, because the “policies” written in such languages en-
code state as well as policy and are therefore inextricably bound to the context in which
they were authored.

The following result establishes that our language is powerful enough to realize any
orchestration function.

Theorem 1. For each n > 0, all total functions of type {⊥, 0, 1,�}n → {⊥, 0, 1,�}
can be generated from the constants⊥, 0, 1, � and the switch operator.

Arieli and Avron [1] consider the expressive power of the language incorporating
the connectives {⊥, 0, 1,�,¬,∨,∧,⊕,⊗,⊃,→,↔}. They prove that the language us-
ing connectives from {¬,∧,⊃,⊥,�} is functionally complete and no proper subset of
these connectives has this property [1, Theorem 3.8]. We use this result as the basis for
the proof of Theorem 1.

Proof (Sketch). We show that the operators ¬, ⊃ and ∧ can be encoded using ⊥, �, 0,
1 and the switch operator. The definitions of ⊃ and ¬ given below in (5) are equivalent
to those given by Arieli and Avron (using connectives from {¬,∧,⊃,⊥,�}).

x ⊃ y
def
= (x : 1, 1, y, y) and ¬x

def
= (x : ⊥, 1, 0,�) (5)

We now consider the ∧ operator (which is analogous to conjunction in classical logic),
the “truth” table for which is shown below.

x y x ∧ y

⊥ ⊥ ⊥
⊥ 0 0

⊥ 1 ⊥
⊥ � 0

x y x ∧ y

0 ⊥ 0

0 0 0

0 1 0

0 � 0

x y x ∧ y

1 ⊥ ⊥
1 0 0

1 1 1

1 � �

x y x ∧ y

� ⊥ 0

� 0 0

� 1 �
� � �

3 We have chosen to implement the discretionary security property using the standard interpre-
tation of a protection matrix as a set of ACLs.
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p, q ::= (Policy Trees)

allow | deny | na | conflict Constant Policy

b Base Policy

(p : q⊥, q0, q1, q�) Policy Switch

(a) Grammar

[[allow]](r, σ)
def
= 1 [[deny]](r, σ)

def
= 0

[[na]](r, σ)
def
= ⊥ [[conflict]](r, σ)

def
= �

[[b]](r, σ) = ρ(b)(r,σ)

[[(p : q⊥, q0, q1, q�)]](r, σ)
def
= [[qv ]](r, σ) where [[p]](r, σ) = v

(b) Denotational semantics

(allow, r, σ) � 1
C1

(deny, r, σ) � 0
C0

(conflict, r, σ) � � C�

(na, r, σ) � ⊥ C⊥
ρ(b)(r, σ) = v

(b, r, σ) � v
Base

(p, r, σ) � v (qv, r, σ) � v′

((p : q⊥, q0, q1, q�), r, σ) � v′ Switch

(c) Inference rules for operational semantics

Fig. 2. Grammar and semantics for policy trees

Noting that 0 ∧ y = 0 and 1 ∧ y = y for all y ∈ {⊥, 0, 1,�}, it is easily seen that we
can encode x ∧ y as (x : z, 0, y, z′), where

z = (y : ⊥, 0,⊥, 0) and z′ = (y : 0, 0,�,�).

Note that: (i) we cannot encode ⊃ without 1; (ii) we cannot encode ∧ without 0; and
(iii) we cannot encode ¬ without 0 and 1.

Grammar and Semantics for Policy Orchestration. We now summarize and formal-
ize the preceding discussion by giving a grammar and formal semantics for policy trees.
Figure 2(a) depicts the grammar for policies, which are built out of some set of base
policies, constant policies (of which all except conflict are base policies), and the switch
operator.

The denotational semantics for policy trees are shown in Figure 2(b), relative to an
environment ρ that gives semantics ρ(b) : Req × Σ → {⊥, 0, 1} to all base poli-
cies b. Figure 2(c) shows a “big-step” structural operational semantics of policy trees,
again relative to an environment ρ. An induction on the height of derivation trees for
judgments (p, r, σ) � v can be used to establish that the operational and denotational
semantics compute the same meaning:
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pol ::= (Policy)

allow | deny | na | conflict Constant Policy

% Dead Code

base Base Policy

switch {pol : pol; pol; pol; pol} Policy Switch

Fig. 3. Core policy-orchestration language APOL for some set of base policies

Theorem 2. For all policy trees p ∈ P and environments ρ, equation [[p]](r, σ) = v
holds if and only if (p, r, σ) � v can be derived using the inference rules in
Figure 2(c).

3 APOL: A Typed, Modular Policy Language

We now develop a treatment of policies as typed, modular programs. Modularity fa-
cilitates compositionality, maintainability, and reuse of policies. Types are conservative
mechanisms for preventing certain kinds of “run-time” errors during request evaluation.
For example, types can certify that the use of % to represent dead code is safe for the
evaluation of a policy for any request and authorization state.

The grammar of a core programming language APOL (“authorization policy orches-
tration language”) is shown in Figure 3: it is essentially the grammar for policy trees
shown in Figure 2(a), extended with a symbol % for dead code, and presented in a form
more amenable to programming. Below, we present a static type system where types are
inferred from the syntax of policies without evaluating them. We then also demonstrate
that deeper semantic analysis is useful for such static type inference.

Let p be an expression of APOL and let ρ(b) be defined for all base policies b
occurring in p. Then we point out that the operational semantics of p in Figure 2(c) is
well defined by matching clauses of the grammars in Figures 2(a) and 3. However, as
there is no rule for (%, r, σ) � . . . , dead code does not evaluate to any value, meaning
that its evaluation is stuck and constitutes an error.

Typed Methods for APOL. We extend our core policy language with typed, parame-
terized methods. The types τ in the extended language are base (for base policies, that
cannot output �), pol (for orchestrated policies), and prd (for base policies that cannot
output ⊥ and so represent Boolean predicates). Each method has τ ∈ {base, pol, prd}
as return type, specifying that method invocations in-lined with correctly typed input
policies render a policy of type τ . The following method, for example, explicitly im-
plements the deny-overrides orchestration pattern. Note the return type base and the
parameter type pol for its argument policy:

base deny-overrides(P:pol) { switch{P : na; deny; allow; deny} }

The type system for such methods is presented in Figure 4: judgments “expression e
has type τ in context Γ ” have the form Γ � e : τ , where τ ∈ {pol, base, prd} and Γ is
a context binding variables xi to types τi. Each rule specifies a possible inference: if all
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Γ  na : base Γ  deny : prd Γ  allow : prd Γ  conflict : pol

Xi : αi ∈ Γ

Γ  Xi : αi

Γ  e : rt Γ ⊆ Γ ′

Γ ′  e : rt

Γ  e : prd

Γ  e : base

Γ  e : base

Γ  e : pol

Γ  e : pol Γ  ev : rt (∀v ∈ {⊥, 0, 1,�})
Γ  switch { e : e⊥; e0; e1; e�} : rt

Γ  e : prd Γ  ev : rt (∀v ∈ {0, 1})
Γ  switch { e : %; e0; e1; %} : rt

Γ  e : base Γ  ev : rt (∀v ∈ {⊥, 0, 1})
Γ  switch { e : e⊥; e0; e1; %} : rt

Γ ∪ {X : α}  e : rt

Γ \ {X | α}  rt mname(X : α){e} : α → rt

(∀i) Γ ∪ {X : α}  ei : αi Γ  rt mname(X : α){e} : α → rt

Γ  mname(e) : rt

Fig. 4. Rules for type checking judgments Γ  e : t for APOL expressions, where Γ is a type
context binding variables to types, rt ∈ {base, pol, prd}, and X : α is a list of typed parameters

judgments on top of the line of a rule have been inferred or are given, then the judgment
below the line of that rule can be inferred.

The first row in Figure 4 states the types of constant policies, reflecting that na is a
base policy, conflict a non-base policy, and that conclusive decisions are predicates.
These are axioms as their inferences do not depend on any judgments. The second row
uses standard structural and type casting rules for type inference in the presence of
subtyping and states that prd is a subtype of base and that the latter is a subtype of pol.
The third row handles type inference for the switch operator: the switch policy must
have type pol (through casting of subtypes, if needed), and all argument policies must
agree on the output type (again, through casting, if needed).

The next two rows depict two important patterns for reasoning about the safe use of
the dead code symbol %. The first one shows that r = switch{ e : %; e0; e1; %} has
return type rt by first showing that the switch policy e has type prd, and then showing
that both e0 and e1 have type rt. These type inference rules are safe: for no request
and for no authorization state does the operational semantics of r ever evaluate one of
the two occurrences of %. This rule can be used to certify that our definition of (p/F ),
when written in APOL, is type safe. The second rule is very similar but – since it only
has a dead code symbol for the case when the switch policy outputs a conflict – it only
has to show that the switch policy has type base. Again, such type inference guarantees
that the symbol % will never be encountered in the operational semantics.

The final two rows show standard type inference rules for parameterized methods.
The first rule assumes the type bindings of the method head, uses those bindings to infer
a type for the method body, and that type is then the method return type (but in a type
context that no longer relies on these assumptions). The second rule captures that well
typed method invocations return the specified type.
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Example 2. We illustrate the type system on method deny-overrides specified
above. To show that this method has output type base, we assume that P has type pol as
declared in the method header (and so Γ records that binding) and show that the switch
statement has output type base under that assumption. But this follows easily from the
type inference rule for the switch statement, since all argument policies have subtypes
of base or have that type, and so all argument types can be cast into type base, if needed.

Note that variables occurring in a context Γ cannot be constants of APOL. In particular,
it is not possible to assign a type to %, and so one can also not give a type to a policy
switch with switch policy %.

Our type system can be fine-tuned to enable a richer semantic typing. For example,
consider the typed APOL method foo, declared by

prd foo(P:pol) { switch{P : deny; P; P; deny} }
Its argument has type pol and so we cannot assume that this policy is a base policy or
free of conflict. Our type system therefore forces that all four argument types of the
switch statement be cast into their least common supertype, which is pol. Therefore,
the type system can only infer pol as output type. But when P is executed as q0 we
know that its output is a deny. Similarly, when P is executed as q1 its output is an
allow. Therefore, it is intuitively safe to assume that all four arguments have type prd
and so prd is a safe output type for method foo. We now sketch a semantic analysis
that formalizes such intuitions. This analysis can then be used to extend our static type
inference.

Analysis of APOL Policies. For any policy r, let r ⇑ 1 be a propositional formula
whose atoms are expressions of the form b ⇑ 1 and b ⇑ 0 for base or constant policies
b occurring in policy r. Intuitively, r ⇑ 1 is true if policy r authorizes the (implicit)
request, and r ⇑ 0 is true if policy r denies it. The constraint r ⇑ 1 (respectively, r ⇑
0) therefore expresses the conditions on the base policy decisions for the orchestrated
policy r to either authorize (respectively, deny) the request or to report a conflict.

The definition of r ⇑ 1 and r ⇑ 0 is by induction over terms of APOL. For constant
policies, these conditions merely express the obvious meaning of these constants. For
example, conflict ⇑ 1 and conflict ⇑ 0 both are the truth constant true, whereas
na ⇑ 1 and na ⇑ 0 both are the truth constant false. For the other two logical constants,
we set deny ⇑ 1 = false, deny ⇑ 0 = true and allow ⇑ 1 = true, allow ⇑ 0 =
false. Assuming that dead code is type safe, we set % ⇑ 1 and % ⇑ 0 both to be false.

The meaning of b ⇑ 1 and b ⇑ 0 for base policies b will depend on the application
domain and concrete nature of those base policies. For example, base policies may
be written over equations of attributes and so these constraints may be propositional
formulas over such attribute conditions.

It remains to specify the conditions r ⇑ 1 and r ⇑ 0 when r is the switch statement
(p : q⊥, q0, q1, q�). Then we can define r ⇑ 1 in the following way:

r ⇑ 1 = (¬(p ⇑ 0) ∧ ¬(p ⇑ 1) ∧ (q⊥ ⇑ 1)) ∨ (6)

((p ⇑ 0) ∧ ¬(p ⇑ 1) ∧ (q0 ⇑ 1)) ∨
(¬(p ⇑ 0) ∧ (p ⇑ 1) ∧ (q1 ⇑ 1)) ∨
((p ⇑ 0) ∧ (p ⇑ 1) ∧ (q� ⇑ 1))
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The definition of r ⇑ 0 merely changes all qv ⇑ 1 in (6) to qv ⇑ 0. The intuition
of these constraints should be clear. Each disjunct specifies, in its first two conjuncts,
the intended continuation location of the switch statement, and captures the intended
condition for that continuation in its third conjunct. These constraints are therefore dis-
junctions of conjunctions of similar constraints for subpolicies.

Given such formulas, one can then build other constraints, e.g., ¬(r ⇑ 0) ∧ (r ⇑ 1),
which states the conditions for policy r to authorize a request (and so, in particular, not
to report a conflict). In order to determine whether a policy r has a conflict, for example,
is equivalent to determining whether (r ⇑ 1) ∧ (r ⇑ 0) ∧ ∧

b ¬((b ⇑ 1) ∧ (b ⇑ 0))
is satisfiable, where b ranges over all base policies occuring in r. Note that the third
conjunct rules out spurious witnesses since base policies cannot return �.

We can apply this analysis to infer the more informative type prd of method foo,
which our static type system could not do. For that, it suffices to show that the body r of
the method always returns 0 or 1, for any switch policy p of type pol; that is to say, that
r ⇑ 1 is equivalent to ¬(r ⇑ 0) if we interpret p ⇑ 0 and p ⇑ 1 as atomic propositions.

Applying (6) to that r, and noting that Deny ⇑ 1 = false, we compute

r ⇑ 1 = (¬(p ⇑ 0) ∧ ¬(p ⇑ 1) ∧ false) ∨ (7)

((p ⇑ 0) ∧ ¬(p ⇑ 1) ∧ (p ⇑ 1)) ∨
(¬(p ⇑ 0) ∧ (p ⇑ 1) ∧ (q1 ⇑ 1)) ∨
((p ⇑ 0) ∧ (p ⇑ 1) ∧ false))

= ¬(p ⇑ 0) ∧ (p ⇑ 1)

Noting that Deny ⇑ 0 = true, we similarly compute r ⇑ 0 = (p ⇑ 0) ∨ (¬(p ⇑
0) ∧ ¬(p ⇑ 1)). But it is easily seen that ¬(r ⇑ 0) and r ⇑ 1 are equivalent formulas.

4 Discussion

We now discuss our contributions and put them into perspective.

Separating State and Policies. We have argued that policy and state should be sepa-
rated, and have developed a framework that meets this criterion. In a practical setting,
enterprise security requirements must be encoded in authorization policies, which may
require complex orchestration patterns. However, the authorization state is independent
of these orchestrations, and different parts of the state would typically be maintained
by different local administrators who are responsible for correctly associating users and
resources with security-related attributes.

Informing Future Authorization Languages. We now consider how our work is re-
lated to target-based approaches to authorization and suggest how these connections
might usefully inform the development of authorization languages.

Recall that the protection matrix authorizes a request if that request is encoded in
the matrix. The policy is to allow if that request is encoded in the matrix and deny
otherwise – the simplest possible way of deciding whether a request is authorized. In
our view, the authorization state is the matrix M (or some other suitable data structure,
such as a collection of ACLs). Accordingly, we define the base policy pallow, where
pallow(r, M) = 1 if r ∈ M , and ⊥ otherwise.
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We can, of course, prohibit certain requests using the orchestration !pallow for an
appropriate choice of M . Complex policies can be built from authorization state com-
ponents M1, . . . , Mk and appropriate orchestrations using + and ! (or the switch op-
erator). Hence, policy authors can define orchestrations, while local administrators can
update Mi to reflect changes to personnel and resources.

Informing XACML. We now reflect on how the features of our framework might
usefully be applied in XACML. We focus our attention on XACML, because it is a
well known standard that provides a framework for the specification and evaluation
of target-based authorization policies. In conflating state and policy, target-based ap-
proaches such as XACML mean either that policy authors must be aware of authoriza-
tion state or that local administrators must be able to author XACML policies. This
makes it more difficult to author and maintain policies. In our framework, a component
of authorization state can be regarded as (just) another resource and can be protected
by an authorization policy like any other resource. In XACML, there is no structured
support for policy updates, which therefore continue to be a problematic issue.

We believe the switch operator could usefully be deployed in XACML (and other au-
thorization languages). Currently, the XACML standard requires that a number of rule-
and policy-combining algorithms be supported by the PDP. Moreover, XACML rules
and policies are indistinguishable in terms of semantics, so it is unnecessary to have
both rule- and policy-combining algorithms. It has also been observed that there are cer-
tain pathological cases in which the combination of rule- and policy-combination algo-
rithms (compliant with the XACML standard) leads to unexpected results [17]. Hence,
we make three suggestions: (i) XACML should remove the (artificial) distinction be-
tween rules and policies; (ii) a single algorithm based on the switch operator should be
supported (since we showed that it can encode the standard policy-combination algo-
rithms); and (iii) types and modularity (as sketched in this paper) should be supported
to provide safer policy orchestration for policy authors.

A feature of XACML and target-based policy languages and algebras is the immedi-
ate resolution of conflicts. As can be seen from our framework, there is no theoretical
necessity for doing this and there may be good practical reasons for postponing the
computation of a conclusive decision. A convincing case for decoupling policy compo-
sition from conflict resolution has been made in [8] already. In XACML terminology,
the rule- and policy-combining algorithms should not be required attributes of policy
and policy set elements, respectively, thereby enabling XACML policies and policy sets
to return conflicts.

Related Work. The work of Bruns et al. [8,9] is closest to that reported in this paper.
This work suggested the Belnap space {⊥, 0, 1,�} as carrier of meaning for authoriza-
tion policies, built atomic policies of the form e/T (in our notation) where T is a subset
of Req, employed policy combinators that act on policies in a pointwise manner, and
showed that the resulting policy language is as expressive as it can be (thinking of tar-
gets T as predicates) [8]. Subsequently, various policy analyses are reduced to checking
the satisfiability of formulae in an NP fragment of first-order logic, and such satisfia-
bility checks are extended to a limited form of assume-guarantee reasoning [9]. Our
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work creates policy languages that have equal expressiveness of orchestration. But our
framework separates requests from authorization state, supports types and modularity
for policy orchestration and enforcement, and has a very simple policy analysis in the
form of Boolean satisfiability checks (based on a sole policy operator switch).

There are a number of authorization frameworks in which policies are based on logic-
programming languages such as Datalog (see [3,11,12], for example). Although these
frameworks are not target-based and can easily express policies such as pSS, the orches-
tration patterns that are available are limited by the semantics of rule evaluation in the
underlying programming language.

5 Conclusions

Summary. The motivation of this paper was to overcome most of the shortcomings of
existing target-based authorization-policy languages such as XACML. We began with
a semantic view of a policy as a 4-valued function whose input comprises a request and
relevant authorization state. This resulted in a language of policy trees with {0, 1,⊥}-
valued base policies where ⊥ models that a request is not applicable for the policy
interface, or that it cannot be evaluated in the authorization state. We then transferred
these ideas into the programming language APOL, first within a core language of policy
trees and then for an extension of that core language to parameterized, typed methods.
We also gave equivalent denotational and operational semantics to the core language.
Finally, we discussed how our ideas and results could leverage policy analysis – for
example to reason about the type safe identification of dead code – and inform new
versions of the XACML standard and future authorization languages.

Future Work. Our most recent work shows that programs of type pol are repre-
sentable, and hence implementable, as ternary decision diagrams [20]; that the remote
evaluation of sub-programs can be accommodated by the use of decision diagrams that
have four kinds of edges and terminals; and that our policy analysis methods can be
used to enrich our type system with a notion of semantic (i.e. behavioral) types. We
intend to continue our preliminary work in this area.

In our current approach, the output value ⊥ is overloaded, as we use it to denote
both the inapplicability of a base policy to a request and the inability to evaluate a
request given current knowledge of the state. If we want to make a distinction between
these cases, we would require a 5-valued meaning space {0, 1, �, �,�}, where 0, 1,
and � retain their meaning and � and � denote problems with policy evaluation and
policy applicability (respectively). We also hope to develop an implementation of our
framework, perhaps making use of XACML-like syntax to define platform-independent
authorization state. Thirdly, we mean to devise a modular policy analysis for APOL
based on the familiar idea of programming by contracts [16].

Acknowledgements. The authors would like to thank the anonymous referees for their
helpful comments.
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Abstract. A generic credential platform realized using a hardware-
based trusted execution environment (TrEE) provides a usable and
inexpensive way to secure various applications and services. An impor-
tant requirement for any credential platform is the ability to disable and
restore credentials. In this paper, we raise the problem of temporary
credential disabling from embedded TrEEs and explain why straight-
forward solutions fall short. We present two novel credential disabling
approaches: one based on the presence check of a personal element, such
as SIM card, and another utilizing a semi-trusted server. We have imple-
mented the server-based credential disabling solution for mobile phones
with M-Shield TrEE.

1 Introduction

Credentials are needed to secure various applications and online services. Tra-
ditional credentials, like passwords, are vulnerable to many attacks including
phishing. Dedicated hardware tokens provide a higher level of security, but are
too expensive for most use cases, and having to carry a separate token for each
service is inconvenient for users. Credentials implemented using general-purpose
hardware-based trusted execution environments (TrEEs), such as Trusted Plat-
form Modules (TPM) [17], JavaCard [9], M-Shield [14] or ARM TrustZone [1],
can provide good security and usability at the same time. By utilizing already
deployed TrEEs, such credentials can also be cost-efficient; TPMs are already
available on many high-end personal computers while several existing mobile
phones are based on TrEEs like M-Shield and TrustZone. Examples of credential
platforms implemented on top of these TrEEs include On-board Credentials [10]
and Trusted Execution Module [4].

One important requirement for any credential platform is the ability to disable
and restore credentials from TrEEs. To get a concrete example of the problem
consider the following scenario: Alice has her on-line banking credential stored
in the TrEE of her mobile phone. Alice damages her phone and has to leave it to
a service point for repair. How can Alice (1) easily disable the banking credential
from her phone for the duration of the repair, so that the service point personnel
cannot use the credential, and (2) conveniently restore the credential once she
gets the phone back? Another use case is device lending: Alice might want to
disable important credentials from her phone before handing it over to a friend.

T. Aura, K. Järvinen, and K. Nyberg (Eds.): NordSec 2010, LNCS 7127, pp. 171–186, 2012.
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Trusted execution environments are either removable or embedded. When a
user’s credentials are stored in a removable TrEE, in the form of physically dis-
tinct secure element like a smartcard, temporary credential disabling is intuitive
and well-understood from the user’s point of view: the user can simply remove
the TrEE from the device, and the credentials can no longer be used in that
device until the TrEE is re-inserted.

Storing credentials in embedded TrEEs is attractive for multiple reasons. First,
embedded TrEEs, such as TPM, M-Shield and TrustZone, are available in a wide
range of already deployed devices from mobile phones to laptops. Second, remov-
able TrEEs are often controlled by the element issuer, e.g. in the case of SIM
card the mobile phone operator; and using them for third-party credentials is
not always possible. Third, embedded TrEEs are more cost-efficient, especially
for low-end, mass market devices. Fourth, embedded TrEEs can be tightly inte-
grated with the device OS so that a trusted path to the user can be realized.

When credentials are stored in an embedded TrEE credential disabling be-
comes more challenging. When the user e.g. leaves her device to a service point,
the credentials must be disabled or removed from the embedded TrEE so that
the new person in possession of the device, i.e. the attacker, cannot use the
credentials even though he has physical access to the device itself.

In this paper we address the problem of temporary credential disabling from
embedded TrEEs—a problem that has not been addressed before to the best of
our knowledge. The contributions of this paper are two-fold: First, we raise the
problem and explain why straightforward solutions are not adequate to solve this
seemingly simple problem. Second, we present two novel credential disabling ap-
proaches: we outline credential disabling based on a presence check of a personal
element, such as SIM card, and describe in more detail credential disabling that
utilizes a semi-trusted server. Both of these solutions can be realized using com-
modity devices widely available today. We have implemented the server-based
credential disabling solution for mobile phones with M-Shield TrEE.

2 Assumptions and Requirements

2.1 Assumptions

We make the following assumptions about the underlying hardware and software
platform that is available on the user’s device.

A1: Trusted execution environment. We assume that the device is
equipped with a hardware-based trusted execution environment (TrEE) that
provides: (1) isolated and integrity protected execution of trusted code (here
“trusted” can mean e.g. code signed by a trusted authority, such as the device
manufacturer), and (2) secure storage for a device-specific encryption key K.
Integrity of the TrEE itself may be protected with secure boot. M-Shield [14]
is an example of such TrEE.

A2: Operating system security framework. We also assume availability of
an operating system (OS) security framework that provides: (1) isolated code
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execution, and (2) secure storage for each OS-level process/application. Ad-
ditionally, (3) the OS security framework allows only trusted (e.g. signed)
applications/processes to communicate with TrEE. Integrity of the OS se-
curity framework may be protected with secure boot that utilizes TrEE.
Symbian OS is an example of such OS-level security framework [7].

2.2 Attacker Model

We make the following assumptions about the capabilities of the attacker.

C1: Network communication control. We assume that the attacker is able
to read, modify and replay any network traffic between the user’s device and
any external storage media.

C2: External media control. We assume that the attacker has access to any
data stored to insecure external storage media, such as removable memory
elements like MMC cards and users’ home PCs. This claim can be well
justified with the users’ careless handling of removable memory elements
and prevalence of malware on users’ PCs.

C3: TrEE control. We assume that the attacker cannot read or modify any
processing that takes place within the TrEE, or read or modify any secrets,
such as the device-specific encryption key K, stored within the TrEE. This
assumption implies that the attacker is not able to tamper with the TrEE
hardware or mount successful side-channel attacks.

C4: Operating system control. While in physical possession of the device,
the attacker can install and remove any OS-level applications to and from
the device. The attacker may also re-install the entire OS or reset the de-
vice back into factory state. We assume that the attacker cannot read or
modify processing of existing applications (installed before the attacker ac-
quired the possession of the device), or read or modify data stored to secure
storage of existing applications, as long as the attacker cannot compromise
the OS-level security framework. Due to the large size of modern operating
systems we do not generally assume that the OS-level security framework
remains uncompromised, and later in this paper we discuss the implications
OS compromise to our credential disabling approaches.

2.3 Requirements

A credential platform that allows the user to disable and restore her credentials
that are protected with an embedded TrEE should fulfill the following require-
ments.

R1: Automatic normal backup. Users are expected to (or at least allowed
to) make frequent “normal backups” of their credentials into external inse-
cure storage media, such as their home PC, MMC card or an on-line backup
server. Normal backups should be encrypted to protected them from eaves-
dropping (attacker has access to backups due to assumption C2) and restor-
ing them should be possible only to the same device. As long as the user is in
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possession of her device, the normal backup operation should not require any
user interaction, so that the backup process can be automated for optimal
user experience.

R2: Easy disabling backup. Before lending her device, the user should be
able to trigger a so called “disabling backup” operation. This operation
should perform two tasks. First, it should create a new backup of the cre-
dentials that only the same user can restore into the same device. Second, it
should disable all the previously created normal backups, so that the attacker
in physical possession of the device cannot restore any of the normal backups
it may have access to (C2). Creating and restoring a disabling backup may
require some user interaction, since such an operation is performed consider-
ably less often compared to normal backups, but nonetheless disabling and
restoring credentials should be as easy as possible for the user.

In this paper we explicitly do not address device theft (many mobile devices
already today support “remote kill” functionality to prevent usage of stolen
device), but instead focus on use cases in which the device is voluntarily handed
to an untrusted person for a limited period of time.

3 Straightforward Solutions

In this section we explain why the seemingly simple problem of credential dis-
abling from embedded TrEEs cannot be solved with straightforward solutions.

3.1 Credential Disabling with Passwords

An obvious and simple approach would be to use a password for protecting the
recovery of disabling backups. In such a solution the normal credential backups
would be encrypted using the device-specific encryption key K (that is only
accessible within the TrEE) and the disabling backups would be additionally
bound to a password that the user defines either when the credential platform
is first taken into use or when the first backup is created. The user would have
to enter the same password into the device when a disabling backup is restored.
The credential platform would only allow recovery of disabling backup if the
password is correct.

This simple approach would have the typical usability and security issues of
password based approaches (user forget and re-use passwords, and pick pass-
words with low entropy). In addition, this approach would have the following
two problems. First, it would not meet our requirement R2: binding disabling
backups to a password would not prevent the attacker from restoring normal
backups that are not password protected (we assume that backups made to in-
secure storage media may leak to the attacker). Binding also normal backups to
a password would not meet our requirement R1. Second, implementing such a
scheme on existing devices would requite us to trust the entire operating system,
since passwords input to hardware-based TrEE without OS involvement is not
supported by majority of existing devices.
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3.2 Credential Disabling with Removable Element

A natural following approach would be to bind the recovery of (both normal
and disabling) backups to a key that is stored into a removable general-purpose
element (RGE), such as MMC card or USB stick, that most PCs and mobile
devices are equipped with or have interfaces for. During backup recovery the
credential platform would check that a RGE with correct password is present on
the device. As long as the RGE would remain present, normal backups could be
created and restored automatically.

The user would be instructed to remove the RGE from the device when lend-
ing the device and re-insert the RGE back to the device when she regains the
possession of the device. Such a straightforward approach would not meet our
requirements because we assume that the attacker has access to any data stored
to insecure external media, including RGEs. To be able to fulfill our requirements
with the use of RGEs, we have to relax our initial attacker capability C2.

RC2: Relaxed external media control. In the relaxed attacker model we
assume that the attacker has access to any data stored to insecure external
media, except the latest data stored to removable general-purpose elements
(RGE), such as MMC cards and USB sticks. In other words, we assume
that the user can—when instructed correctly—take care of the RGE during
device load period, but any data stored to RGE will eventually leak to the
attacker.

Even with this relaxed attacker model, credential disabling from embedded
TrEEs is not straightforward. By simply binding the recovery of backups to
a recovery key that is stored to a RGE does not prevent the attacker from
restoring old backups, since we assume that old recovery keys stored to RGE
will eventually leak to the attacker (RC2). Thus, a mechanism for preventing
recovery of old backups is needed.

3.3 Credential Disabling with Embedded Secure Counter

Preventing recovery of old backups is simple if the embedded TrEE supports
secure non-volatile memory using which secure monotonic counters can be im-
plemented. In such a solution, the current value of a secure counter would be
bound to each normal backup (that is encrypted using the device specific key
K). When the user in is possession of her device normal backups can be created
and restored automatically. When the user triggers a disabling backup opera-
tion, the counter within the embedded TrEE is incremented and the new counter
value and a recovery key (stored to RGE) are bound to the encrypted disabling
backup. Again, the user is instructed to remove the RGE from the device for
the duration of the device loan period. During backup recovery the credential
platform will verify that the counter value in the backup matches the counter
within the TrEE and that the user has inserted RGE with valid recovery key.

Assuming our relaxed attacker model (RC2) this mechanism would meet our
requirements. The scheme would prevent the attacker from restoring normal



176 K. Kostiainen, N. Asokan, and J.-E. Ekberg

backups when the device is disabled and prevent restoring of old disabling back-
ups with old keys that may have leaked from the RGE. However, many existing
and widely deployed TrEEs do not support secure non-volatile memory and
secure counters (see e.g. [13] for discussion). Thus, to implement secure tempo-
rary credential disabling using commodity devices available today, alternative
approaches are needed.

4 Credential Disabling with Personal Element Presence

As explained in the previous section, disabling credentials from existing em-
bedded TrEEs is not straightforward. Simple solutions based on passwords and
removable elements do not meet our requirements and many existing devices do
not support secure counter based credential disabling.

Conveniently, certain mobile devices are equipped with a removable element
that the user is accustomed to remove from the device before lending it and
taking good care of during the device loan period. We call such a storage ele-
ment “personal element” (PE). PE is typically dedicated for single use and has
monetary or other value so that the user has an incentive to remove it and not
to insert it into untrusted devices. In mobile phones such an element is typically
available in the form of a SIM card. We extend our attacker model to cover
personal elements.

C5: Personal element control. We assume that the attacker does not have
physical access to personal elements. This claim can be justified with (1) the
users’ existing habit and (2) monetary incentive to remove personal element
from the device before lending it and taking good care during the device
loan period.

An obvious approach would be to store all credentials to the personal element for
the duration of the device loan. However, this is typically not possible. First, the
storage space on many SIM cards is constrained (e.g. 128 kB on many existing
SIM cards) while the credentials database may be arbitrary large.1 Second, many
existing SIM cards do not provide application programming interfaces (API) for
using SIM cards as a generic, secure storage medium.2

Instead of using the personal element as storage for credentials during device
loan, the recovery of backups can be bound to the presence of the personal
element. The solution details are rather simple: A backup of the credentials
can be made by encrypting the credentials using the device specific key K and

1 Some credential platforms allow metadata, such as logo of credential issuer, to be
attached to credentials

2 Typically, SIM cards only provide an API for using the address book feature of the
SIM card. The address book cannot be used as generic secure storage, since the data
that can be stored into it is very limited and because the users are expected to (or
at least allowed to) make backups of address book contents to external, insecure
storage media.
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including the PE identifier (e.g. IMSI number of SIM card) to the encrypted
backup. When a backup is restored, the TrEE would simply check that PE with
the same identity is present in the device.

For optimal user experience a backup of the credentials could be made (to an
external storage medium) every time there is a change in one of the credentials,
e.g. when a new credential is added to the credential platform. At any time the
user may remove the personal element from the device. The credential platform
notices the disappearance of the element and deletes the local copy of credentials
from the device itself. The device may now be safely given to the attacker which
cannot restore a backup without the same SIM card. When the user regains the
possession of the device and re-inserts PE back to the device, the credentials
platform can fetch the latest backup from the external storage and recover it.

Unfortunately, the above outlined simple PE presence check mechanism could
be easily bypassed by the attacker. The attacker could e.g. insert a fake SIM
card into the SIM card slot of the mobile device. The fake SIM would claim the
required PE identity (IMSI) and restoring backups would be possible.

To prevent such attacks, the PE presence check should be based on a cryp-
tographic protocol (e.g. challenge-response protocol) between the TrEE and the
SIM card. The prerequisite of such a protocol is either the ability to setup a
security association between the TrEE and the SIM card, or possibility to use
an external and trusted server that has an established trust relationship with
the SIM card issuer. The first alternative requires the possibility of installing
new logic on the SIM card to support the setup and use of a security associa-
tion. There is no standardized means to do this. The second alternative requires
support from the operator who issued the SIM card. In Section 7.1 we discuss
the latter alternative further, but for now we focus on alternatives that can be
implemented without network operator involvement.

5 Credential Disabling with Semi-trusted Server

As discussed in the previous sections, credential disabling from embedded TrEEs
can be implemented securely if the embedded TrEE provides support for secure
counters, or a personal element is available and its presence can be checked in
cryptographic manner. In many cases neither of these conditions hold. In this
section we present a novel credential disabling solution that can be implemented
using existing, widely deployed TrEEs without dependencies to external parties,
such as network operators.

The basic idea of this approach is to bind disabling backups to a recovery
key that is stored into a removable general-purpose element (RGE) and to use
a semi-trusted server as a secure counter in order to prevent recovery of old
backups (we call the server “semi-trusted” since it is only trusted to maintain
integrity protected state information for each device and communicate this state
information in an authenticated manner to each device). The user is expected to
remove the RGE from the device before lending it and to take care of the RGE
during the device loan period.
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Fig. 1. Server-assisted credential system initialization

5.1 Definitions

We assume that the TrEE is equipped with a device specific platform key K that
is only accessible inside the TrEE (assumption A1). The device and the server
share a symmetric key KS and the server is able to map a platform key identifier
I to KS shared between a particular device. KS and I are setup during a system
initialization phase.

On the device side we have two software components. Backup PA is a software
component (protected application) that is executed inside the TrEE. Credentials
Manager (CM) is a privileged operating system level component. The protocol
that is run between the device and the server is called credential disabling pro-
tocol.

5.2 Initialization

The system initialization phase is shown in Figure 1. In this process shared I and
KS are established between the TrEE and the server. This negotiation should
happen preferably at device manufacturing time. Another possibility is do the
credential platform initialization when the credential platform is first taken into
use. In such a case the exchange of I and KS must be a part of an authenticated
and encrypted protocol run between the server and the Backup PA to prevent
an attacker from reseting the device (attacker capability C3) and initializing the
system with an attacker chosen KS .

The Backup PA creates a random key called platform key instance Ki that is
used to seal individual credentials stored on device file system. The Backup PA
also sets a secure monotonic counter to zero, and creates a platform key token
T0. This token is an authenticated encryption over Ki, counter value and KS

using device specific platform key K as the key; T0 = AEK(Ki, 0, KS) where
AEk() denotes to authenticated encryption with k as the key.

CM saves T0 to its OS-level secure storage. This token must be loaded to TrEE
each time a new credential is created and sealed, or an existing sealed credential
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Fig. 2. Server-assisted credential disabling

is accessed. When a token is saved on the secure storage of CM, the device is
considered “enabled”. Normal backups can be created and restored simply by
copying sealed credentials from the device to external, insecure storage media
and from the storage media back to the device.

5.3 Credential Disabling

The server-assisted credential disabling operation is illustrated in Figure 2. The
purpose of this operation is to create a new backup of the credentials to the
backup server and disable all previous backups.

The disabling operation is triggered by the user. CM calculates a hash of all the
sealed credentials that are stored on the device. The hash and current platform
key token Tn are loaded to TrEE. The Backup PA picks a random challenge c
for freshness of the credential disabling protocol, and saves it temporarily into
volatile secure memory inside TrEE. The Backup PA also recovers the current
counter value from Tn, increments the counter to n + 1, and creates a new
platform key token Tn+1 = AEK(Ki, n + 1, KS). Additionally, the Backup PA
creates a client authenticator AC which is an authenticated encryption over
counter value, challenge c and credentials hash h using KS as the key: AC =
AEKS (n + 1, c, h).

CM sends the sealed credentials and the authenticator AC to the backup
server together with a platform key identifier I. The server maintains a table
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with entries of the form 〈 I, counter, sealed credentials, KS 〉.3 Upon receiving
the client request the server determines which KS to use based on identifier I,
verifies the client authenticator AC and recovers the client counter value and the
sealed credentials hash. The server checks that the hash matches the received
sealed credentials. If the client counter is larger than the one locally stored, the
server updates its local counter and the local copy of sealed credentials in the
database for this particular I.4

The server constructs a server authenticator AS that contains the challenge
c, the result of the backup operation and the incremented counter value: AS =
AEKS (result, c, n + 1). Server sends authenticator AS to CM which feeds it
to TrEE where the Backup PA verifies the authenticator and checks that the
challenge c matches the one it created and saved to the secure volatile memory
earlier. If the Backup PA returns positive result, CM copies Tn+1 to RGE, deletes
the local copy of the credentials and Tn+1 from the device and informs the user
to remove the RGE from the device.

CM considers the device “disabled” as long as there is no token on its local
storage. Restoring backups is possible only by running restore protocol with the
server.

5.4 Credential Recovery

The server-assisted credential recovery is shown in Figure 3. The purpose of this
operation is to restore previous disabling backup from the server provided that
the user has re-inserted RGE with valid (latest) token to the device.

The restore operation is triggered when the user inserts RGE into the de-
vice. CM loads Tn from RGE to TrEE. The Backup PA constructs a client
authenticator AC that contains the counter value n and random challenge c:
AC = AEKS (n, c). CM sends this authenticator AC together with I to the
server.

The server verifies authenticator AC using KS, and extracts the counter value.
If the counter is less than in the local database of the server (old token read from
RGE), the server returns an error. Otherwise, it increases its local counter and
returns the sealed credentials together with an authenticator AS that contains
the operation result, hash of the sealed credentials h, the challenge c and the
updated counter value: AS = AEKS (result, c, h, n + 1). CM hashes the received
credentials and the Backup PA verifies that the credentials hash matches the
one in the authenticator and that the challenge in the authenticator is valid.
The Backup PA also creates Tn+1 which CM stores on the device.

Now, CM considers the device “enabled” again and credentials can be used
by loading an encrypted credential together with the token to TrEE.

3 The server must protect the integrity of counter and confidentiality of KS .
4 Platform key identifier I can identify both the device and the currently used platform

key instance, and thus allow multiple parallel backup branches to be be maintained
for the same device, and thus multiple users using the same.
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Fig. 3. Server-assisted credential recovery

6 Implementation

We have implemented the server-assisted credential disabling scheme described
in the previous section for mobile phones with M-Shield secure environment.
Our target implementation device was Nokia N96 with Symbian OS v9.3 and
S60 platform.

M-Shield is a security architecture available for the OMAP platform used in
mobile devices. It has a secure environment consisting of a small amount of on-
chip ROM and RAM, as well as one-time programmable memory where unique
device key(s) can be maintained. All of these are only accessible in a secure execu-
tion environment implemented as a special “secure processor mode”. The secure
mode is isolated from ordinary software, including the device operating system. In
M-Shield architecture trusted (signed) code can be implemented as so called pro-
tected applications (PAs). For more detailed information on M-Shield see [15,14].

The Backup PA was implemented as an M-Shield protected application. The
Backup PA was written in C and it is 6 kB in size in compiled format. We re-
use the same the authenticated encryption operation (our own implementation
of AES-EAX mode [2]) for local data sealing and disabling protocol authen-
tication to minimize the Backup PA implementation footprint. The M-Shield
environment provides existing primitives for encryption (AES), random number
generation and hashing (SHA-1). The M-Shield TrEE provides small amount
of volatile secure memory that persists its state between subsequent protected
application executions (but not over device boots). We use this memory to store
the challenge that is used to guarantee the freshness of the disabling backup
protocol run.
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The operating system level component Credentials Manager (CM) was imple-
mented using C++ for Symbian OS. The Symbian OS platform security model
provides two features that we utilize in our implementation [7]. First, each pro-
cess has its own private directory. CM uses this feature for storing the platform
key token. Second, the Symbian OS platform security provides capability model
in which access to certain APIs can be restricted to applications with required
capabilities (privileges). In our implementation, access to M-Shield TrEE is lim-
ited to CM using this model. The CM component itself is trusted due to signing
using Symbian Signed infrastructure [16].

The Backup server was implemented with standard Apache server running
on Linux. The credential disabling protocol was implemented with simple type-
length-value encoded binary messages that are Base64 encoded for TLS based
HTTP POST transport. We implemented the system initialization phase as a
server-authenticated on-line protocol using similar encoding and transport. The
trust root of the server authentication was fixed to our Backup PA implementa-
tion.

7 Analysis

7.1 Credential Disabling with Personal Element Presence

As already briefly discussed in Section 4 the PE presence check should be a
cryptographic protocol between the TrEE and the PE. In case of SIM cards, one
alternative to realize this would be to use Generic Bootstrapping Architecture
(GBA) [8]. In GBA an application specific network entity called Network Au-
thentication Function (NAF) and a software entity on the SIM-equipped device
can bootstrap a shared secret from the SIM-resident secret that is shared with
the network operator. The prerequisite is an established relationship between
the NAF and the network operator.

One possible way to implement SIM-based credential disabling would be to
fix the trust root of disabling specific NAF to the Backup PA. Then the check
for the presence of a SIM card would be a protocol between the Backup PA
and disabling NAF. If the valid SIM is present on the device, the device can
prove this fact to the disabling NAF by using the bootstrapped GBA session
key it shares with the NAF. The disabling NAF can sign a statement confirming
this verification that the Backup PA can verify using the trust root. We leave
working out the exact details of this protocol and implementation of this scheme
as future work.

Personal element presence based credential disabling can be automatically
triggered when the user removes the PE from the device. This significantly re-
duces the chance that the user would forget to disable her credentials before
lending the device compared to solutions based on counters in which the user
must explicitly trigger the disabling operation.
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7.2 Credential Disabling with Semi-Trusted Server

In the server-assisted solution the freshness of the token is checked against the
server to prevent recovery of backups using old tokens that the attacker may get
access to (RC2). After a successful credential recovery, the token is stored on
local storage of CM and loaded to TrEE every time a credential is used without
connecting to the server. The security of this solution relies on the assumption
that the attacker cannot replace a valid token on the local storage of CM with
an old token (C4). In our implementation, the Symbian OS platform security
model prevents an attacker from replacing data in CM private directory. The
attacker may reset the whole device (e.g. many mobile phones provide an easy
way to restore factory settings), but replacing a valid token with an old one is
not possible without compromising the OS.

If similar OS-level secure storage is not available, or if we assume that the
attacker is able to compromise the OS level security framework and thus replace
the valid token with an old token, the attacker can restore old backups. This
can be prevented by running an on-line protocol with the server either every
time the device is booted or before every credential usage. The usage of this
security mechanism could be based on credential specific policies. Freshness of
the token could be checked before every credential invocation for credentials with
high security level (e.g. online banking credentials), whereas for most credentials
checking the freshness only during device boot might be enough.

The security of the solution is also based on the assumption that the semi-
trusted server communicates correct counter values to the device. This means
that the server must maintain integrity protected storage of counter values and
secretly store keys that are used to authenticate the communication. In practice
this could be done using hardware-based security module on the server. The
sealed credential backups themselves are not confidential (i.e. they may leak to
the attacker) which makes implementation and deployment of the server easier
(the credential backups could be e.g. stored to external disks if needed).

If the server is malicious or gets compromised and send incorrect counter
values, the device may accept an old token during recovery protocol. In such a
case, the attacker can restore credentials from an old backup and use the old
credentials. However, neither the attacker or the server can recover the content
of the sealed credentials themselves.

The credential disabling protocol is not error-tolerant to network errors where
the connection breaks after the server has received client request, but before the
client has fully received server response. In such a case, the server has incre-
mented its counter which invalidates the current token, but the client has not
recovered credentials without a valid response from server. Two alternatives ex-
ist: (1) Allow multiple recovery attempts with the same token with the cost
of increased attacker opportunities. (2) Introduce an additional round-trip to
the protocol that would invalidate the current token, i.e. increment the server
counter, only after successful recovery in client end. The client should check
whether the server is reachable before performing a disabling backup. The cre-
dential disabling protocol provides freshness guarantee to the client device based
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Table 1. Overview of different credential disabling solutions

Solution Credential use User failure NV memory Operator

1. PE presence on-line low no yes
2. Embedded counter local high yes no
3. Server-assisted on-line high no no

on the client nonce. The freshness guarantee to the server is based only on the
counter.

The security of the server-assisted credential disabling is dependent on correct
user behavior. First, the user may forget to trigger the explicit disabling oper-
ation. If this is the case, the credentials remain on the device and the attacker
can use them. The likelihood of this failure is considerable. The user may also
fail to remove the RGE that contains the platform key token from the device. If
this is case, the attacker can recover the latest credential backup. This problem
is less likely, since the credential platform can remind the user to remove the
RGE once the disabling operation is completed. Second, the user may lose the
RGE during the disabling period. In this case, she cannot recover the creden-
tial backup. To fully understand how likely these error cases are, users tests are
needed. We leave these as future work.

The dependency on an explicit disabling operation also limits the applicability
of the server-assisted solution. For example, the user cannot disable the device
before leaving it at a service point, if the device is broken or malfunctioning
in such a way that the disabling operation cannot be triggered from the de-
vice. To address such scenarios automatic credential backups are needed which
can be supported in personal element presence check based credential disabling
approach.

7.3 Comparison of Different Solutions

Table 1 presents an overview of the three primary credential disabling solutions
discussed in this paper.

1. PE presence check based credential disabling has low probability of user
failure (the user is likely to remove SIM before lending her device). If the
OS-level security framework cannot be trusted, network based PE presence
check should be performed before every credential invocation which requires
on-line connectivity. The drawback of this solution is the dependency on
network operators.

2. Credential disabling based on TrEEs with embedded secure counter has
higher probability of user failures (user may forget to trigger disabling),
but credential use without any server interaction is possible without having
to assume trustworthiness of OS-level security. The drawback is that many
existing and widely deployed TrEEs do not support non-volatile secure mem-
ory.
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3. The server-assisted credential disabling can be implemented with many ex-
isting TrEEs (also the ones without counters). The drawbacks of this solution
are higher probability of user failures (explicit user triggering) and the re-
quirement to interact with the server before each credential invocation if we
cannot rely on the trustworthiness of the OS-level security.

8 Related Work

To the best of our knowledge there is very little existing work addressing the
problem of temporary credential disabling from embedded trusted execution
environments. Most related work addresses either (1) credential transfer or mi-
gration from one TrEE to another, or (2) credential backup or storage to an
on-line server.

The Trusted Platform Module (TPM) specification define migration and main-
tenance commands [17]. The migration commands enable transfer of a single
credential from one TPM to another. The (optional) maintenance commands
enable transfer of all TPM protected credentials, or more precisely the transfer
of the storage root key that is used to protect TPM based credentials stored on
the device. Several researchers have proposed extensions to the TPM migration
and maintenance commands or built credential migration schemes and protocols
using these commands (see e.g. [11,3]). The TrEE based credential transfer has
also been studied in the context of digital right management (see e.g. [12]), and
there has been some attempts to standardize credential storage servers and pro-
tocols [6,5]. However, none of the existing papers or specifications address the
problem present in our scenario, i.e. how to prevent an attacker that has physical
access to the device from restoring a valid credential backup.

Using a server to provide secure counters for client devices is not a new idea.
van Dijk et al. show how an untrusted server that is equipped with a trusted
time stamping device (in practice, a TPM) can be used to provide secure virtual
monotonic counters for many client devices [18].

9 Conclusions

In this paper we have raised attention to a problem that has not been addressed
before—temporary disabling and recovery of credentials from embedded trusted
execution environments. We have explained why straightforwards solutions do
not solve this seemingly simple problem, and presented two novel solutions: one
using presence check of a personal element, such as SIM card, and another uti-
lizing semi-trusted server as a secure counter. We have implemented the server-
based solution for mobile phones with M-Shield secure environment.

Neither of the presented schemes is perfect: implementing SIM-based creden-
tial disabling securely requires network operator involvement and our server-
based approach is dependent on correct user behavior. Thus, more work on
temporary credential disabling is needed.
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Abstract. Open multi-application smart cards that allow post-issuance
evolution (i.e. loading of new applets) are very attractive for both smart
card developers and card users. Since these applications contain sensi-
tive data and can exchange information, a major concern is the assurance
that these applications will not exchange data unless permitted by their
respective policies. We suggest an approach for load time application
certification on the card, that will enable the card to make autonomous
decisions on application and policy updates while ensuring the compli-
ance of every change of the platform with the security policy of each
application’s owner.

1 Introduction

Open multi-application environments such as PCs and mobile phones are
widespread. The main characteristics of such environments are co-existence of
several applications on one single platform and the possibility of these platforms
to evolve by adding new applications or updating of existing ones in a fully dis-
tributed and autonomous way. Such applications can exchange data locally or
remotely or access local APIs and in order to protect our security we regulate
their accesses by more or less stringent mechanisms of access control locally en-
forced by the platform. The problem of this approach is that we may end up
downloading something that turns out to be unusable. An alternative solution
could be to shift the security checks at loading time. This approach requires
applications to come with a manifest of their security-relevant actions and check
whether their behavior is acceptable before installing the code. The idea was
explored by Sekar et al. when the notion of model-carrying code was introduced
[13], has been demonstrated in the Security-by-Contract (S×C) approach [3], and
was adopted by W. Enck et al. for Android security [4].

Modern smart cards could be another example of an open multi-application
environment. But even examples of potentially multi-stakeholders applications
are de facto single one: a loyalty Miles& More Lufthansa credit card [9], could
include a Lufthansa application for collecting miles and a Bank application; in
fact it is just a credit card and mileage is calculated by the back-end system.
� Work partially supported by the EU under grant EU-FP7-FET-IP-SecureChange.

We thank B. Chetali, Q. Nguyen, and I. Symplot-Ryl for useful discussions.

T. Aura, K. Järvinen, and K. Nyberg (Eds.): NordSec 2010, LNCS 7127, pp. 187–192, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



188 O. Gadyatskaya et al.

(a) Smart Card Architecture (b) Security by Contract Architecture

Fig. 1. Architecture Evolution for Self-Certification

In order to support autonomous evolution on multi-application smart cards, we
need a way for the platform to verify that applications arriving on the platform
comply with the policy which is dynamically created by combining the poli-
cies of already installed applications. The task can be more complicated when
applications can also be removed and we want to avoid loss of functionalities.

In this paper we propose an addition to the Java Card security architecture
based on the Security-by-Contract approach that preserves security of the smart
card when the content of the card changes, so that the smart card itself can en-
sure security after an update, when new applications arrive, old ones are updated
or removed, or their security policies are changed.

2 Security-by-Contract Smart Card Architecture

Java Card architecture [10] consists of several layers as illustrated in Fig. 1(a):

– a device hardware,
– an embedded operating system (OS),
– a Java Card Runtime Environment (JCRE) on top of the embedded OS,
– the applications that are installed on the smart card, that are called applets.

Applets before being loaded on a smart card are converted into a CAP file, that
is a binary executable representation of the Java classes that compose the applet.
The JCRE is responsible for managing and executing applets. It is composed by
a Java Virtual Machine (JVM), native API, framework APIs, and an application
installer. The installer downloads and installs the applications on the card. To load
an application, the installer interacts with an off-card installation program which
transmits the CAP file. Once received the CAP file, the installer, first, checks the
signature of the file to ensure integrity and to prove the identity of the application
provider. Then, the installer saves the content of the file into the card’s persistent
memory, resolves the links with other applets already present on the card, creates
an instance of the applet and registers it to the JCRE. Then JVM, which consists
of a bytecode interpreter, executes the code contained in the CAP file.
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The applets installed on the smart card are isolated by the Java firewall.
The firewall allows only applets that belong to the same context to access the
respective methods. If an applet (server) wants to share data with another applet
(client) from a different context, it has to implement a shareable interface which
defines a set of methods that are available to other applets. These methods
(they are also called services) are the only methods of the server applet that
are accessible through the firewall. The JCRE will pass the call to the shareable
interface method from the client applet to the server applet. In the current Java
Card security model the server has an access control list of the applets that are
allowed to use this method, embedded into the server code. If the client is in the
list, the access is granted, otherwise the client gets null. If the client has been
updated, the server will still grant it an access, though now the server cannot
really be sure of the trustworthiness of the client.

We have identified the requirements for an extension of the security mecha-
nisms on Java Card in the presence of evolution from the requirements of the
GlobalPlatform (GP) specification [8]. GP is a middleware, that can run on top
of Java Card and provide more security mechanisms for applets management
(for inter-application communications GP relies on the JCRE). GP specifica-
tion provides explicit requirements for maintaining security (in terms of services
access control enforcement) and functionality of the applications on the card
during evolution.

The basic idea of our proposal is to add a contractual component to each
applet detailing its security policy and its claims on the usage of other resources
(services) on the platform (the latter can be also extracted from the CAP file).
The architecture we propose is provided on Fig. 1(b). It is based on the addition
of two components to the JCRE, the ClaimChecker and the PolicyChecker.

When a new applet has to be loaded on the card, the terminal sends the CAP
file of the applet to the installer. The CAP file contains the binary code of the
applet and its Contract. When the installer receives the CAP file of the new
applet the ClaimChecker verifies that the claims are compliant with the applet’s
code. If this is the case, the PolicyChecker checks the applet’s contract against
the platform policy P . If the PolicyChecker has returned True then the installer
finalizes the loading and creates an instance of the applet. Otherwise, the applet
is rejected. On the S×C-enhanced platform, when a method of the applet is
called by another applet, the Java Card firewall simply checks that the method
belongs to the shareable interface of the applet (this check is also a firewall’s
responsibility on the standard Java Card) and does not perform the run-time
checks of the applet’s privileges for an access to the services, since it was done
at the loading time.

The security model behind the concepts in the architecture assumes that the
card can be represented as a tuple 〈ΔA, ΔS ,A, shareable(), invoke(), sec.rules(),
func.rules()〉, where ΔA is a domain of applications; ΔS is a domain of services;
A ⊆ ΔA is a set of applications installed (deployed) on the platform. The func-
tion shareableA defines the actual shareable interfaces of applet A available on
the platform and the function invokeA the set of services called by A.
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The functions sec.rules() and func.rules, define respectively the security pol-
icy and the functionality policy of each application. For every applet A ∈ A
sec.rulesA(s) defines for each service of applet A which other applets on the plat-
form are authorized to call it. The functional rules func.rulesA specify the set of
services on the platform that A needs in order to be functional (e.g. a transport
applet normally needs a payment applet in order to be useful).

The contract ContractA of an application A includes the following sets: ProvidesA
(a set of services that applet A has), CallsA (a set of services of other applets
that A calls), sec.rulesA (authorizations for A’s services access) and func.rulesA
(set of functionally necessary services for A).

The ClaimChecker for an application B with a contract ContractB will return
true if shareableB=ProvidesB and invokeB=CallsB. A PolicyChecker algorithm for
platform Θ and changed application B will allow the update if for all applications
A ∈ A and services s ∈ S
– Security on contract level: if service s of applet B is in CallsA then A is

authorized by B to call s ((s, A) ∈ sec.rulesB).
– Functionality on contract level: if service s of applet B is in func.rulesA

then s ∈ ProvidesB.

The main idea behind the security model is that if the ClaimChecker and the
PolicyChecker are sound and they returned true for ∀A ∈ A then the platform Θ
is secure.

3 Policy Checker Implementation

We have implemented the PolicyChecker for installation of a new application, as
the most interesting and representative case, using Sun’s Java Card simulator
for Java Card 2.2.2 specification [10]. Contracts are implemented as instances
of Contract Java class that are included in the CAP file of the applet. The
PolicyChecker has been implemented as Card Java Card applet. The Card class
has a field Card.Pool that stores the platform policy. Card.Pool is an instance
of Map Java class that associates with each applet on the platform its contract.
The applet is identified by a String that contains the AID while the contract is
an instance of the Contract class. The method validateContract(Contract) of
the class Card has as input parameter the Contract of a new applet and returns
the result of the evaluation of Contract against the platform policy stored in
field Card.Pool. If Contract is compliant with the platform policy, the new
applet is installed, otherwise it is rejected.

We have tested the feasibility of installing the PolicyChecker on the card as
an additional applet. In particular, we have evaluated the communication over-
head associated with the installation of the PolicyChecker in terms of number
of APDU commands exchanged between the terminal and the card to load the
CAP file. In fact, when the Java classes are converted into the CAP file, the
terminal converts them into data sequences (APDUs), which then are used to
upload the code and make it selectable. This is a good indication of the cross-
platform memory footprint of the applet as default APDUs are up to 255 bytes.



Java Card Architecture for Autonomous Yet Secure Evolution 191

The CAP file generated for the PolicyChecker applet contains 18 Java classes
and generates 118 APDUs commands to load the applet on the card. Thus, in-
stalling the PolicyChecker on the card does not require more APDUs than the
installation of a normal applet. We have also evaluated the overhead of installing
an applet along with its contract. We generated a Contract class for a sample
Transport applet (T for short). The ContractT contains 3 services in ProvidesT,
3 in CallsT, 4 authorized applets in sec.rulesT and 2 services in func.rulesT. The
ContractT is rather complicated comparing with a contract an average smart
card application can produce (usually applets have up to 2 services). The Java
Card representation of the ContractT is only 7 APDUs.

We do not show here how to construct a ClaimChecker. An example can be
found in Ghindici et al. [5]. The ClaimChecker they have built is working on more
complex information flow models and it can be restricted to our Contract model.

4 Related Works and Conclusions

Ghindici et al. [5] propose a domain specific language for security policies cap-
turing the information flow within small embedded systems. In the framework
they propose each application is certified at loading time, having a information
flow signature assigned to each method, describing the flow relations between
method variables. Huisman et al. [7] present a formal framework and a tool set
for compositional verification of application interactions on a multi-application
smart card. Their method is based on construction of maximal applets, w.r.t
structural safety properties, simulating all the applets respecting these proper-
ties. Model checking techniques can be then used to check whether a composition
of two applets A and B respects some behavioral safety property.

Girard in [6] suggests to associate security levels (clearances) to applica-
tion attributes and methods, using traditional Bell/La Padula model. Bieber
et al. adopt this approach in [2] and propose a technique based on model check-
ing for verification of actual information flows. The same approach is used by
Schellhorn et al. in [12] for their formal security model for operating systems
of multi-application smart cards. Avvenuti et al. in [1] propose a tool for off-
card verification of Java bytecode files, that could be later installed on the card,
their method explores the multi-level policy model and the theory of abstract
interpretation.

Outside of the smart cards domain, the techniques for policy enforcement
in multi-application environment are investigated also for mobile platforms and
operation systems. Ongtang et al. in [11] have proposed the Saint framework
for Android mobile platform applications to impose requirements on the usage
of their services on other applications during installation time and run-time.
Applications on a Saint-enabled Android platform can define permissions and
demand fulfillment of certain requirements by both their callers and callees. The
Kirin framework mentioned above was developed for Android by Enck et al.
[4], it can check permissions application requests at installation time in order to
capture possibly dangerous combinations of permissions and warn the user.
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In this paper we have proposed an extension of the Java Card security mecha-
nisms for open multi-application smart cards that makes it possible to do verify
updates on the card. This extension adds two components to the JCRE, the
ClaimChecker and the PolicyChecker. In a nutshell, all applications are arriving
with specifications of their behavior and their requirements on other applications
on the platform. These requirements merged together create platform security
policy. The card can check autonomously whether they are acceptable and then
either reject or accept the change.
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Abstract. Security or privacy-critical applications often require access to sensi-
tive information in order to function. But in accordance with the principle of least
privilege – or perhaps simply for legal compliance – such applications should
not retain said information once it has served its purpose. In such scenarios, the
timely disposal of data is known as an information erasure policy. This paper
studies software-level information erasure policies for the data manipulated by
programs. The paper presents a new approach to the enforcement of such policies.
We adapt ideas from dynamic taint analysis to track how sensitive data sources
propagate through a program and erase them on demand. The method is imple-
mented for Python as a library, with no modifications to the runtime system. The
library is easy to use, and allows programmers to indicate information-erasure
policies with only minor modifications to their code.

1 Introduction
Sensitive or personal information is routinely required by computer systems for various
legitimate tasks: online credit card transaction may handle a card number and related
verification data, or a biometric-based authentication system may process a fingerprint.
Such systems often operate under informal constraints concerning the handling of sen-
sitive data: once the data has served its purpose, it must not be retained by the system.

The notion of erasure studied here is higher-level than the system-level and physical
notions of data erasure which might involve, e.g. ensuring that caches are flushed and
that hard-drives are overwritten sufficiently often to eradicate magnetic traces of data.
The approach to program-based high-level erasure stems from the work of Chong and
Myers [3]. That work and its subsequent developments deal with a notion of erasure
which is relative to a multilevel security lattice [7]. For the purpose of this paper, we
will not consider this extra dimension – so we view data as either available or erased.

In this paper, we present a new approach to the enforcement of information-erasure
policies on programs which adapts concepts from dynamic taint analysis.

Language-Based Erasure. Our approach for information-erasure has several key fea-
tures: it is a purely dynamic mechanism, it is based on taint analysis, and it is realised
completely as a Python library. To see the benefits of these features, it is useful to con-
sider previous work on erasure in the context of a simple erasure scenario (one which
we will further elaborate upon in Section 3): a fingerprint-activated left-luggage locker
of the kind that is increasingly common at US airports and amusement parks. When
depositing a bag, a fingerprint scan is recorded. The locker can only be opened with the
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same fingerprint that locked it. From a privacy perspective, there is a clear motivation
for an erasure policy: the fingerprint (and any information derived from it) should be
erased once a locker has been reopened.

Hunt and Sands [12] described the first approach to the enforcement of Chong-
Myers-style erasure properties, reemphasizing two key features missing from [3]: the
ability to associate erasure policies with IO (clearly needed in our erasure scenario), and
a way to verify that a program correctly erases data by a purely static analysis (a type
system). There are two key limitations in Hunt and Sands’s approach. Firstly, in order to
obtain a clean semantic model, the authors consider a restricted form of erasure policy
which is specified in the code in the form: “the value received at this input statement
must be erased by the end of the code block which follows it”. This is suitable for the
simple locker scenario (which is problematic for other reasons) but unsuitable for more
complex conditional policies of the kind discussed by Chong and Myers. Secondly, the
idea is only elaborated for a toy language. Scaling up to a real language is a nontriv-
ial task for such a static analysis, and would require, among other things, a full alias
analysis.

Chong and Myers [5] independently considered the problem of enforcing erasure
policies and developed a hybrid static-dynamic approach. In their approach, data is
associated with conditional erasure properties which state that data must be erased at
the point when some (in principle arbitrary) condition becomes true. An implementation
extending the Jif system uses a simple form of condition variables for this purpose [4].
To support such rich policies, they assume a combination of a static analysis and a
runtime monitor. The static analysis ensures that all program variables are labeled with
consistent policies. For example, if variable x is copied to y and x’s policy says that
it should be erased at some condition c, then the policy for y should be at least as
demanding. It is then the job of the run-time system to detect when conditions become
true, and implement the erasure on the behalf of the programmer (by overwriting all
variables with a dummy value).

Neither of these approaches can satisfactorily handle the simple locker scenario (and
certainly not the more complex variants we will consider later in this paper). The ap-
proach described in [5,4] does not consider input at all, but only one-time erasure of
variables – although this is arguably not a fundamental limitation. More fundamentally,
both approaches use a semantic notion of erasure which is based on a strict information-
flow property. In the locker scenario described previously, there is a small amount of
information which is inevitably “retained” by the system, namely the fact that the finger-
print used to unlock the container matches the one used to lock it. This requirement can-
not be easily captured by [5,12] since no retention of information is allowed. Observe
that the retained information is not enough to recover the fingerprint which produced it,
and therefore we can consider the system as an erasing one. It is not difficult to imagine
more complex scenarios (e.g. billing services) that need to retain portions of sensitive
information to complete their task, but the amount of retained data is not enough to
consider their behavior as a violation of some required erasure policies. Chong-Myers
approach includes declassification, but what we need here is instead an erasure dual,
the ability to selectively ignore that some information is remembered by the system.
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This feature might be called delimited retention, as it resembles the delimited release
[21] property that some non-interferent system may exhibit.

Overview. In the remainder of this paper we outline our alternative approach. We adopt
the idea of dynamic taint tracking which is familiar from languages like Perl [1] and a
number of recent pragmatic information-flow analysis tools [10,13,14,8,22]: a specific
piece of data which is scheduled for erasure is labeled (“tainted”). As computation
proceeds, the labels are tracked through the system (“taint propagation”). When it is
time to erase the data, we can locate all the places to which the data has propagated and
thereby erase all of them.

By performing a dynamic analysis, we obtain a system that is able to deal with com-
plex conditional-erasure conditions. Taint analysis does not track all information flows;
in particular the information flows which result purely from control-flow are not cap-
tured. This makes the approach unsuitable for malicious code (the approach presented
in [16] could be integrated with our library in order to tackle such flows). However,
when implicit information flows [7] are ignored, then the need for yet-more-complex
delimited retention policies used at branching instructions seems to be unnecessary. In
principle, it could be possible to encode any delimited retention policy using implicit
flows at the price of writing complex and unnatural code, which supports the idea to
explicitly include mechanisms for delimited retention.

We are able to implement erasure enforcement for Python, an existing widely-used
programming language, simply by providing a library, with no modification of the lan-
guage runtime system and no special purpose compiler needed. Python’s dynamic dis-
patch mechanism is mainly responsible to facilitate the implementation of our approach
as a library. It could be then possible to implement our enforcement for other program-
ming languages with similar dynamic features as Python.

The programmer interface to the library does not require the program to be written
in a particular style or using particular data structures, so in principle, it can be applied
to existing code with minimal modifications.

The API for the library is particularly simple (Section 2) and its implementation
builds on two well-known techniques from object-oriented programming and security,
namely delegation [15] (Section 2.1) and taint analysis (Section 2.3). To use the library
the programmer must identify erasure sources – in the case of the simple locker exam-
ple, it is the input function which returns the fingerprint. Then, the programmer must
mark in the code the point at which a given value must be erased. This allows the library
to trace the origins of a given value and erase all its destination values (Section 2.4).

Section 3 illustrates the use of the library with an extended example based on the
locker scenario, but with more involved policies.

In addition, we explore a new lazy form of erasure (Section 4). This form of erasure
is triggered “just in time” at the points where data would otherwise escape the system
and observably break the intended erasure policy. The advantage of lazy erasure is that
it is able to easily express rich conditional-erasure policies, including those involving
time constraints (e.g. “erase credit card numbers more than one week old”). Additional
related work is described in Section 5.
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2 The Erasure Library
This section presents the library to introduce information erasure policies into pro-
grams. Both its source code and the examples we are using in this paper are publicly
available at http://www.cse.chalmers.se/˜russo/erasure.

The library API essentially consists of three functions:

erasure_source(f) is used to mark that values produced by function f might

be erased. Henceforth, we will say that such values are erasure-aware. In the locker
scenario, suppose that the function responsible to perform the scan of a fingerprint
and return its value is getFingerprint. Then, the programmer might declare (prior
to any computation):getFingerprint=erasure_source(getFingerprint). The
instruction above can be interpreted as t=erasure_source(getFingerprint);
getFingerprint=t, where t is a temporary variable. As an alternative, if the code
for the definition of getFingerprint() is available, Python’s decorator syntax can
be used to obtain the same effect:
@erasure_source
def getFingerprint() :

# body of definition ...

erasure(v) erases all erasure-aware data which was directly used in the computa-

tion of value v. The effect is to overwrite the data with a default value. For example, if a
locker is locked with a fingerprint stored in a variable of the same name, then the code
for the locked state might be:
while locked

tryprint=getFingerprint() # get attempt
locked=not(match(tryprint,fingerprint)) # unlock?
erasure(tryprint) # erase attempt

erasure(fingerprint) # now unlock
A simple variant erasure() erases all erasure-aware data (strings and numbers), and
any data computed from them.

retain(f) provides an escape-hatch for erasure. It declares that the result of func-

tion f does not need to be erased. We say that f is a retainer. It corresponds to declaring
an escape hatch in delimited release, or a sanitisation function in a taint analysis. In the
example above, we might declare match as a retainer: match=retain(match).

Figure 1 contains two interactive sessions1. >>> is the interpreter prompt, while
raw_input is the built-in function that reads a line from the standard input. In the
left, line 1 gets the string ’A’ as an input and stores it in variable x. Then, variable x
is used in two elements of list y. Naturally, when printing the list, we can observe that
the second element is x and the third one is some data derived from x, i.e. x concate-
nated with itself. Now, let us consider a replay of this session in which the programmer
wants to delete the information related to the input x after list y is printed once, which
constitutes an information erasure policy. To achieve that, the programmer needs to im-
port our library, indicate that function raw_input returns erase-aware values, and call
function erasure before printing the list for the second time. This revised session is
illustrated on the right of Figure 1. Observe that erasure removes data related to x. It

1 We refer to Python 2.7 here, but our techniques can also be applied to previous releases.

http://www.cse.chalmers.se/~russo/erasure
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1 >>> x=raw_input()
2 A
3 >>> y=[’E’,x, x+x]
4 >>> y
5 [’E’,’A’,’AA’]

1 >>> from erasure import *
2 >>> raw_input=erasure_source(raw_input)
3 >>> x=raw_input()
4 A
5 >>> y=[’E’,x,x+x]
6 >>> y
7 [’E’,’A’,’AA’]
8 >>> erasure(x)
9 >>> y

10 [’E’,’’,’’]

Fig. 1. Examples of interactive sessions, without and with erasure

is worth noting that the core part of the program has not drastically changed in order
to introduce an information erasure policy. The next subsections provide some insights
into the implementation of the library.

2.1 Delegation

1 >>> x=Erasure(’A’)
2 >>> type(x)
3 <type ’instance’>
4 >>> x
5 ’A’
6 >>> y=x+x
7 >>> type(y)
8 <type ’instance’>
9 >>> y

10 ’AA’
11 >>> x.erase()
12 >>> y.erase()
13 >>> (x,y)
14 (’’, ’’)

Fig. 2. Mutable strings

Basic types are immutable in Python, which means
they cannot be changed in-place after their creation.
For instance, every string operation is defined to pro-
duce a new string as a result. Having immutable
strings goes against the nature of erasure, since re-
moving information stored in a string implies in-place
overwriting of its contents by, for instance, the empty
string. By using a coding pattern usually known as
delegation, the library carefully implements a mech-
anisms that allows the value of a string to be changed
as shown by lines 7 and 10 in Figure 1.

Delegation is a composite-based structure that man-
ages a wrapped object and propagates method calls
to it. In our library, it is implemented by the class
Erasure, which wraps an immutable object. Most
of the method calls on that class are forwarded to
the wrapped object. The forwarding mechanism as-

sures that the results of method calls are also wrapped by the class Erasure. By
doing so, the only reference to the wrapped immutable object is by a field on the
class Erasure. As a result, it is possible to encode mutable strings by simply us-
ing delegation. Let us consider the example in Figure 2. Line 1 creates an object
of the class Erasure that contains the immutable string ’A’, while line 3 states its
type is instance and not str2. Line 6 calls the concatenation method on the ob-
ject x, which is forwarded to the concatenation method of the string ’A’. The re-
sult of that, the immutable string ’AA’, is wrapped by a new object of the class

2 For semplicity Erasure was defined as an old-style class. For a new-style definition the
return value of the type operator would be <class ’erasure.Erasure’>
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Erasure and stored in y. Class Erasure provides the method erase to perform
the concrete action of overwriting, with a default value, the class field where the
immutable object is stored (see Lines 11–12). Consequently, the wrapped objects have
now become the empty strings. The previous immutable objects, ’A’ and ’AA’, are no
longer referenced and thus will be garbage collected on due course. Programmers are
not supposed to deal with the class Erasure directly (observe that it is not in the inter-
face of the library). Determining what data must be wrapped by the class Erasure is
tightly connected to what information must be erasure-aware. The next two subsections
describe the internal use of Erasure by the different mechanisms of the library.

2.2 The Primitive erasure_source

Erasure policies are expected to be only applied on a data source (i.e. an input) [12].
In fact, it does not make too much sense to erase information known at compile-time
(e.g. global constants, function declarations, etc). In this light, the library provides the
primitive erasure_source to indicate those sources of erase-aware values. More tech-
nically, the argument of erasure_source is a function, and the effect is to wrap, by
using the class Erasure, the immutable values returned by it. As an example, we have
the sequence of commands in Figure 3.

1 >>> from erasure import *
2 >>> raw_input=erasure_source(raw_input)
3 >>> x=raw_input()
4 A
5 >>> type(x)
6 <type ’instance’>

Fig. 3. Example of using erasure_source

Note that lines 1–3 are
the same as the ones in
Figure 1. In this case,
the string ’A’, returned
by calling raw_input, is
wrapped into an object
of the class Erasure. As
shown in Figure 1, users
might want to delete a
given input value as well

as information computed from it. Therefore, the library must be able to automatically
call the method erase on a given input as well as any piece of data computed from
it. In order to do that, the library keeps track of how erasure-aware values flow inside
programs by using taint analysis.

2.3 Taint Analysis

Taint analysis is an automatic approach to find vulnerabilities in applications. Intu-
itively, taint analysis keeps track how tainted (untrustworthy) data flow inside programs
in order to constrain data to be untainted (trustworthy), or sanitised, when reaching
sensitive sinks (i.e. security critical operations). Perl was the first scripting language to
provide taint analysis as a special mode of the interpreter called taint mode [2]. Similar
to Perl, some interpreters for Ruby [24], PHP [17], and Python [14] have been care-
fully modified to provide taint modes. Rather than modifying the interpreter, Conti and
Russo in [6] show how to provide a taint mode via a library in Python.

There is a clear connection between the use of taint analysis for finding vulnerabili-
ties and the problem of implementing an erasure policy. In taint analysis, data computed
from untrustworthy values is tainted. In our library, data that is computed from erasure-
aware values is erasure-aware. With this in mind, and inspired by Conti and Russo’s
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work, we implement a mechanism to perform taint propagation, i.e. how to mark as
erasure-aware data that is computed from other erasure-aware values. From now on, we
use taint and erasure-aware as interchangeable terms.

Let us consider tainting and taint propagation in the following example, which is an
extended version of the listing in Figure 1:

1 >>> raw_input=erasure_source(raw_input)
2 >>> x=raw_input()
3 A
4 >>> x.tstamps
5 set([datetime.datetime(2010, 7, 3, 14, 13, 49, 21585)])
6 >>> y=raw_input()
7 B
8 >>> y.tstamps
9 set([datetime.datetime(2010, 7, 3, 14, 13, 56, 324137)])

10 >>> z=x+y
11 >>> z.tstamps
12 set([datetime.datetime(2010, 7, 3, 14, 13, 49, 21585), datetime.

datetime(2010, 7, 3, 14, 13, 56, 324137)])

As mentioned previously, erasure policies intrinsically refer to some input in the
program. Consequently, to enforce erasure policies, it is necessary to identify specific
inputs. Our library associates a timestamp to each input, representing the date and time
at which the data was provided. Timestamps are stored in the attribute tstamps of the
class Erasure. Thus, the assignment f=erasure_source(f) makes the result of f
erasure aware, and in addition it ensures that each value produced by f is (uniquely)
timestamped. Line 5 shows the timestamps corresponding to the input that variable x

depends on. The content of x.tstamps is the date and time when the input in line 3
was provided (2010–7–3 at 14:13:49 and some microseconds).

When erasure-aware values are involved in computations, taint information
(i.e. timestamps) gets propagated. More specifically, newly created erasure-aware ob-
jects are associated to the set of timestamps obtained by merging the timestamps found
in the different objects involved in the computation. Taint propagation is implemented
inside the delegation mechanism of the class Erasure and it is performed after for-
warding method calls for a given object.

Line 10 combines two inputs (x and y) in order to create a new value, which is stored
in z. Lines 11–12 show effect of taint propagation, as timestamps associated to z are
those corresponding to the inputs x and y. At this point, the reader might wonder why
timestamps are used rather than a simple input-event counter. By using timestamps, we
will be able to program temporal erasure policies (Section 4).

Explicit and Implicit Flows. On most situations, taint analysis propagates taint in-
formation on assignments. Intuitively, when the right-hand side of an assignment uses
tainted values, the variable appearing on the left-hand side becomes tainted. In fact,
taint analysis is just a mechanism to track explicit flows, i.e. direct flows of information
from one variable to another. Taint analysis tends to ignore implicit flows [7], i.e. flows
through the control-flow constructs of the language.
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1 if x == ’A’: isA=True
2 else: isA=False
3 erasure(x)

Fig. 4. An implicit flow

Figure 4 presents an implicit flow where vari-
able x is erasure-aware. Observe that variable isA

is not erasure-aware. In fact, it is built from un-
tainted Boolean constants. Although the value of
x is erased (Line 3), information about x is still
present in the program, i.e. the program knows if x

referred to ’A’. It is not difficult to imagine programs that circumvent the taint analy-
sis by copying the content of erasure-aware strings into regular strings by using implicit
flows [19]. In scenarios where attackers have full control over the code (e.g. when the
code is potentially malicious), implicit flows present an effective way to circumvent the
taint analysis. There is a large body of literature on the area of language-based security
regarding how to track implicit flows [20]. In this work, we only track explicit flows,
and thus our method is only useful for code which is written without malice. Despite
the good intentions and experience of programmers, some pieces of code might not
perform erasure of information as expected. For example, a programmer might forget
to overwrite a variable that is used to temporarily store some sensitive information. In
this case, taint analysis certainly helps to repair such errors or omissions. How much
information are implicit flows able to retain in non-malicious code? As it has been ar-
gued for taint analysis [19], we argue that implicit flows are unlikely to account for a
large volume of unintended data retention. The reason is that data retention relies on the
non-malicious programmer writing more involved and rather unnatural code in order to,
for instance, copy tainted (erasure-aware) strings into untainted ones [19]. In contrast,
to produce explicit flows, programmers simply need to forget to remove the content of
a variable.

2.4 Erasing Data

The taint analysis described above allows the library to determine, given a value, which
erasure-aware inputs were used to create it. These inputs are identified by a set of time-
stamps. To perform erasure, however, the library must take these timestamps and track
down all primitive values which are built from those inputs (c.f. line 8 in Figure 1).
To track which erasure-aware values depend on which inputs, the library internally
maintains a dependency table. It is the interaction of taint analysis and this table what
determines one of the differences between our approach and [6]. The table maps each
timestamp to the set of (references to) erasure-aware values – i.e. objects of the class
Erasure. If timestamp t is mapped to objects a and b, it means that the only values
in the program created by the input value provided at time t are a and b. The de-
pendency table is extended each time an erasure-aware input value is generated. It is
updated when erasure-aware values are formed from already existing ones. Primitive
erasure_source and the taint propagation mechanism are responsible for properly
updating the dependency table. Primitive erasure(v), which performs the actual era-
sure of data, can be then easily implemented. More precisely, calling erasure(v)

triggers the method erase (recall Figure 2) on all the objects which depend on the
timestamps associated to v. As a result, erasure-aware values derived from the same
inputs as v are erased from the program. Similarly, calling erasure() triggers the
method erase on every object in the dependency table.
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1 def lockerSystem():
2 while(True):
3 print ’Welcome to the locker system’
4 fingerprint=getFingerprint()
5 ts=datetime.today()
6 if fingerprint in ADM:
7 log.add(’MEMORY DUMP -->’+fingerprint+’: ’+str(ts))
8 dump(log.getLog())
9 else:

10 suspect=local_police.check(fingerprint)
11 h = hash(fingerprint)
12 if locker.isFree():
13 key = h
14 locker.occupied()
15 print ’Please, do not forget to retrive your goods’
16 log.add(’LOCKED -->’+fingerprint+’: ’+str(ts))
17 else:
18 if key == h:
19 locker.free()
20 print ’Thanks for using the service’
21 log.add(’UNLOCKED -->’+fingerprint+’: ’+str(ts))
22 else:
23 print ’You are not the right owner’
24 log.add(’INVALID ACCESS -->’+fingerprint+’: ’+str(ts))

Fig. 5. Locker system

3 Extended Example

To give a fuller illustration of the capabilities of our approach, we add some extra func-
tionalities to the locker system described previously that are likely to be found in a
real implementation. Firstly, the system is able to keep track of events in a log that a
group of special users, called administrators, can fetch using their fingerprints. Sec-
ondly, since such lockers are typically found in security-critical public infrastructures,
we anticipate that there will be communication with some external authority in order
to cross-check the input fingerprints with the ones contained in special records (terror-
ist suspects, wanted criminals etc.). For simplicity, and without losing generality, we
consider a system connected to just a single locker rather than several ones.

The code in Figure 5 shows an implementation of the locker system. As before,
function getFingerprint reads a fingerprint. Function datetime.today returns a
timestamp representing the current date and time. Object log implements logging fa-
cilities. Method log.add inserts a line into the log and method log.getLog provides
the log back inside a container.

When the fingerprint matches one of the administrator’s fingerprints stored in the
container ADM, the dump function is executed using log.getLog as argument, and
the log is output (lines 7-8). Object local_police represents a connection to the ex-
ternal authority. Method local_police.check cross-checks the fingerprint given as
an argument against a database of suspects.
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In all other cases (i.e. for locking and opening purposes), the locker only needs a
hash of the fingerprint, which is assigned to h. locker represents the state of the
locker, which is initially “free” and could become “occupied” during the execution. If
the fingerprint does not belong to an administrator, the locker is tested with the isFree
method. If the answer is positive, the user can store luggage; the hash is then saved in
key and the locker state is set to occupied (lines 13-16). Otherwise, the locker is full
and it is released only if the current hash matches with the one used to lock it. In this
case the method free makes the locker available for the next user (lines 19-21).

When it comes to logging, it is crucial to define what we want and is allowed to
log. The program logs four different responses corresponding to the system usage:
’LOCKED’, ’UNLOCKED’, ’INVALID ACCESS’, and ’MEMORY DUMP’. Naturally, it is
important to register the actions performed by the system as well as the time when they
occur. Clearly, information erasure emerges as a desirable property when it comes to
handle fingerprints. On one hand, fingerprints corresponding to regular users must be
removed from the system (including from its log) after they are used for the intended pur-
pose, which constitutes the information erasure policy of the locker system (observe the
hash of the fingerprint is stored in the system for the authentication purpose, and for the
purposes of this example is considered to be OK to store). Fingerprints corresponding to
suspects, on the other hand, can be logged as evidence in case of a police investigation.
In order to give credit for his or her work, fingerprints from administrators can also be
logged. In other words, fingerprints from regular users must be erased after using them,
while fingerprints from suspects and administrators can remain in the system. The code
shown in Figure 5 does not fulfill the information erasure policy described before. It
actually logs the fingerprints of any user, which violates citizens privacy. Although it
is relatively simple to detect the violation of the information erasure policy in this ex-
ample, the same task could be very challenging in a more complex system where there
could be multiple sources of sensitive information in several thousands lines of codes.

Figure 6 shows how programmers can use the library to make the code fulfill the
erasure policy regarding fingerprints. Line 1 imports our library. Line 4 identifies that

1 from erasure import erasure_source, retain, erasure
2

3 # Erasure-aware sources
4 getFingerprint=erasure_source(getFingerprint)
5

6 # Retention statement
7 hash=retain(hash)
8

9 def lockerSystem():
10 ...
11 suspect=local_police.check(fingerprint)
12 h = hash(fingerprint)
13 if not(suspect):
14 erasure(fingerprint)
15 ...

Fig. 6. Locker system patched to fulfill the erasure policy regarding fingerprints
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fingerprints are subjected to erasure policies, i.e. they are erasure-aware values. Line 7
states that hash is properly written, namely its outputs cannot be related to its input,
and therefore they are not considered to violate any erasure policy. Then, the implemen-
tation of function lockerSystem is only changed to call erasure when the user of
the locker is not a suspect (lines 13-14). The rest of the code remains unchanged.

4 Lazy Erasure

The notion of erasure presented in the previous section is very intuitive. To remove all
erasure-aware inputs used to compute a given value v, it is enough to call erasure(v).
When calling erasure, the library immediately triggers the mechanism to perform
erasure over the current state of the program. Due to that fact, we call the mechanism
implemented by the API in Section 2 eager erasure3.

Eager erasure does not easily capture some classes of erasure policies without major
encoding overhead, which might drastically modify the code of the program. In par-
ticular, let us consider conditional policies that cannot be immediately decided, e.g. a
certain value can only remain in the system for a period of time, after which it has to be
erased. Clearly, it is not possible to trigger the erasure mechanism straight away, but the
need for erasure has to be remembered in the system and triggered at the right time. To
deal with such policies without any additional major runtime infrastructure, the library
provides lazy erasure as a mechanism to perform erasure at the latest possible moment,
i.e. when needed.

Lazy erasure deletes information “just in time” at the points where data would other-
wise escape the system and observably break the intended erasure policy. Programmers
only need to state what is supposed to be erased and the library triggers the erasure
mechanisms at certain output points, i.e. when information is leaving the system.

4.1 The Lazy Erasure API

Lazy erasure adds some additional functions to the API of the library. The other primi-
tives such as erasure_source have the same semantics as before.
erasure_escape(f) This function is used syntactically in the same manner as

erasure_source – i.e. as a function wrapper. It is used to identify the functions which
are to be considered as “outputs” for the system. These are the functions where an era-
sure policy could be observable violated – for example writing to a file or communicat-
ing with the outside world in some other manner. The lazy erasure policies are enforced
by inspecting the arguments to the functions which have been wrapped by the primitive
erasure_escape.
lazy_erasure(v,p) Primitive lazy_erasure introduces an erasure policy into

the program, but does not perform any actual erasure of information. It receives as ar-
guments a value v and a policy function p. The policy function (henceforth an erasure
policy) is a function from timestamps (i.e. timestamps of inputs) to Boolean values.
Internally, a policy can use any of the program state, together with the timestamp ar-

3 In functional languages, eager and lazy evaluation are commonly used terms to indicate when
evaluation is performed. We use the same terminology for erasure of data rather than evaluation
of terms.
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gument (representing the timestamp of the value to be erased) to make judgment on
whether the value should be erased or not. Thus, declaring lazy_erasure(v,p) in-
dicates that any input values (and values computed from them) which were used in the
creation of v should be erased if policy p holds for their timestamps. Erasure is then
enforced at the output functions indicated by erasure_escape.

Two abbreviations are supported: lazy_erasure(v), which is equivalent to
lazy_erasure(v,(lambda t:True)) and thus unconditionally enforces erasure at
the erasure-escape points, and lazy_erasure(p), which is an abbreviation for calling
lazy_erasure with the policy p applied to every erasure-aware value in the system.

4.2 Lazy Erasure Examples

To illustrate how lazy erasure works, we start by encoding a temporal erasure policy that
allows to only keep fingerprints (administrators and suspects’ ones) for a limited time
of five days. The following piece of code implements the condition for such a policy:

1 def fivedays_policy(time):
2 return (datetime.today()-time)>timedelta(days=5)

Policy fivedays_policy takes a timestamp as input and returns whether the times-
tamp is more than five days old. In Figure 7, we show how to apply the policy in our
locker system. Line 8 indicates that before extracting the log from the system, erasure
must be performed. Line 10 introduces the erasure policy fivedays_policy into the
system. As a result, dumping the log triggers erasure on each of its entries which are
older than 5 days.

1 from datetime import datetime, timedelta
2 from erasure import *
3

4 getFingerprint=erasure_source(getFingerprint)
5

6 hash=retain(hash)
7

8 dump=erasure_escape(dump)
9

10 lazy_erasure(fivedays_policy)
11

12 def lockerSystem():
13 ...

Fig. 7. Locker system with a lazy erasure policy

Lazy erasure is particularly useful to express policies that cannot be immediately de-
cided when input data enters the system. To illustrate this, we extend the locker scenario
a bit further.

A common experience with network connections is the loss of connectivity. To han-
dle this situation properly, we introduce the constant ’no_connection’ to be returned
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by method local_police.check when the connection with the police department
cannot be established. Enforcing an erasure policy that depends on the connection to the
police department is not as simple as the policies considered previously. On one hand,
we would like to have in the log the fingerprints which got the ’no_connection’
answer since they could belong to suspects. On the other hand, fingerprints that got the
’no_connection’ answer and do not belong to suspects must be erased in order to
avoid violating users privacy when administrators dump the log.

As a trade-off between preserving fingerprints of suspects and privacy of regular
citizens is represented by the enforcement of an erasure policy which depends on the
person doing the dumping of the log. If a police agent is included in the set of ad-
ministrators, then he or she can dump the log if necessary. Since a police agent rep-
resents the public authority, the agent has full access to the fingerprints stored in the
log. Therefore, all the entries are included in the log, including those ones with the
’no_connection’ answer. In contrast, if the dumper is a regular administrator, the
entries with ’no_connection’ are removed from the log. In this way, suspect-related
data may get lost but privacy is not compromised. Clearly, the erasure policy is more
involved than the ones that we have been considered so far. However, we show that it
can be easily encoded by our library.

We start by introducing the Boolean global variable police_mode to represent when
a police agent is dumping the log. Then, the function lockerSystem has to signal
whether the person dumping the log is the police agent. Figure 8 shows an extension to
lockerSystem. In line 3, police_mode is initially set to False. Immediately before
dumping the log (line 9), the administrator identity is checked. If it is a police agent,
police_mode is set to True (line 8). The state is then reset at line 10. If the person

1 def lockerSystem():
2 global police_mode
3 police_mode=False
4 ...
5 if fingerprint in ADM:
6 log.add(’MEMORY DUMP -->’+fingerprint+’: ’+str(ts))
7 if fingerprint==’police’:
8 police_mode=True
9 dump(log.getLog())

10 police_mode=False
11 else:
12 suspect=local_police.check(fingerprint)
13 h = hash(fingerprint)
14 if suspect==False:
15 lazy_erasure(fingerprint)
16 elif r==’no_connection’:
17 lazy_erasure(fingerprint,role_policy)
18 else:
19 pass
20 ...

Fig. 8. lockerSystem reimplemented for lazy erasure
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1 def role_policy(time):
2 global police_mode
3 return not(police_mode)

Fig. 9. Example of a lazy policy based on roles

dumping the log is a regular adminis-
trator, the value of police_mode does
not change. Observe that line 17 asso-
ciates the erasure policy role_policy

to those fingerprints received when the
connection to the policy department can-
not be established. Consequently, the era-

sure of the fingerprint depends on the value returned by the policy at the time of dumping
the log. Figure 9 defines role_policy. This policy only returns true when the dump-
ing is done by a regular administrator (line 3). As a consequence, those fingerprints
associated with ’no_connection’ are erased immediately before dumping the log
provided that police_mode is false.

5 Related Work

As we have already explained in the introduction, application level erasure has been
studied in [3] and [12]. A simpler form of erasure for Java bytecode is discussed in
[11]. In [23], the counterpart of erasing systems (according to the definition given in
[12]) has been explored, providing some insights into the obligations of a user who
interacts with a system which promises erasure. These works all deal with an attacker
model where an attacker can in the worst case inject arbitrary code into the system
at a point in time at which erasure is supposed to have occurred. At lower levels of
abstraction, for example [9], conditions and techniques to guarantee physical erasure
on storage devices are considered. The need for physical erasure comes from a much
stronger attacker model where the attacker is not hindered by any abstraction layers.
An end-to-end view linking the high-level application level and the low level physical
views should be possible, but it has not been previously considered.

To the best of our knowledge, JifE [4] is the only system currently implementing
application-level erasure. This is based on the Jif compiler which deals with a subset
of Java extended with security labels. Unlike the very general model on which it is
based [5], the only conditions allowed in JifE’s conditional erasure policies are a special
class of Boolean condition variables. The implementation ensures that whenever such a
condition variable changes, any necessary erasures are triggered. It would be simple to
mimic this style of implementation (modulo implicit flows) using our primitives.

Erasure can be also related to usage control, since it is based on the idea of chang-
ing the way data is handled in the system after a certain moment. In [18], the authors
present a model to reason on usage control, based on obligations the data receiver has
to enforce through some mechanisms. The model is very general, and erasure can be
described as an obligation (actually it is explicitly mentioned as a data owner require-
ment), but its purpose does not correspond to our approach, which deals with techniques
to implement that obligation. The work in [26] extends access control with temporal and
times-consuming features, leading to what they call TUCON (Times-based Usage Con-
trol) model. This approach allows to reason with policies that deal with the period of
time in which a given object is available. Although it would not be very natural (policies
here seem to be more user-oriented), it should be also possible to reason about erasure in
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this framework as well; similar considerations about implementation holds in this case
as well. However, concepts from the usage control literature could provide inspiration
for a study of the enforcement of a wider class of usage policies at code level.

6 Conclusions and Future Work

We have presented a library-approach to enforce erasure policies. The library transpar-
ently adds taint tracking to data sources, making it easy to use and permitting program-
mers to indicate information-erasure policies with only minor modifications to their
code. To the best of our knowledge, this is the first implementation of a library that con-
nects taint analysis and information-erasure policies. From our limited experience, the
imperfections of taint analysis (the inability to track implicit flows) serve to keep the
policy specifications simple, and enable us to handle examples for which existing ap-
proaches would not be sufficiently expressive. We have also introduced the concept of
lazy erasure – an observational form of erasure which supports richer erasure policies,
including temporal policies, with a simple implementation.

There are a number of directions for further work. One challenge ahead is how to deal
with permanent storage like databases or file systems when specifying erasure policies.
Policies like “user information must be erased when his or her account is closed” are
out of scope in the existing approaches [3,12], where erasure is performed on internal
data structures. User information, on the other hand, is usually placed in databases (e.g.
web application) or file systems (e.g. Unix-like operating systems). We believe that it is
possible to extend the interfaces for accessing files and databases in order to store data
as well as erasure information (timestamps). Those interfaces usually involve handling
objects and thus the library needs to be extended to consider them. To achieve that,
we could threat objects as just mere containers and apply similar tainting techniques as
the ones used for dictionaries. Another important aspect is the evaluation of the over-
heads caused by the library – in particular, how taint propagation and updates in the
dependency table impact on performance. It would also be interesting to evaluate how
precise tainting [17,8] could be exploited to obtain more precision when erasing data.
Precise tainting associates taint information to characters rather than to whole strings.
In our library, if an small part of an string contains some information that should be
erased, then the whole string is deleted. By using precise tainting, it would be possible,
in principle, to only delete those pieces of the string containing the information to erase.
Precise tainting usually requires to fully understand the semantics of each function that
manipulates erasure-aware values. As for most approaches to dynamic taint analysis,
our approach ignores implicit flows. As a consequence programs might retain informa-
tion indirectly via their control constructs. Rather than fixing this problem, a reasonable
alternative might be to bound it. Inspired by preserving confidentiality, the work in [16]
develops a mechanism to obtain bounds on the information leaked by implicit-flows.
We believe that it is feasible to adapt such mechanism to obtain bounds on the infor-
mation retained by control constructs. On the theoretical side, it could be important to
describe precisely the security condition that taint analysis is enforcing in the presence
of delimited retention policies. In fact, to the best of our knowledge, the work by [25] is
the only one that presents a security condition for taint analysis using formal semantics.
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Abstract. Vulnerabilities in web applications present threats to on-line systems.
SQL injection and cross-site scripting attacks are among the most common threats
found nowadays. These attacks are often result of improper or none input valida-
tion. To help discover such vulnerabilities, popular web scripting languages like
Perl, Ruby, PHP, and Python perform taint analysis. Such analysis is often im-
plemented as an execution monitor, where the interpreter needs to be adapted to
provide a taint mode. However, modifying interpreters might be a major task in its
own right. In fact, it is very probably that new releases of interpreters require to be
adapted to provide a taint mode. Differently from previous approaches, we show
how to provide taint analysis for Python via a library written entirely in Python,
and thus avoiding modifications in the interpreter. The concepts of classes, dec-
orators and dynamic dispatch makes our solution lightweight, easy to use, and
particularly neat. With minimal or none effort, the library can be adapted to work
with different Python interpreters.

1 Introduction

Over the past years, there has been a significant increase on the number of activities
performed on-line. Users can do almost everything using a web browser (e.g. watching
videos, listening to music, banking, booking flights, planing trips, etc). Considering the
size of Internet and its number of users, web applications are probably among the most
used pieces of software nowadays. Despite its wide use, web applications suffer from
vulnerabilities that permit attackers to steal confidential data, break integrity of systems,
and affect availability of services. When development of web applications is done with
little or no security in mind, the presence of security holes increases dramatically. Web-
based vulnerabilities have already outplaced those of all other platforms [4] and there
are no reasons to think that this tendency has changed [12].

According to OWASP [32], cross-site scripting (XSS) and SQL injection (SQLI) at-
tacks are among the most common vulnerabilities on web applications. Although these
attacks are classified differently, they are produced by the same reason: user supplied
data is sent to sensitive sinks without a proper sanitation. For example, when a SQL
query is constructed using an unsanitize string provided by a user, SQL injection at-
tacks are likely to occur. To harden applications against these attacks, the implemen-
tations of some popular web scripting languages perform taint analysis in a form of
execution monitors [23, 2]. In that manner, not only run interpreters code, but they also
perform security checks. Taint analysis can also be provided through static analysis
[15, 16]. Nevertheless, execution monitors usually produce less false alarms than tradi-
tional static techniques [28]. In particular, static techniques cannot deal with dynamic
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code evaluation without being too conservative. Most of the modern web scripting lan-
guages are capable to dynamically execute code. In this paper, we focus on dynamic
techniques.

Taint analysis is an automatic approach to find vulnerabilities. Intuitively, taint anal-
ysis restricts how tainted or untrustworthy data flow inside programs. Specifically, it
constrains data to be untainted (trustworthy) or previously sanitized when reaching sen-
sitive sinks. Perl was the first scripting language to provide taint analysis as an special
mode of the interpreter called taint mode [6]. Similar to Perl, some interpreters for
Ruby [30], PHP [22], and recently Python [17] have been carefully modified to provide
taint modes. Adapting interpreters to incorporate taint analysis present two major draw-
backs that directly impact on the adoption of this technology. Firstly, incorporating taint
analysis into an interpreter might be a major task in its own right. Secondly, it is very
probably that it is necessary to repeatedly adapt an interpreter at every new version or
release of it.

1import s y s
2import os
3

4u s e r m a i l = s y s . a rgv [ 1 ]
5f i l e = s y s . a rgv [ 2 ]
6

7cmd = ’mail -s "Requested file" ’
8+ u s e r m a i l + ’ < ’ + f i l e
9os . sys t em ( cmd )

Fig. 1. Code for email.py

Rather than modifying interpreters,
we present how to provide a taint
mode for Python via a library writ-
ten entirely in Python. Python is
spreading fast inside web develop-
ment [1]. Besides its successful use,
Python presents some programming
languages abstractions that makes
possible to provide a taint mode via a
library. For example, Python decora-
tors [20] are a non-invasive and simple
manner to declare sources of tainted
data, sensitive sinks, and sanitation functions. Python’s object-oriented and dynamic
typing mechanisms allows the execution of the taint analysis with almost no modifica-
tions in the source code.

The library provides a general method to enhance Python’s built-in classes with
tainted values. In general, taint analysis tends to only consider strings or characters
[23, 22, 14, 17, 13, 29]. In contrast, our library can be easily adapted to consider differ-
ent built-in classes and thus providing a taint analysis for a wider set of data types. By
only considering tainted strings, the library provides a similar analysis than in [17], but
without modifying the Python interpreter. To the best of our knowledge, a library for
taint analysis has not been considered before.

1.1 A Motivating Example

We present an example to motivate the use of taint analysis in order to discover and
repair vulnerabilities. The example considers an scenario of a web application where
users can send their remotely stored files by email. Figure 1 shows the simple mod-
ule email.py that is responsible to perform such task. For simplicity, the code takes
the user input from the command line (lines 4 and 5) rather than from the web server.
Figure 2 shows some invocations to the module from the shell prompt. Line 1 shows a
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1 py thon e m a i l . py al ice@domain . se . / r e p o r t J a n u a r y . x l s
2 py thon e m a i l . py d e v i l @ e v i l . com ’/etc/passwd’
3 py thon e m a i l . py d e v i l @ e v i l . com ’/etc/passwd ; rm -rf / ’

Fig. 2. Different invocations for email.py

request from Alice to send her own file reportJanuary.xls to her email address
alice@domain.se. In this case, Alice’s input produces a behavior which matches
the intention of the module. In contrast, lines 2 and 3 show how attackers can provide
particular inputs to exploit unintended or unforeseen behaviors of email.py. Line 2
exploits the fact that email.pywas written assuming that users only request their own
files. Observe how devil@evil.com gets information regarding users accounts by
receiving the file /etc/passwd. Line 3 goes an step further and injects the command
rm -rf / after sending the email. These attacks demonstrate how, what was intended
to be a simple email client, can become a web-based file browser or a terminal. To avoid
these vulnerabilities, applications need to rigorously check for malicious data provided
by users or any other untrustworthy source. Taint analysis helps to detect when data is
not sanitize before it is used on security critical operations. In Section 2.2, we show
how to harden email.py in order to reject the vulnerabilities shown in Figure 1.

The paper is organized as follows. Section 2 outlines the library API. Section 3 de-
scribes the most important implementation details of our approach. Section 4 covers
related work. Section 5 provides some concluding remarks.

2 A Library for Taint Analysis

<<<<<<< i m p l i c i t . py
i f t == ’a’ :

u = ’a’
e l s e :

u = ’’
=======
i f t == ’a’ : u = ’a’
e l s e : u = ’’

>>>>>>> 1 . 2

Fig. 3. An implicit flow

On most situations, taint analysis propagates taint
information on assignments. Intuitively, when the
right-hand side of an assignment uses a tainted value,
the variable appearing on the left-hand side becomes
tainted. Taint analysis can be seen as an information-
flow tracking mechanism for integrity [27]. In fact,
taint analysis is just a mechanism to track explicit
flows, i.e. direct flows of information from one vari-
able to another. Taint analysis tends to ignore im-
plicit flows [11], i.e. flows through the control-flow
constructs of the language. Figure 3 presents an im-
plicit flow. Variables t and u are tainted and untainted, respectively. Observe that vari-
able u is untainted after the execution of the branch since an untainted value (’a’ or
’’) is assigned to it. Yet, the value of the tainted variable t is copied into the untainted
variable u when t == ’a’. It is not difficult to imagine programs that circumvent
the taint analysis by copying the content of tainted strings into untainted ones by using
implicit flows[26].

In scenarios where attackers has full control over the code (e.g. when the code is
potentially malicious), implicit flows present an effective way to circumvent the taint
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1 v = t a i n t ( d )
2

3 web . i n p u t = u n t r u s t e d ( web . i n p u t )
4

5 @unt rus t ed
6 d ef f ( . . . ) :
7 . . .
8

9 c l a s s MyProtocol ( L i n e O n l y R e c e i v e r ) :
10 @ u n t r u s t e d a r g s ( [ 1 ] )
11 d ef l i n e R e c e i v e d ( s e l f , l i n e ) :
12 . . .

13 e v a l = s s i n k ( T ) ( e v a l )
14

15 @ssink ( T )
16 d ef f ( . . . ) :
17 . . .
18

19 w = c l e a n e r (T ) ( wash )
20

21 @cleaner (T )
22 d ef f ( . . . ) :
23 . . .

Fig. 4. API for taint analysis

analysis. In this case, the attackers’ goal is to craft the code and input data in order
to circumvent security mechanisms. There is a large body of literature on the area of
language-based security regarding how to track implicit flows [27].

There exists scenarios where the code is non-malicious, i.e. written without malice.
Despite the good intentions and experience of programmers, the code might still contain
vulnerabilities as the ones described in Section 1.1. The attackers’ goal consists on craft
input data in order to exploit vulnerabilities and/or corrupt data. In this scenario, taint
analysis certainly helps to discover vulnerabilities. How dangerous are implicit flows
in non-malicious code? We argue that they are frequently harmless [26]. The reason
for that relies on that non-malicious programmers need to write a more involved, and
rather unnatural, code in order to, for instance, copy tainted strings into untainted ones.
In contrast, to produce explicit flows, programmers simply need to forget a call to some
sanitization function. For the rest of the paper, we consider scenarios where the analyzed
code is non-malicious.

2.1 Using the Library

The library is essentially a series of functions to mark what are the sources of untrust-
worthy data, sensitive sinks, and sanitation functions. Figure 4 illustrates how the API
works. Symbol ... is a place holder for code that is not relevant to explain the pur-
pose of the API. We assume that v is a variable, d is an string or integer, and f is a
user-defined function. Symbol T represents a tag. By default, tags can take values XSS,
SQLI, OSI (Operating System Injection), and II (Interpreter Injection). These val-
ues are used to indicate specific vulnerabilities that could be exploited by tainted data.
For instance, tainted data associated with tag SQLI is likely to exploit SQL injection
vulnerabilities. Function taint is used to taint values. For example, line 1 taints vari-
able d. The call to untrusted(web.input) establishes that the results produced
by web.input are tainted. Line 5 shows how untrusted can be used to mark the
values returned by function f as untrustworthy. Observe the use of the decorator syntax
(@untrusted). Function untrusted args is used to indicate which functions’
arguments must be tainted. This primitive is particularly useful when programming
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frameworks require to redefine some methods in order to get information from external
sources. As an example, Twisted[3], a framework to develop network applications, calls
method lineReceived from the class LineOnlyReceiver every time that an
string is received from the network. Lines 9–12 extend the class LineOnlyReceiver
and implement the method lineReceived. Line 10 taints the data that Twisted takes
from the network. Functions taint, untrusted, and untrusted args associate
all the tags to the tainted values. After all, untrustworthy data might exploit any kind of
vulnerability. Line 13 markseval as a sensitive sink. If eval receives a tainted data with
the tag T, a possible vulnerability T is reported. Line 15 shows how to use ssink with
the decorator syntax. Line 19 shows how cleaner establishes that functionwash san-
itizes data with tag T. As a result of that, function w removes tag T from tainted values.
Line 21 shows the use of cleaner with the decorator syntax. Sensitive sinks and san-
itization functions can be associated with more than one kind of vulnerabilities by just
nesting decorators, i.e. ssink(OSI)(ssink(II)(critical operation)).

2.2 Hardening email.py

1import s y s
2import os
3from t a i n t m o d e import ∗
4from s a n i t i z e import ∗
5

6os . sys t em = s s i n k ( OSI ) ( os . sys t em )
7s u s e r m a i l = c l e a n e r ( OSI ) ( s u s e r m a i l )
8s f i l e = c l e a n e r ( OSI ) ( s f i l e )
9

10u s e r m a i l = t a i n t ( s y s . a rgv [ 1 ] )
11f i l e = t a i n t ( s y s . a rgv [ 2 ] )
12# u s e r m a i l = s u s e r m a i l ( u s e r m a i l )
13# f i l e = s f i l e ( f i l e )
14cmd = ’mail -s "Requested file" ’
15+ u s e r m a i l + ’ < ’ + f i l e
16os . sys t em ( cmd )

Fig. 5. Secure version of module email.py

We revise the example in Sec-
tion 1.1. Figure 5 shows the
secure version of the code
given in Figure 1. Line 3 im-
ports the library API. Line
4 imports some sanitization
functions. Line 6 marks com-
mand os.system (capable
to run arbitrary shell instruc-
tions) as a sensitive sink to
OSI attacks. Tainted values
reaching that sink must not
contain the tag OSI. Lines 7
and 8 establish that functions
s usermail and s file
sanitize data in order to avoid
OSI attacks. Lines 10 and 11
mark user input as untrustworthy. When executing the program, the taint analysis raises
an alarm on line 16. The reason for that is that variable cmd is tainted with the tag OSI.
Indeed, cmd is constructed from the untrustworthy values usermail and file. If
we uncomment the lines where sanitization takes place (lines 12 and 13), the program
runs normally, i.e. no alarms are reported. Observe that the main part of the code (lines
14–16) are the same than in Figure 1.

3 Implementation

In this section we present the details of our implementation. Due to lack of space,
we show the most interesting parts. The full implementation of the library is publicly
available at [10].



A Taint Mode for Python via a Library 215

1 def t a i n t c l a s s ( k l a s s , methods ) :
2 c l a s s t k l a s s ( k l a s s ) :
3 def n e w ( c l s , ∗ a rgs , ∗∗ kwargs ) :
4 s e l f = s u p e r ( t k l a s s , c l s ) . n e w ( c l s , ∗ a rgs , ∗∗ kwargs )
5 s e l f . t a i n t s = s e t ( )
6 return s e l f
7 d = k l a s s . d i c t
8 for name , a t t r i n [ (m, d [m] ) for m i n methods ] :
9 i f i n s p e c t . i sm e t hod ( a t t r ) or

10 i n s p e c t . i s m e t h o d d e s c r i p t o r ( a t t r ) :
11 s e t a t t r ( t k l a s s , name , p r o p a g a t e m e t h o d ( a t t r ) )
12 i f ’__add__’ i n methods and ’__radd__’ not i n methods :
13 s e t a t t r ( t k l a s s , ’__radd__’ ,
14 lambda s e l f , o t h e r : t k l a s s . a d d ( t k l a s s ( o t h e r ) ,
15 s e l f ) )
16 return t k l a s s

Fig. 6. Function to generate taint-aware classes

One of the core part of the library deals with how to keep track of taint information
for built-in classes. The library defines subclasses of built-in classes in order to indicate
if values are tainted or not. An object of these subclasses posses an attribute to indicate
a set of tags associated to it. Objects are considered untainted when the set of tags is
empty. We refer to these subclasses as taint-aware classes. In addition, the methods
inherited from the built-in classes are redefined in order to propagate taint information.
More specifically, methods that belong to taint-aware classes return objects with the
union of tags found in their arguments and the object calling the method. In Python,
the dynamic dispatch mechanism guarantees that, for instance, the concatenations of
untainted and tainted strings is performed with calls to methods of taint-aware classes,
which properly propagates taint information.

3.1 Generating Taint-aware Classes

1d ef p r o p a g a t e m e t h o d ( method ) :
2d ef i n n e r ( s e l f , ∗ a rgs , ∗∗ kwargs ) :
3r = method ( s e l f , ∗ a rgs , ∗∗ kwargs )
4t = s e t ( )
5f o r a in a r g s :
6c o l l e c t t a g s ( a , t )
7f o r v in kwargs . v a l u e s ( ) :
8c o l l e c t t a g s ( v , t )
9t . u p d a t e ( s e l f . t a i n t s )
10re tu rn t a i n t a w a r e ( r , t )
11re tu rn i n n e r

Fig. 7. Propagation of taint information

Figure 6 presents a func-
tion to generate taint-aware
classes. The function takes
a built-in class (klass)
and a list of its meth-
ods (methods) where taint
propagation must be per-
formed. Line 2 defines the
name of the taint-aware
class tklass. Objects of
tklass are associated to
the empty set of tags when
created (lines 3–6). At-
tribute taints is introduced to indicate the tags related to tainted values. Using
Python’s introspection features, variable d contains, among other things, the list of
methods for the built-in class (line 7). For each method in the built-in class and in
methods (lines 8–10), the code adds to tklass a method that has the same name
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and computes the same results but also propagates taint information (line 11). Func-
tion propagate method is explained below. Lines 12–15 set method radd
to taint-aware classes when built-in classes do not include that method but add .
Method radd is called to implement the binary operations with reflected (swapped)
operands1. For instance, to evaluate the expression x+y, where x is a built-in string
and y is a taint-aware string, Python calls radd from y and thus executing
y. radd (x). In that manner, the taint information of y is propagated to the ex-
pression. Otherwise, the method x. add (y) is called instead, which results in an
untainted string. Finally, the taint-aware class is returned (line 16).

The implementation of propagate method is shown in Figure 7. The function
takes a method and returns another method that computes the same results but prop-
agates taint information. Line 3 calls the method received as argument and stores the
results in r. Lines 4–9 collect the tags from the current object and the method’s argu-
ments into t. Variable r might refer to an object of a built-in class and therefore not
include the attribute taints. For that reason, function taint aware is designed to
transform objects from built-in classes into taint-aware ones. For example, if r refers
to a list of objects of the class str, function taint aware returns a list of objects of
the taint-aware class derived from str. Function taint aware is essentially imple-
mented as a structural mapping on list, tuples, sets, and dictionaries. The library does
not taint built-in containers, but rather their elements. This is a design decision based
on the assumption that non-malicious code does not exploit containers to circumvent
the taint analysis (e.g. by encoding the value of tainted integers into the length of lists).

STR = t a i n t c l a s s ( s t r , s t r m e t h o d s )
INT = t a i n t c l a s s ( i n t , i n t m e t h o d s )

Fig. 8. Taint-aware classes for strings and integers

Otherwise, the implementation of the
library can be easily adapted. Line 11
returns the taint-aware version of r
with the tags collected in t.

To illustrate how to use function
taint class, Figure 8 produces
taint-aware classes for strings and integers, where str methods and int methods
are lists of methods for the classes str and int, respectively. Observe how the code
presented in Figures 6 and 7 is general enough to be applied to several built-in classes.

3.2 Decorators

1d ef u n t r u s t e d ( f ) :
2d ef i n n e r (∗ a rgs , ∗∗ kwargs ) :
3r = f (∗ a rgs , ∗∗ kwargs )
4re tu rn t a i n t a w a r e ( r , TAGS)
5re tu rn i n n e r

Fig. 9. Code for untrusted

Except for taint, the rest of
the API is implemented as dec-
orators. In our library, decora-
tors are high order functions
[7], i.e. functions that take
functions as arguments and re-
turn functions. Figure 9 shows
the code for untrusted. Function f, given as an argument, is the function that
returns untrustworthy results (line 1). Intuitively, function untrusted returns a

1 The built-in class for strings implements all the reflected versions of its operators but add .
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function (inner) that calls function f (line 3) and taints the values returned by it (line
4). Symbol TAGS is the set of all the tags used by the library. Readers should refer to
[10] for the implementation details about the rest of the API.

3.3 Taint-aware Functions

1d ef p r o p a g a t e f u n c ( o r i g i n a l ) :
2d ef i n n e r (∗ a rgs , ∗∗ kwargs ) :
3t = s e t ( )
4f o r a in a r g s :
5c o l l e c t t a g s ( a , t )
6f o r v in kwargs . v a l u e s ( ) :
7c o l l e c t t a g s ( v , t )
8r = o r i g i n a l (∗ a rgs ,∗∗ kwargs )
9i f t == s e t ( [ ] ) :
10re tu rn r
11re tu rn t a i n t a w a r e ( r , t )
12re tu rn i n n e r

Fig. 10. Propagation of taint information among possibly
different taint-aware objects

Several dynamic taint analy-
sis [23, 22, 16, 17, 13, 29] do
not propagate taint information
when results different from
strings are computed from
tainted values. (e.g. the length
of a tainted string is usually an
untainted integer). This design
decision might affect the abil-
ities of taint analysis to detect
vulnerabilities. For instance,
taint analysis might miss dan-
gerous patterns when programs
encode strings as lists of num-
bers. A common workaround
to this problem is to mark functions that perform encodings of strings as sensitive sinks.
In that manner, sanitization must occur before strings are represented in another format.
Nevertheless, this approach is unsatisfactory: the intrinsic meaning of sensitive sinks
may be lost. Sensitive sinks are security critical operations rather than functions that
perform encodings of strings. Our library provides means to start breaching this gap.

l e n = p r o p a g a t e f u n c ( l e n )
ord = p r o p a g a t e f u n c ( ord )
c h r = p r o p a g a t e f u n c ( c h r )

Fig. 11. Taint-aware functions for strings and integers

Figure 10 presents a general
function that allows to define
operations that return tainted
values when their arguments
involve taint-aware objects. As
a result, it is possible to define
functions that, for instance, take tainted strings and return tainted integers. We classify
this kind of functions as taint-aware.

Similar to the code shown in Figure 7, propagate func is a high order function.
It takes function f and returns another function (inner) able to propagate taint infor-
mation from the arguments to the results. Lines 3–7 collect tags from the arguments.
If the set of collected tags is empty, there are no tainted values involved and therefore
no taint propagation is performed (lines 9–10). Otherwise, a taint-aware version of the
results is returned with the tags collected in the arguments (line 11).

To illustrate the use of propagate func, Figure 11 shows some taint-aware func-
tions for strings and integers. We redefine the standard functions to compute lengths of
lists (len), the ASCII code of a character (chr), and its inverse (ord). As a result,
len(taint(’string’)) returns the tainted integer 6. It is up to the users of the
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library to decide which functions must be taint-aware depending on the scenario. The li-
brary only provides redefinition of standard functions like the ones shown in
Figure 11.

3.4 Scope of the Library

In Figure 6, the method to automatically produce taint-aware classes does not work with
booleans. The reason for that is that class bool cannot be subclassed in Python2. Con-
sequently, our library cannot handle tainted boolean values. We argue that this short-
coming does not restrict the usability of the library for two reasons. Firstly, different
from previous approaches [23, 22, 16, 17, 13, 29], the library can provide taint analysis
for several built-in types rather than just strings. Secondly, we consider that booleans are
typically used on guards. Since the library already ignores implicit flows, the possibili-
ties to find vulnerabilities are not drastically reduced by disregarding taint information
on booleans.

When generating the taint-aware class STR (Figure 8), we found some problems
when dealing with some methods from the class str. Python interpreter raises excep-
tions when methods nonzero , reduce , and reduce ex are redefined.
Moreover, when methods new , init , getattribute , and repr are
redefined by function taint class, an infinite recursion is produced when calling
any of them. As for STR, the generation of the taint-aware class INT exposes the same
behavior, i.e. the methods mentioned before produce the same problems. We argue that
this restriction does not drastically impact on the capabilities to detect vulnerabilities.
Methods new is called when creating objects. In Figure 6, taint-aware classes de-
fine this method on line 3. Method init is called when initializing objects. Python
invokes this method after an object is created and programs do not usually called it ex-
plicitly. Method getattribute is used to access any attribute on a class. This
method is automatically inherited from klass and it works as expected for taint-
aware classes. Method nonzero is called when objects need to be converted into a
boolean value. As mentioned before, the analysis ignores taint information of data that
is typically used on guards. Method repr pretty prints objects on the screen. In
principle, developers should be careful to not use calls to repr in order to convert
tainted objects into untainted ones. However, this method is typically used for debug-
ging 3. Methods reduce and reduce ex are used by Pickle 4 to serialize
strings. Given these facts, the argument method in function taint class estab-
lishes the methods to be redefined on taint-aware classes (Figure 6). This argument is
also useful when the built-in classes might vary among different Python interpreters.
It is future work to automatically determine the lists of methods to be redefined for
different built-in classes and different versions of Python.

It is up to the users of the library to decide which built-in classes and functions must
be taint-aware. This attitude comes from the need of being flexible and not affecting
performance unless it is necessary. Why users interested on taint analysis for strings
should accept run-time overheads due to tainted integers?

2 http://docs.python.org/library/functions.html#bool
3 http://docs.python.org/reference/datamodel.html
4 An special Python module.

http://docs.python.org/library/functions.html#bool
http://docs.python.org/reference/datamodel.html
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It is important to remark that the library only tracks taint information in the source
code being developed. As a consequence, taint information could be lost if, for example,
taint values are given to external libraries (or libraries written in other languages) that
are not taint-aware. One way to tackle this problem is to augment the library functions
to be taint-aware by applying propagate func to them.

As a future work, we will explore if it is possible to automatically define taint-
aware functions based on the built-in functions (found in the interpreter) and taint-aware
classes in order to increase the number of taint-aware functions provided by the library.
At the moment, the library provides taint-aware classes for strings, integers, floats, and
unicode as well as some taint-aware functions (e.g. len, chr, and ord).

4 Related Work

A considerable amount of literature has been published on taint analysis. Readers can
refer to [8] for a description of how this technique has been applied on different re-
search areas. In this section, we focus on analyses developed for popular web scripting
languages.

Perl [23] was the first scripting language to include taint analysis as a native feature
of the interpreter. Perl taint mode marks strings originated from outside a program as
tainted (i.e. inputs from users, environment variables, and files). Sanitization is done by
using regular expressions. Writing to files, executing shell commands, and sending in-
formation over the network are considered sensitive sinks. Differently, our library gives
freedom to developers to classify the sources of tainted data, sanitization functions, and
sensitive sinks. Similar to Perl, Ruby [30] provides support for taint analysis. Ruby’s
taint mode, however, performs analysis at the level of objects rather than only strings.
Both, Perl and Ruby, utilize dynamic techniques for their analyses.

Several taint analysis have been developed for the popular scripting language PHP.
Aiming to avoid any user intervention, authors in [15] combine static and dynamic
techniques to automatically repair vulnerabilities in PHP code. They propose to use
static analysis (type-system) in order to insert some predetermined sanitization func-
tions when tainted values reach sensitive sinks. Observe that the semantic of programs
might be changed when inserting calls to sanitization functions, which constitutes the
dynamic part of the analysis in [15]. Our approach, on the other hand, does not im-
plement a type-system and only reports vulnerabilities, i.e. it is up to developers to
decide where, and how, sanitization procedures must be called. In [22], Nguyen-Toung
et al. adapt the PHP interpreter to provide a dynamic taint analysis at the level of char-
acters, which the authors call precise tainting. They argue that precise tainting gains
precision over traditional taint analyses for strings. Authors need to manually exploit,
when feasible, semantics definitions of functions in order to accurately keep track of
tainted characters. Our approach, on the other hand, uses the same mechanism to han-
dle tainted values independently of the nature of a given function. Consequently, we are
able to automatically extend our analysis to different set of data types but without being
as precise as Nguyen-Toung et al.’ work. It is worth seeing studies indicating how much
precision (i.e. less false alarms) it is obtained with precise tainting in practice. Similarly
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to Nguyen-Toung et al.’s work, Futoransky [13] et al. provide a precise dynamic taint
analysis for PHP. Pietraszek and Berghe [24] modify the PHP runtime environment to
assign metadata to user-provided input as well as to provide metadata-preserving string
operations. Security critical operations are also instrumented to evaluate, when taken
strings as input, the risk of executing such operations based on the assigned metadata.
Jovanovic et al. [16] propose to combine a traditional data flow and alias analysis to
increase the precision of their static taint analysis for PHP. They observe a 50% rate of
false alarms (i.e. one false alarm for each vulnerability). The works in [5, 21] combine
static and dynamic techniques. The static techniques are used to reduce the number of
program variables where taint information must be tracked at run-time.

A taint analysis for Java [14] instruments the class java.lang.String as well
as classes that present untrustworthy sources and sensitive sinks. The instrumentation
of java.lang.String is done offline, while other classes are instrumented online.
The authors mention that a custom class loader in the JVM is needed in order to per-
form online instrumentation. Another taint analysis for Java [31], called TAJ, focus
on scalability and performance requirements for industry-level applications. To achieve
industrial demands, TAJ uses static tecniques for pointer analysis, call-graph construc-
tion, and slicing. Similarly, the authors in [19] propose an static analysis for Java that
focus on achieving precision and scalability.

A series of work [18, 9, 25] propose to provide information-flow security via a library
in Haskell. These libraries handle explicit and implicit flows and programmers need to
write programs with an special-purpose API. Similar to other taint analysis, our library
does not contemplate implicit flows and programs do not need to be written with an
special-purpose API.

Among the closest related work, we can mention [17] and [29]. In [17], authors
modify the Python interpreter to provide a dynamic taint analysis. More specifically,
the representation of the class str is extended to include a boolean flag to indicate
if a string is tainted. We provide a similar analysis but without modifying the inter-
preter. The work by Seo and Lam [29], called InvisiType, aims to enforce safety checks
without modifying the analyzed code. Similar to our assumptions, their approach is
designed to work with non-malicious code. InvisiType is more general than our ap-
proach. In fact, authors show how InvisiType can provide taint analysis and access
control checks for Python programs. However, InvisiType relies on several modifi-
cations in the Python interpreter in order to perform the security checks at the right
places. For example, when native methods are called, the run-time environment firstly
calls the special purpose method nativecall . As a manner to specifying poli-
cies, the approach provides the class InvisiType that defines special purposes meth-
ods to get support from the run-time system (e.g. nativecall is one of those
methods). Subclasses of this class represent security policies. The approach relies on
multiple inheritance to extend existing classes with security checks. To include or re-
move security checks from objects, programs need to explicitly call functions pro-
mote and demote. Being less invasive, our library uses decorators instead of explicit
function calls to taint and untaint data. Our approach does not require multiple
inheritance.
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5 Conclusions

We propose a taint mode for Python via a library entirely written in Python. We show
that no modifications in the interpreter are needed. Different from traditional taint anal-
ysis, our library is able to keep track of tainted values for several built-in classes. Addi-
tionally, the library provide means to define functions that propagate taint information
(e.g. the length of a tainted string produces a tainted integer). The library consists on
around 300 LOC. To apply taint analysis in programs, it is only needed to indicate
the sources of untrustworthy data, sensitive sinks, and sanitization functions. The li-
brary uses decorators as a noninvasive approach to mark source code. Python’s object
classes and dynamic dispatch mechanism allow the analysis to be executed with almost
no modifications in the code. As a future work, we plan to use the library to harden
frameworks for web development and evaluate the capabilities of our library to detect
vulnerabilities in popular web applications.
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Abstract. Web mashups, a new web application development para-
digm, combine content and services from multiple origins into a new ser-
vice. Web mashups heavily depend on interaction between content from
multiple origins and communication with different origins. Contradic-
tory, mashup security relies on separation for protecting code and data.
Traditional HTML techniques fail to address both the interaction/com-
munication needs and the separation needs. This paper proposes concrete
requirements for building secure mashups, divided in four categories: se-
paration, interaction, communication and advanced behavior control. For
the first three categories, all currently available techniques are discussed
in light of the proposed requirements. For the last category, we present
three relevant academic research results with high potential. We conclude
the paper by highlighting the most applicable techniques for building
secure mashups, because of functionality and standardization. We also
discuss opportunities for future improvements and developments.

1 Introduction

The evolution within web 2.0 has led to a new application type, called a web
mashup – simply mashup from now on. A mashup is a composed application,
using elements from different sources. The most simple form of mashups are web
pages incorporating advertisements, which come from an external origin. More
complex examples combine content from multiple sources into a new service.
The classical example case is HousingMaps, which collects listings of real estate
from Craigslist and visualizes their location on Google Maps. There are numerous
mainstream mashup examples, of which iGoogle and Facebook are widely known.
Mashups have also found their way into enterprise scenarios, where they can
be used to create quick views on data coming from multiple sources within
and outside the enterprise. Development tools for mashup scenarios have been
included in the portfolio of IT application and service providers [12,16,17,18].

A mashup can be defined as “a web application that combines content or ser-
vices from more than one origin to create a new service”. By combining multiple
separate services into a new application, a mashup generates added value, which
is one of the most important incentives behind building mashups. Mashups also
succeed in maximizing content reuse, even from services that never intended to
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produce reusable data. Additionally, mashups are flexible and lightweight ap-
plications, since they merely gather and combine information, thus do not need
complex application logic. These three advantages have driven the growth of
mashups, which has led to the need of support for strong security requirements.

The discussion of the security requirements will become more concrete if ap-
plied to an example application: a financial mashup, which provides integrated
access to your financial and stock information. The mashup contains a com-
ponent from your bank, an advising component from a brokerage firm and an
advertising component. The bank and brokerage component need to interact, to
provide relevant advice regarding your stock portfolio and interests; the broke-
rage and banking component provide the advertising component with keywords
about your financial habits, so that you receive targeted advertisements. The
bank component and brokerage component need to communicate with the ser-
vers of their firm, to retrieve the most recent information. The advertising com-
ponent needs to communicate with servers from multiple advertising firms, to
retrieve relevant advertisements.

A first contribution of this paper is the concrete definition of the security
requirements for mashup applications, which can be used to examine existing
security mechanisms. Second, we contribute a detailed overview of the current
state-of-practice and adopted state-of-the-art concerning mashup security tech-
niques. Third, we highlight a few important academic results, as well as discuss
potential future improvements and developments to enhance support for the
mashup security requirements.

In the remainder of this paper, we will specify the security requirements for
mashups (Section 2), followed by a detailed overview of the currently available
techniques (Section 3, 4 and 5). We also discuss a few promising state-of-the-art
techniques, which can contribute to the future of mashup security (Section 6).
We conclude the paper in Section 7 with an overview of the presented tech-
niques and their capabilities, as well as a detailed discussion of potential future
improvements or evolutions of mashup security mechanisms.

2 Problems with Mashup Security

Examining the security requirements for mashups has led to the specification
of four specific categories, of which the security-specific requirements have been
determined. The following overview discusses these categories and requirements,
which will be used to discuss existing security mechanisms.

C1. Separation Components need to be separated from each other, to ensure
the following security properties:
a. DOM: ensures that the component’s part of the DOM tree is separated

from other components.
b. Script: ensures that the component’s scripts can not be influenced by

other components.
c. Applicable in same domain: ensures that the separation techniques

can also be applied to different components belonging to the same do-
main.
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C2. Interaction Regardless of their separation, a component requires interac-
tion with other components and the host page. This interaction is subject
to the following requirements:
a. Confidentiality: ensures that sensitive information can not be stolen

from interactions between components.
b. Integrity: ensures that the contents of an interaction can not be modified

without the knowledge of the interacting components.
c. Mutual authentication: ensures that the interacting components can

establish who they are interacting with.
C3. Communication Components need to be able to communicate with the

mashup provider, as well as with other parties. This requires the following
properties:
a. Cross-domain: components should be able to communicate with other

origins than the origin to which they belong.
b. Authentication: a service receiving messages should be able to identify

the origin of the message.
C4. Behavior Control Control over specific behavior of components is nee-

ded to selectively allow or disallow specific functionality. This category is
currently state-of-the-art and too broad to grasp in a few categories.

Currently, mashup security is based on the de facto security policy of the web:
the Same Origin Policy (SOP) [34]. The SOP states that scripts from one origin
should not be able to access content from other origins. This prevents scripts
from stealing data, cookies or login credentials from other sites. Additionally
to the SOP, browsers also apply a frame navigation policy, which restricts the
navigation of frames to its descendants [3].

The security provided by the traditional mechanisms for building mashups
relies on the application of these browser security policies. Loading components
from different origins in Iframes causes them to be separated by the SOP. Using
script inclusion causes the script to be loaded in the protection domain of the
including page, which is a straightforward way to achieve interaction between
components. Communication with the origin of the page containing the script
can be achieved using the XHR object of the JavaScript language.

These traditional mechanisms have led to two different approaches for buil-
ding mashups: server-side composition and client-side composition (Figure 1).
The former combines the entire mashup at the server side and serves it as a
whole to the client, while the latter provides a template to the client, which re-
trieves all pieces separately and composes the mashup at the client side, conform
to the provided template. The difference between both approaches is fading as
hybrid models are being used, where separate components and pre-composed
content are combined. In either model, there are no significant technical chal-
lenges. The responsibility for security always lies with the mashup integrator,
taking into account the security requirements of the different components and
their stakeholders.

Examining the traditional techniques in the light of the previously proposed
security requirements yields some interesting results. Iframes offer full separa-
tion between different origins, but not within the same origin, and provide no
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Fig. 1. Server-side mashup (left) and client-side mashup (right)

interaction between components. Script inclusion offers no separation at all, but
provides full interaction. This interaction is not authenticated, nor can confiden-
tiality or integrity be ensured. As far as communication is concerned, XHR does
not offer any cross-domain communication. These results show the pressing need
for secure techniques to enable separation while still allowing secure interaction,
as well as secure communication. Additionally, providing behavior control for
components will only strengthen the security of mashups.

In the following sections, we provide a detailed discussion of both state-of-
practice and state-of-the-art in mashup security. Section 3 focuses on specific
techniques enabling separation and providing interaction. Section 4 presents
techniques that enable the isolation of JavaScript modules within the same exe-
cution environment. Section 5 discusses techniques which help to achieve commu-
nication with remote parties. In Section 6, we discuss state-of-the-art academic
research that supports fine-grained control over specific security-related aspects.

3 Separation and Interaction

The security requirements demand stronger separation guarantees, but also re-
quire the possibility of interaction between separated components. In this section
we discuss several techniques which approach this problem on a document basis.
Script-based solutions are discussed in the next section.

The solutions proposed here use three different points of view to address
the needed security requirements: (i) leverage existing separation mechanisms
and provide controlled interaction (Subspace, Fragment Identifier Messaging and
postMessage), (ii) strengthen the existing separation mechanisms, while preser-
ving interaction (module tag and sandbox attribute), and (iii) start from scratch,
while honoring the already existing legacy by ensuring some form of backwards
compatibility (MashupOS and OMash).

3.1 Subspace

Subspace [19] enables interaction across the boundaries of an iframe, using
a shared JavaScript object and relying on domain relaxation. In a nutshell
(Figure 2), a JavaScript object is created by frame A and shared with a nes-
ted intermediate iframe of the same domain (B). This intermediate iframe has a
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nested frame belonging to the component (C), which needs to obtain the JavaS-
cript object to enable interaction. This is achieved by having both frames B and
C relax their domain, so the JavaScript object can be shared. Interaction is now
possible using the shared JavaScript object. More complex scenarios, involving
multiple components and origins, are also supported.

Fig. 2. Subspace: initial setup (left) and after domain relaxation (right) (Source: [19])

Subspace effectively enables interaction between frames, even with the res-
trictions imposed by the SOP. albeit with a few disadvantages. Apart from the
fairly expensive setup phase, the burden of subdomain management for each
component is another disadvantage of Subspace.

The security requirements for separation are addressed by the use of iframes.
As for the security requirements regarding interaction, Subspace achieves confi-
dentiality and integrity, as long as the shared objects are protected. Mutual
authentication is inherent to the owners of the shared object, which are deter-
mined during the setup phase.

3.2 Fragment Identifier Messaging

Fragment Identifier Messaging (FIM) [3], also known as Iframe Cross-Domain
Communication [10,31], builds a communication channel based on frame navi-
gation. If the URL of a frame is set, but only the fragment1 changes, the page is
not reloaded. This allows JavaScript within the page to read this fragment, thus
providing a one-way channel. Two-way interaction can be achieved using nested
frames.

Even though FIM enables interaction without violating the browser’s security
policies, it is not a designed interaction channel. This brings a few disadvantages,
such as a restricted message length, the lack of a notification system for new
messages or the fact that messages can easily be overwritten.

Compared to the proposed security requirements, FIM is dependent on the use
of iframes for separation. In terms of the security requirements for interaction,
FIM does achieve confidentiality, since the browser’s security policies prevent
the frame location to be read by other origins. Integrity is also preserved, since
the frame’s location can only be overwritten as a whole, so no fragment can be
partially modified. Mutual authentication is not available, since the sender of a
message is not known, but an authentication mechanism can be implemented.

1 The part of a URL after the # symbol, used to navigate to an anchor within the
page.
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The issues with FIM can be addressed, as is shown by component framework
SMash [7], the OpenAjax Hub [28], OMOS [35] and the Microsoft API for using
FIM [31].

3.3 PostMessage

PostMessage is an extension of the browser API, providing a designed interaction
channel between frames [14]. The specification introduces a new DOM event,
message, which is fired if messages are received, as well as an API function
that can be used to send messages to a frame, postMessage(). When sending
a message, the destination origin has to be specified, which is validated by the
browser upon message delivery [3]. For received messages, the browser provides
the origin of the sender as part of the message object.

PostMessage is an improved version of FIM and addresses specific issues.
Similar to FIM, the separation requirements are met by the underlying use of
iframes. When compared to the security requirements for enabling interaction,
postMessage does achieve confidentiality and integrity. Mutual authentication is
also supported on the level of domains: the browser checks the destination when
sending a message and the receiver can check the origin of a message.

PostMessage is part of the HTML5 standard, which is currently still a draft
[13]. Nonetheless, postMessage is already supported by major browsers. It can
also be used to replace FIM, as will be done in SMash [7] and the OpenAjax
Hub [28].

3.4 Module Tag

The module tag allows content separation in modules, which are only accessible
through a message-passing interface for sending and receiving messages [5]. This
message-passing interface is restricted to the JSON format, to prevent security
issues through the leaking of JavaScript objects. Additionally, the module tag
assigns a unique origin to each module, thus effectively enabling separation bet-
ween multiple components from the same origin.

Compared to the security requirements for separation and interaction, the mo-
dule tag effectively separates components from each other. Separation is enforced
within the same domain, both for scripts as DOM elements. As for interaction
between modules, confidentiality and integrity are achieved by the separation of
internal state. Mutual authentication is not achieved, since there is no authen-
tication of the sender, but can be implemented.

The module tag is not implemented by major browser vendors and is, as far
as we know, not used in practice. It does however provide valuable insights and
inspiration for the design of other standardized solutions, such as the sandbox
attribute, discussed next.

3.5 Sandbox Attribute

The sandbox attribute [15] is an extension of the iframe tag and augments
the origin-based separation of iframes. The sandbox attribute imposes a set of
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restrictions, such as assigning a unique origin to the content, preventing scripts
or browser plugins to run or preventing forms from being submitted. These res-
trictions, except for running plugins, can be relaxed by specifically allowing them
when specifying the attribute.

Within the separation category, the sandbox attribute achieves all three secu-
rity requirements. The interaction requirements are achieved by the chosen in-
teraction technique. This can be any interaction technique available for iframes,
but the standardized postMessage is a favorite, with one caveat: if a component
is assigned a unique origin, the postMessage-origin is set to a globally unique
identifier for outgoing messages. This may be problematic to achieve mutual
authentication with sandboxed components.

The sandbox attribute is part of HTML5, which is currently a draft [13].
Major browsers are starting to support the sandbox attribute though, with
Chromium/Chrome taking the lead.

3.6 MashupOS

MashupOS [33] arguments the need for additional trust levels within a mashup.
Next to the “no trust” provided by iframes, known as isolated content, and “full
trust” provided by script inclusion, known as open content, they propose access-
controlled content, which provides separation with the possibility of message-
passing across domains, and unauthorized content, which can not assume any
privileges associated with a domain, such as authentication credentials or origins.

Technically, these levels of trust are achieved by introducing new HTML tags.
These tags do not only provide separation and interaction, but also enable the
separation of physical resources, which is out of scope here. MashupOS also
provides a way for modules to expose a specific API.

Mapping MashupOS to the proposed security requirements is not easy, be-
cause there are multiple levels of trust. Using the different levels of trust, Mashup-
OS is able to provide strong separation for both DOM elements and scripts. Sepa-
ration within the same origin is dependent on the technique used (e.g. unautho-
rized content is not associated with a domain). As for interaction, confidentiality
and integrity can be ensured using the provided API specification mechanism,
but no support for mutual authentication is provided. This can however be im-
plemented on top of the provided interaction mechanism.

MashupOS is not implemented in a major browser, but the four trust levels can
be simulated using iframes and postMessage. MashupOS also serves a valuable
role in the research on mashups.

3.7 OMash

A totally different approach is taken by OMash [4], where web pages are repre-
sented as objects, which have public interfaces for interaction. Such an object
encapsulates the internal state of a web page, including associated resources
such as cookies or authentication credentials. By separating pages, using an
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object representation, OMash eliminates the need for the SOP. Resource sharing
is done by passing the needed resources between objects, but only if they can
be safely shared (e.g. session cookies are shared when a link within a site is
followed).

OMash satisfies the separation requirements, since DOM objects and scripts
belong to an object’s private data. Since all objects are separated, OMash also
supports separation within the same origin. Interaction is possible using the
exposed interfaces, which provide confidentiality and integrity. Mutual authen-
tication is not inherently present, but can be implemented using shared secrets.

OMash is not adopted by any major browser vendor, but is available as a
prototype implementation.

4 Script Isolation

Script isolation techniques leverage the interaction possibilities present in a script
environment, and try to introduce separation between different components.
The general approach is restricting JavaScript to a subset, which adheres to the
object-capability security model. This security model is based on the fact that
separated objects have no capabilities and can only achieve capabilities on an
object if they are handed a reference to that object. For example, if an object
in the language has no reference to the Image object, it can not construct new
images. By giving it a reference to the Image object, it obtains the capability to
create images.

The three techniques presented here, i.e. ADsafe, Facebook JavaScript and
Caja, follow this object-capability security model, thus achieving component se-
paration, regardless of domain. Separation for DOM elements and built-in script
objects is achieved using subset restrictions and run-time control over speci-
fic operations, such as DOM access. The isolated modules can interact using
explicitly shared objects, which offer confidentiality and integrity. Mutual au-
thentication can be implemented if desired.

4.1 ADsafe

The ADsafe subset [6] is aimed at putting guest code, such as advertisements, in a
web page, without suffering security consequences. This is achieved by restricting
scripts to a safe subset of JavaScript. Safe interaction with their environment,
such as the DOM tree, is possible using a provided ADSAFE object.

ADsafe is not an active protection mechanism, but is enforced using a static
code verification tool. This tool can determine whether a script adheres to the
ADsafe subset or not, but will not actively rewrite code. Next to preventing
access to the global object or well-known insecure language features, such as
eval or with, ADsafe also prohibits the use of this, since it has subtle properties
that can be used to obtain a reference to the global object.

In recent research on the security of JavaScript subsets, specific issues with
ADsafe have been discovered [23]. These issues are minor design oversights,
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which do not break the fundamental model of the language. Continued formal
verification is needed to prove that the ADsafe language fully adheres to the
object-capability security model.

4.2 Facebook JavaScript

Facebook, the social networking site, supports an extension model based on
applications, which are developed by external parties. To ensure the safe in-
corporation, Facebook provides Facebook JavaScript (FBJS) [11], which is a
secure JavaSript subset. FBJS is an active protection mechanism, which applies
a rewriting process to normal JavaScript. This rewriting process includes rewri-
ting variable and function names to a unique namespace, as well as defining
Facebook-specific DOM objects, which do not implement insecure features. Re-
mote communication is available through an Ajax object, which uses a server-side
proxy to retrieve cross-domain content. More importantly, this retrieved content
is rewritten to FBJS, to ensure continuous protection.

The major advantage of the approach taken by Facebook is the active pro-
tection mechanism, which allows the dynamic addition of content. This is par-
ticularly useful in mashup applications. The disadvantage however is that every
request needs to go through the Facebook servers, which might not be feasible
for each integrator.

Recent research on the security of JavaScript subsets has also identified issues
with FBJS [23]. These issues do not have an impact on the fundamental model
of the language, and can be further eliminated using strong formal models.

4.3 Caja

Caja [27], a safe JavaScript subset designed by Google, takes a similar approach
to FBJS. It analyzes JavaScript to detect subset violations and it rewrites the
code to create isolated modules, as well as to mediate DOM access. Caja is a
fairly flexible subset, since it allows the use of this, albeit in a limited way. Caja
does more than subsetting JavaScript, it also introduces a new feature: frozen
objects. Frozen objects can not be changed, which makes them ideal for infor-
mation sharing between components. Objects in the default global environment
are automatically frozen.

An advantage of the way Caja is introduced is that it is aimed at supporting
existing scripts, with some exceptions such as eval or with. This allows a gradual
transition towards the Caja subset. Underneath, a second subset is defined,
named Cajita. Cajita can be considered “Caja without this”, since this is
considered a dangerous and unnecessary language feature. Cajita is meant to be
the subset for writing new applications, while Caja is meant to be backwards
compatible with current applications. Similar to FBJS, a server-side rewrite
process ensures continuous protection of dynamic code.

Recent research on the security of JavaScript subsets has been able to prove
that a subset based on Caja is capability safe [22]. This important result shows
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that a JavaScript subset can adhere to an object-capability security model, and
can thus be used to achieve the proposed security requirements.

Caja is currently used by several OpenSocial gadget integrators, such as
Yahoo! Application Platform, Shindig, iGoogle, Code Wiki and Orkut.

5 Communication

In this section, we discuss several techniques to achieve cross-domain commu-
nication. These techniques are mostly workarounds, to enable communication
under the restrictions of the SOP. The last technique, i.e. cross-origin resource
sharing, is designed to extend the SOP to allow safe, controlled cross-domain
communication.

5.1 XMLHttpRequest Proxies

XHR does not allow cross-domain requests, a restriction that can be circumven-
ted by providing a server-side proxy within the origin of the page initiating the
request. The proxy receives a request for some content, retrieves it and sends it
back to the requesting page. This solution is elegant in the sense that it allows
the client-side implementation to use XHR, the standardized communication
mechanism. The solution lacks elegance however in the fine details, such as the
difficulty in handling authentication credentials of the remote site, where the
information needs to be retrieved from. Another disadvantage is the fact that
every component provider needs to provide a proxy. Furthermore, this proxy
has to be fully trusted by the client, since it can manipulate both request and
response.

When compared against the proposed security requirements, this solution does
offer cross-domain communication, but offers no authentication. Even when an
authentication mechanism is implemented on top of this communication channel,
the proxy effectively acts as a man in the middle, which makes the authentication
process untrustworthy.

This technique is currently used by Facebook JavaScript and iGoogle.

5.2 Script Communication

Scripts can be included from any origin, but their content is included in the
protection domain of the page that includes it. Furthermore, the page does not
get access to the contents of the received script file, which is executed imme-
diately. This does not prevent the use of script inclusion as a communication
channel: outgoing information is embedded using GET parameters and incoming
information is encoded as JavaScript code. This code can be anything, but will
most likely be JSON data.

This technique achieves cross-domain communication, but can not guarantee
any authentication. Depending on the degree of separation between the compo-
nents, an authentication mechanism may be implemented on top of this channel.
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A major issue with this technique however is the fact that the response has
full privileges within the requesting page. This means that if an attacker can
manipulate the response, the whole requesting page is vulnerable to attack.

This technique is used in practice, for instance in Google’s mail service, Gmail.

5.3 Using Browser Plugins

By interacting with browser plugins, such as Flash or Java, cross-domain com-
munication can be achieved. These plugins are not bound to the SOP of the
browser and are free to implement their own policy. The implemented policies
resemble the SOP of the browser, with some exceptions [34]. The origin to which
the plugin is bound is typically the origin where it was downloaded from, not
the origin of the including document. One noteworthy extension to the SOP of
the browser is that Flash and Java, among others, use a cross-domain policy file
(called crossdomain.xml) [1], which is used to selectively allow cross-domain re-
quests. This policy file is created and served by the destination of a cross-domain
request and identifies the origins where the request can come from. The plugin
checks this policy file before executing a cross-domain request.

The use of browser plugins enables cross-domain communication and offers
more fine-grained controls that other techniques do. Authentication can be achie-
ved using cookies or HTTP authentication headers, but the browser plugin,
which acts as a client-side proxy component, is still responsible for identifying
the component behind the request. Disadvantageous to this technique is the
need for browser plugin support, which can have an impact on the security of
the browser platform, as shown by numerous vulnerabilities in both the Flash
and Java plugin environment. Additional disadvantages are the potential lack of
plugin support on mobile devices and the elevated resource consumption caused
by the loaded browser plugin objects.

This technique is currently in use by Facebook JavaScript.

5.4 Cross-Origin Resource Sharing

Cross-Origin Resource Sharing (CORS) is an extension of the HTTP protocol
to support cross-domain requests [32]. CORS allows a remote server to indicate
whether the given origin has access to its resources or not, a decision which
is enforced by the browser. The server can formulate fine-grained decisions for
particular resources, such as the HTTP methods that can be used or whether
credentials (cookies, HTTP authentication) are allowed.

Technically, CORS adds request headers to provide the server additional infor-
mation, such as the origin or the need for credentials, to which the server responds
with response headers specifying the fine-grained decision that the browser needs
to enforce. The specification preserves the protection of legacy operations, which
have no knowledge about CORS, using a deny-by-default approach.

This solution is a durable, long-term approach to enabling cross-domain com-
munication. It even offers support for authentication, using cookies or HTTP
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authentication. A disadvantage with the specification is the domain-based
identification of origins, which makes it hard for a remote server to distinguish
requests coming from two different components from within the same origin. As
experiments have shown, using CORS in conjunction with the unique origin of the
sandbox attribute leads to a null-origin being associated with the request. This
behavior can be attributed to the sandbox being a “privacy-sensitive” context [2].

The CORS specification is still a W3C working draft, but is already supported
in major browsers. Since CORS only specifies an algorithm, browser vendors are
free to implement it how they see fit. Firefox and Chrome have extended the
traditional XHR communication mechanism with this additional functionality.
Internet Explorer has implemented it as the new XDomainRequest API, due to
previous security issues with the implementation of XHR [9].

6 Advanced Fine-Grained Control

In this section, we present three approaches which are aimed at providing fine-
grained control over component behavior in a mashup. The first approach fo-
cuses on enforcing a policy on JavaScript code, either with or without specific
browser-side support. A second approach mediates access to specific objects,
thus enabling the enforcement of a security policy. A third approach is aimed at
enabling information flow control for JavaScript.

6.1 Policy Enforcement Techniques for JavaScript

ConScript enables the specification and enforcement of fine-grained security po-
licies for JavaScript in the browser [21]. Such policies can be used to control the
script behavior, such as disallowing calls to certain functions (e.g. eval), or pre-
venting the script from accessing cookies. To ease the task of writing policies,
ConScript supports automatic policy generation trough static analysis of server-
side code or run-time analysis of client-side code. Technically, ConScript supports
the enforcement of security advice within the JavaScript engine. The advantage
of this approach is its effectivity, since all indirections and ambiguities, such as
different paths to the same function, are eliminated inside the JavaScript engine.

Self-protecting JavaScript [29] provides similar security features, but does not
require specific support within the browser. Policy enforcement is achieved by
wrapping security-sensitive JavaScript operations before normal script execu-
tion. As a consequence of not depending on browser-support, this technique
faces several challenges, such as covering all access paths to a specific function
or preventing wrapped operations to be restored by the malicious script. Several
of these issues have been addressed in a follow-up paper [25], while others will
be resolved in future research.

6.2 Mediating Access to Objects

Object views offer a fine grained control over shared objects in a JavaScript
environment [26]. By creating and sharing a view of an object, instead of the
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full object, all calls to the object pass through the view, where a security policy
can be enforced. An example application scenario is a document sharing policy,
where the HTML document is a shared object. A view of this document can
enforce the security policy, where a component can have read-only access to the
entire DOM tree, and only gets write access to within its boundaries.

AdJail [30] offers a technique to mediate access to advertisements, which are
embedded as a DOM object. Advertisements are executed separately in a sand-
boxed environment, where they can cause no harm. In order to preserve the
user experience and to enable ad-specific services, such as compatibility with ad
network targeting algorithms or billing operations, a mediation technique selec-
tively forwards specific operations, such as visualizing content and forwarding of
user interface events, between the sandbox and hosting page.

6.3 Information Flow Control for JavaScript

Applying information flow control (IFC) to mashup components on the client-
side can prevent the leaking of sensitive data. A lattice-based approach to ma-
shup composition [24] prevents unauthorized leaking between origins. Authorized
sharing can be enabled by so-called escape hatches, which allow the declassifi-
cation of specific content items. Related work is Mash-IF [20], which presents a
client-side solution for enabling information flow control by means of a browser
extension. The extension supports the identification of sensitive data and uses a
reference monitor to prevent unauthorized disclosure within the mashup.

Additionally, secure multi-execution achieves non-interference between
different levels in the security lattice, by executing a script for each security
level, which results in only a limited run-time overhead on multi-core client
machines [8].

7 Discussion

The overview in Figure 3 shows the compliance of the discussed solutions with
the security requirements for separation and interaction. The table also indi-
cates whether a technique is currently supported by mainstream browsers or
not. From this table – and the earlier discussion – it can be concluded that the
use of iframes combined with postMessage offers separation and interaction in a
standardized way, without much overhead. Stronger separation can be achieved
by using sandboxed iframes. For script separation within the same execution en-
vironment, Caja is most widely used and has the strongest formal background.
The techniques to enable communication have not been summarized in a table,
because there are too many differences between different techniques. The conclu-
sion for this category is that the use of CORS is the recommended solution, since
it is a soon-to-be-standardized approach, with very limited overhead.

If we revisit the running example from the beginning of the paper, we can
use the following techniques to meet the security requirements: a client-side
mashup composes the application by separating the components using iframes
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Separation Interaction

DOM Script Confidentiality Integrity

yes yes no N/A N/A N/A yes

script no no no no no no yes

yes yes no yes yes yes yes

yes yes yes yes yes yes yes

subspace yes yes no yes yes yes yes

smash yes yes no yes yes yes yes

module yes yes yes yes yes possible no

yes yes yes yes yes possible no

yes yes yes yes yes possible no

yes yes yes yes yes possible yes

yes yes yes yes yes possible yes

yes yes yes yes yes possible yes

Applicable in 
same domain

Mutual 
Authentication

Standardized/ 
Supported

iframe 

iframe + postmessage 

sandbox + postmessage 

mashupOS 

Omash 

Adsafe 

Facebook JavaScript 

Caja 

Fig. 3. Overview: Separation/Isolation and Interaction. Note: mutual authentication
is most of the time not available, but can be implemented (indicated by “possible”).

(all different domains, so no need to use sandboxes). Interaction between ban-
king an brokerage component is enabled using postMessage, with access-control
to ensure that the advertising component does not try to request private infor-
mation. Both banking an brokerage component also expose an API to retrieve
relevant keywords, which is publicly available, and can be used by the advertising
component. The banking and brokerage component can communicate with their
servers using traditional XHR. The advertising component can retrieve specific
advertisements using CORS, where the remote server allows requests coming
from the domain of the advertising component.

Opportunities for future work and developments for building secure mashups
are available both within the currently existing techniques as in the evolution
of mashups. One way currently existing techniques can be improved is by sol-
ving the remaining issues, such as the authentication problems with the use of
unique-origin sandboxes [2]. Another important improvement is the support for
web developers. The proposed security mechanisms, such as the postMessage
API and CORS specification serve their purpose, but expose too many low level
details to the developers. An abstraction on top of the postMessage API could
allow developers to define a public interface in some form of interface definition
language, which is then translated to the corresponding, low level message hand-
ler. Similarly, the CORS specification enables cross-domain communication, but
the header injection at the server-side needs to be encapsulated by frameworks
and management tools, to relieve the implementation and management burden.

A growing mashup popularity will lead to changing requirements, especially
the need for fine-grained control techniques. The selective restrictions introduced
by the sandbox attribute are a step in the right direction, but more fine-grained
control will be needed in the future, an evolution started by the techniques pre-
sented in Section 6. Providing secure, fine-grained policy enforcement techniques
will enable developers and integrators to compose mashups, which respect speci-
fied policies. This is especially important for complex enterprise mashups, where
regulations, service level agreements or contracts may need to be respected.
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Safe Wrappers and Sane Policies
for Self Protecting JavaScript
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Abstract. Phung et al (ASIACCS’09) describe a method for wrapping built-in
functions of JavaScript programs in order to enforce security policies. The me-
thod is appealing because it requires neither deep transformation of the code nor
browser modification. Unfortunately the implementation outlined suffers from a
range of vulnerabilities, and policy construction is restrictive and error prone.
In this paper we address these issues to provide a systematic way to avoid the
identified vulnerabilities, and make it easier for the policy writer to construct
declarative policies – i.e. policies upon which attacker code has no side effects.

1 Introduction

Even with the best of intentions, a web site might serve a page which contains mali-
cious JavaScript code. Preventing e.g. cross-site scripting (XSS) attacks in modern web
applications has proved to be a difficult task. One alternative to relying on careful use
of input validation is to focus on code behavior instead of code integrity. Even if we
cannot be sure of the origins (and hence functionality) of all the code in a given page,
it may be enough to guarantee that the page does not behave in an unintended manner,
such as abusing resources or redirecting sensitive data to untrusted origins.

One way to do this is to specify a policy which says under what conditions a page
may perform a certain action, and implement this by a reference monitor [2] which
grants, denies or modifies such action requests. In this paper we study this approach
in a JavaScript/browser context, where the policy is enforced by using software wrap-
pers. In the remainder of this introduction we review the background of policy enforce-
ment mechanism in protecting web pages from malicious JavaScript code. A number of
recent proposals implement policy enforcement by using wrappers to intercept security-
relevant events. Here we sample the various approaches to implementing wrappers –
each with their own advantages and disadvantages, before focusing in more detail on
the approach, self-protecting JavaScript, that forms the main focus of this article.

1.1 The Wrapper Landscape

One key dimension for comparing security wrapper and sandboxing approaches is
whether they require browser modification or not. Full browser integration offers some
clear advantages. For example, the wrapping mechanism has direct access to the scripts
as seen by the browser so there can be no inconsistency between the wrapper’s and the
browser’s view of the code. Such inconsistencies are the basis for attacks, as is well
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known from the evasion attacks on script filters. The wrapping mechanism also has
access to lower-level implementation details that would not be accessible at the Java-
Script level, and permits modifications and extensions, for the greater good, to Java-
Script’s semantics. The state-of-the-art in this approach is CONSCRIPT [21], which
modifies Internet Explorer 8 to provide aspect-oriented programming constructs for
JavaScript.

Avoiding browser modification, on the other hand, is an advantage in itself. For
example it could allow a server to protect its own code from XSS attacks using an
application-specific policy. The user would receive this protection without being proac-
tive. Within this area one can roughly divide the approaches into those which transform
the whole program (thus requiring the program to be parsed) and those which perform
wrapping without having to modify the code. Phung et al [25] refer to these styles as in-
vasive vs lightweight, respectively. The former approach is taken by the BrowserShield
tool [28] which performs a deep wrapping of code, requiring run-time parsing and trans-
formation of the code. In more recent work, Ofuonye and Miller [23] show that the high
runtime overheads witnessed in BrowserShield can be improved in practice by optimis-
ing the instrumentation technique. The lightweight approach refers to techniques which
do not require any aggressive code manipulation. There are many JavaScript program-
ming libraries which provide this kind of functionality; the lightweight self-protecting
JavaScript work of Phung et al [25] is the only one of these which is security specific.
More details of this approach are given below.

A number of approaches involve using well-behaved subsets of JavaScript. These
can be though of as a hybrid of an invasive pass (to check that the code is in the in-
tended sub-language), followed by wrapping. By syntactically filtering the language,
the wrapping problem becomes much simpler, since problematic language features can
be disallowed (these invariably must include, among other things, all dynamic code
creation features such as eval and document.write). This approach is exempli-
fied in FBJS [12], a JavaScript subset provided by Facebook to sandbox third-party
applications. A principled perspective on this approach is provided in the work of
Maffeis et al, e.g. [19].

Each approach has potential advantages and disadvantages, and each must both over-
come numerous technical problems to be practically applicable.

1.2 Self Protecting JavaScript

In this paper we focus on problems and improvements in the self protecting JavaScript
approach [25]. Here we outline the key ingredients of that approach.

Policies are defined in terms of security relevant events, which are the API calls – the
so-called built-in methods of JavaScript. These are the methods which have an intrinsic
meaning independent of the code itself. The attacker is assumed to have injected arbi-
trary JavaScript into the body of a web page. A policy is a piece of JavaScript which,
in an aspect-oriented programming (AOP) style, specifies which method calls are to be
intercepted (the pointcut in AOP-speak), and what action (advice) is to be taken.

The key to being “lightweight” is that the method does not need to parse or transform
the body of the page at all. This is achieved by assuming that the server, or some trusted
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proxy, injects the policy code into the header of the web page. Integrity of this policy
code is assumed (so attacks to the page in transit are not considered). Injecting the
policy code into the header ensures that the policy code is executed first, so the policy
code gets to wrap the security critical methods before the attacker code can get a handle
on them. This is a strikingly simple idea that does not have any particular difficulty with
dynamic language features such as on-the-fly code generation. The price paid for this
is that it can only provide security policies for the built-in methods, and cannot patch
arbitrary “code patterns” as e.g. the BrowserShield approach.

Phung et al implemented this idea via an adaptation of a non security-oriented aspect-
oriented programming library. But in a security context the ability to ensure that the
code and policy are tamper-proof, and that the attacker cannot obtain pointers to the
unwrapped methods is crucial. In this paper we study and fix vulnerabilities of both
kinds in the implementation outlined by Phung et al, and propose a way to make it
easier to write sane policies which behave in a way which is not unduly influenced by
attacker code.

We divide the study into issues relating to the generic wrapper code (Section 2), and
issues relating to the construction of safe policies (Section 3). Before discussing this
work in more detail below, we summarize the attacks which motivate the present work,
most of which are either well-known or based on well-known mechanisms:

Prototype poisoning. Prototype poisoning is a well-known attack vector: trusted code
can be compromised because it inherits from a global prototype which is accessible
to the attacker. We address several flavours of poisoning attack:

– Built-in subversion Built-in methods used in the implementation of the generic
wrapper code can be subverted by modifying the prototype object.

– Global setter subversion Setters defined on prototype objects are executed
upon instantiation of new objects. This opens up for external code to access
information in a supposedly private scope. In the case of the wrapper imple-
mentation, inconsiderate use of temporary objects leads to compromise. This
issue has been discussed previously in the context of JSON Hijacking [24,8].

– Policy object subversion Any object implicitly or explicitly manipulated by the
policy code is vulnerable to subversion via its global prototype. Meyerovich
et al [20] provide a good example of this attack in the subversion of a URL
whitelist stored in a policy.

Aliasing issues. A specific built-in may have several aliases pointing to the same func-
tion in the browser. Knowing what to wrap given one of these aliases is imper-
ative for the monitor in order to control access to the built-in. Meyerovich et al
[20] call this incomplete mediation. Also, each window instance has its own set of
built-ins but can under some circumstances access and execute a built-in of another
instance. This sort of dynamic aliasing needs to be controlled so that one instance
with wrapped built-ins cannot not access the unprotected built-ins of another.

Abusing the caller-chain. When a function is called, the caller property of that
function is set to refer to the function calling it. The called function can thereby
get a handle on its caller and access to and modify part of the information which is
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supposed to be local to it e.g. the arguments property. This implies that if user
code in one way or another is called from either a built-in, the wrapper, or from
the policy, it could potentially bypass the monitor. This general attack vector is
described in the Caja end-user’s guide [13] (“Reflective call stack traversal leaks
references”).

Non declarative arguments. If a policy inspects a user-supplied parameter the param-
eter can masquerade as a “good” value at inspection time, and change to a “bad”
value a the time of use. This is because JavaScript performs an implicit type con-
version. This attack was already addressed in [25] where it is credited to Maffeis
(see also [19]). It is also the basis of a recently described attack on ADsafe [18].
(This paper significantly extends the defence mechanism of [25] for this class of
attack).

2 Breaking and Fixing the Wrapping Code

Upon analyzing the wrapper implementation by Phung et al. [25] (see Listing 1.1),
we found that it was vulnerable to a number of attacks. In this section we discuss the
attacks, potential solutions and how the attacks apply to other wrapping libraries.

1 var wrap = function(pointcut, Policy) {
2 ...
3 var aspect = function() {
4 var invocation = { object: this, args: arguments };
5 return Policy.apply(invocation.object,
6 [{ arguments: invocation.args,
7 method: pointcut.method,
8 proceed: function() {
9 return original.apply(...);

10 }}]);
11 } ...
12 }

Listing 1.1. The main wrapper function in Phung et al [25]

2.1 Function and Object Subversion

Since the header is executed before the page is processed, any malicious code in the
page will only have access to wrapped methods. But since wrapped methods are exe-
cuted in the attacker’s environment, the attacker can subvert functions that are used in
the wrapping function to bypass the policies or extract the original unwrapped meth-
ods. As an example, the wrapper in Listing 1.1 uses the apply-function to execute the
policy and the original method. The apply-function is inherited from the Function

-prototype, which is part of the environment accessible to the attacker. By modifying
the apply-function of Function-prototype an attacker can bypass the execution of
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the policy or even extract the original built-in. Suppose that the wrapped built-in is
the function window.alert. The following code (Listing 1.2) illustrates this attack by
extracting the original window.alert and restoring it. If the monitor were to rely on
inherited properties of objects it could be influenced in a similar way.

1 var recover_builtin;
2 Function.prototype.apply = function(thisObj, args){
3 if (args[0].proceed) args[0].proceed();
4 else recover_builtin = this; };
5 //call the wrapped built-in, so that the wrapper will execute
6 window.alert(’XSS’);
7 //then recover the built-in
8 if (recover_builtin) window.alert = recover_builtin;

Listing 1.2. Illustration of subverting built-in to recover the wrapped method

To prevent attacker code from subverting objects we can try to ensure that each object
reference used in the policy is a local property of the object and not something inherited
from its low-integrity prototype. The built-in function hasOwnProperty can be used
for this purpose (of course the integrity of the function hasOwnProperty must be
maintained as well). But this approach requires all object accesses to be identified and
checked. This is potentially tricky for implicit accesses, e.g., the toString-function is
called implicitly when an object is converted to a string.

Since the monitor code is the first code to be executed it can store local references to
the original built-in methods used in the advice function. Our solution is to ensure that
the wrapper code only uses the locally stored copies of the original methods. As an ex-
ample, o.toString() would be rewritten as original_toString.apply(o,[]).
To prevent an attacker from subverting the apply function of the stored methods, it is
made local to each stored function by assignment, i.e. original_toString.apply=
original_apply. Now even if the prototype of the function is subverted, the apply

function local to the object remains untouched. Again, this is not entirely foolproof
since it could be hard to determine which functions are being called implicitly.

A simpler alternative approach (supported in e.g. Firefox, Chrome and Safari, but not
in e.g. IE8 or Opera) is to set an object’s __proto__ to null. This has the
effect of disconnecting the object from its prototype chain, thus preventing it from in-
heriting properties defined outside of the policy code. Since they are no longer inher-
ited, any required properties of the prototype must be reattached to the object from the
stored originals. This technique is used in the implementation of the function safe in
Section 3.1.

2.2 Global Setter Subversion

A special case of function subversion involves setters. A setter is a function for a
property of an object, that is executed whenever the property is assigned a new value.
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Defining a setter on a prototype object will affect all objects inheriting from that pro-
totype, which is our definition of a global setter. If a setter is defined for Object.
prototype, it will be inherited by all objects.

An issue that has been discussed recently [32,29] is that global setters will be ex-
ecuted upon object instantiation. This creates an unexpected behavior where external
code is able to extract values from a private scope. When considering the code in List-
ing 1.1, an attacker could define a global setter for the property proceed of all objects.
The below snippet illustrates this attack in the wrapper in Listing 1.1.

1 var recover_builtin;
2 Object.prototype.__defineSetter__(’proceed’,
3 function(o) { recover_builtin = o });

When the advice is executed, a temporary argument object for the policy is created.
Since this object contains a proceed-property, the setter will be executed and the func-
tion containing the original method will be passed as an argument. The attacker can now
bypass the policy by executing the function in the setter. Note also that the argument
object as a whole will be accessible to the setter through the this-keyword. The same
holds for any object created in the execution of the advice or in the policy itself. This
vulnerability also applies to arrays and functions.

While the correctness of this behaviour is debatable [32], it is implemented in most
browsers (at the time of writing). The exceptions are Internet Explorer (which only im-
plement setters for DOM-objects) and Firefox which have recently [29] changed this
behavior so that setters are not executed upon instantiation of objects and arrays (al-
though for functions the problem still remains). This issue has been discussed previ-
ously in the context of JSON Hijacking [24,8].

One possibility to protect against this problem would be to prevent the wrapping
code from creating any new objects, arrays or functions. This severely restricts how
the advice function could be implemented, in such a way that it might not be possible
to implement at all. Checking for the existence of setters for every property before
creating an object is another alternative, but it would be infeasible in general. The advice
code could define its own getters and setters on the object instead of just assigning the
property a value. The custom getters and setters would overshadow the inherited ones,
making the object safe to use. Again this might be a bit too cumbersome.

As mentioned in the previous section, the chain of inheritance can be broken by
setting the __proto__ property to null. This is our current solution. Developing a so-
lution which works for platforms not supporting this feature would require very careful
implementation and is left for future work.

2.3 Issues Concerning Aliases of Built-ins

Although policies are specified in terms of built-in function names, semantically speak-
ing they refer to the native code to which the function points. This gives rise to an
aliasing problem as there may be several aliases to the same built-in. This is a problem
since a crucial assumption of the approach is that wrappers hold the only references to
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the security relevant original functions. This problem is highlighted in [21] (where it is
solved by pointer comparison – something that is not possible at the JavaScript level).

Static Aliases. Most functions have more than one alias within the window, and if one
is wrapped, then the others need to be wrapped as well. Otherwise, the original function
can be restored by using an alias. As an example, in Firefox the function alert can be
reached through at least the following aliases: window.alert, window.__proto__.
alert, window.constructor.prototype.alert, Window.prototype.alert.

Enumerating these different aliases for each method is browser specific and somewhat
tedious, but we conjecture that in most cases there is a “root” object at the top of the
prototype inheritance chain for which wrapping of the given method takes care of all
the aliases. For a given object and method this root object can be computed by:

1 while(!object.hasOwnProperty(method) && object.__proto__)
2 object = object.__proto__;

Any aliases not captured by this scheme must be handled on an ad hoc basis. But the
main point here is that this should be the job of the wrapping library and not the policy
writer. Thus we propose to extend the wrapping library with a means to compute aliases,
and ensure that a policy applied to one function is applied to all its static aliases.

Dynamic Aliases. Another class of aliases are those which can be obtained from other
window object (window, frame, iframe). In [25], several attempted solutions were in-
troduced to deal with the problem, including disabling the creation of new window,
frame/iframe or disable the access to contentWindow property of frame/iframe ob-
jects from where references to unwrapped methods can be retrieved. Unfortunately the
proposed approach seems both incomplete (does not provide full mediation) and overly
restrictive. In this work, we allow window objects to be created, but user code should
not be able to obtain a reference to one. If user code gets a reference to a foreign win-
dow object, even if it is enforced with the same policies, that window object could be
navigated to a new location which would reset all the built-ins. To implement this we
provide pre-defined policies which enforce methods that potentially return a window
object. This boils down to two cases: static frames that are defined as part of the HTML
code, and dynamic frames that are generated on the fly.

For static frames the problem is that they do not exist at the time the policy code in
the header is executed, and there is no way to intervene just after they have been created.
This means we have to proactively prevent access to an unspecified number of frames
that might be created. If we disable contentWindow for all frames, the only other
way for user code to obtain a reference to the window is through the window.frames
or window array. By defining getters for “enough” indices in this array we can fully
prevent inappropriate access. The remaining problem is determining how many indices
will be enough – here we must rely on some external approximation.

For dynamic iframes a similar approach is used. By wrapping all actions that may
result in the creation of an iframe, we can intervene and replace the contentWindow

property and the right number of indices in the window array.
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2.4 Abusing the Caller-Chain

Built-in Subversion. The following core assumption is formalised in [25]: we are ef-
fectively assuming that the built-in methods do not call any other methods, built-in or
otherwise. This assumption does not hold for all built-ins, and its failure has conse-
quences. Specifically, (i) some built-ins run arbitrary user functions by design, such
as filter, forEach, every, map, some, reduce, and reduceRight, and (ii) some
built-ins implicitly access object properties e.g. pop which sets the length property or
alert that implicitly calls toString on its argument. These property accesses can, in
turn, trigger arbitrary code execution via user-defined getters and setters.

Both of these cases are problematic because of a nonstandard but widely imple-
mented1 caller property of function objects. For a function f, f.caller returns a
pointer to the function which called f (assuming f is currently on the call stack). Thus
any user code which is called from within a built-in can obtain a pointer to that built-in
using caller.

As an example, suppose that the alert function has been wrapped. In Listing 1.3
the user defines an object with a toString which sets alert to the function calling
it. Now the user code calls alert(x), thus invoking the wrapped alert function.
Now suppose that the wrapper eventually calls the original alert built-in. The built-in
will internally make a call to x.toString. The modified toString can now obtain a
reference to the built-in from the caller chain and restore the original built-in.

1 var x ={toString:function(){ alert=arguments.callee.caller;}};
2 alert(x);

Listing 1.3. An example of the caller attack

Wrapper Subversion. The caller attack does not only apply to built-ins. In several
places the wrapper code must traverse user-supplied objects in order to inspect or assign
to properties. This might trigger the execution of getters or setters or other user supplied
code which can abuse the caller chain to influence the wrapper, extract information, or
dynamically change its behavior upon inspection.

Mitigating the Caller Attack. For type-(i) functions this is not a real problem – we
simply ban them from wrapping. From a policy perspective the built-ins are really just a
way to get a handle on behaviours. Functions like those listed are simply programming
utilities and have nothing to do with the extensional behaviour of the system at all, and
policies have no business trying to control them.

Type-(ii) functions, on the other hand, do indeed involve built-ins that may need to be
wrapped, e.g. document.appendChild. For each built-in, the wrapper needs to know
(an upper bound on) the properties that it might access directly. Before calling the orig-
inal built-in the wrapper must unset any user-defined getters or setters for the accessed
properties before calling the built-in; to preserve functionality these are restored after
the built-in returns.

1 Not part of any ECMA standard but implemented in all major browsers.
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As for subversion of the wrapper, there is no upper bound on which properties might
be accessed. Therefore the wrapper must ensure that user code is not implicitly executed
when traversing the object. This could be achieved as for type-(ii) functions above, but
a simpler approach works in this case. If there is a recursive function on the stack then
the caller operation can never get past it. So by wrapping operations on untrusted data
in a dummy recursive function, the caller operation can be prevented from reaching the
sensitive context.

2.5 Browser Specific Issues

It seems unlikely that one can come up with a solution which works for all browsers.
One thorny problem that is specific to Firefox is the behavior of the delete operator
which when applied to the name of a built-in simply deletes any wrappers and restores
the original method. This problem is discussed in [25], and also plagues the Torbutton
anonymous browsing plug-in, which is unable to properly disable access to the Date

object for precisely this reason [30]. We are not optimistic that there is a workaround
for this in the current versions of Firefox, although future versions supporting object
attributes from the recent ECMAScript 262 standard [11] will certainly see an end to
this problem.

2.6 Other Lightweight AOP Libraries

As an experiment we tried to adjust the attacks to other AOP-wrapping libraries to see
if any of them were more suitable candidates for implementing a reference monitor.
The libraries used were jQuery AOP [15], dojo AOP [10], Ajaxpect [1], AspectJS [3],
Cerny.js [7], AspectES [4], PrototypeJS [27]. One thing to note is that none of these
libraries were designed for security purposes, but rather as general implementations of
AOP-functionality. The results were discouraging: all of the libraries were vulnerable
to all the attacks described above. In addition the way they are designed opens up for
new attacks which had been considered in the design of [25]. For example, since the
the wrapping code (the AOP library) is not in the same local scope as the policy code,
the library must export its wrapping functions, thus making them vulnerable to simple
redefinition from attacker code.

3 Declarative Policies

Let us suppose that the mechanism for enforcing policies provides full mediation of
security relevant events. Then all one needs to do is to write policies which enforce the
desired security properties. Unfortunately, due to the complexities of JavaScript, this is
not a simple task. It is all too easy to write policies which look reasonable, but whose
behavior can be controlled by the attacker (who controls the code outside of the policy).

In this section we describe this problem and propose a method to structure policy
code which makes them declarative, in the sense that code outside the policy and wrap-
per library cannot have side-effects on the policy.

As a running example consider a policy implementing a URL white-list which is used
to filter calls to e.g. window.open(url,..): calls to whitelisted URL’s are allowed,
other calls are dropped.
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3.1 Object and Function Subversion in Policies

In [20] an additional problem with policy subversion is noted. Let us consider the ex-
ample given there: suppose that the policy writer models a URL whitelist by an object:
var whitelist ={"good.com":true, "good2.org":true}. Then for a policy,
which also allows subdomains of the domains in the whitelist, the code would involve
a check similar to the one in Listing 1.4.

1 var l = url.lastIndexOf(’.’,url.length-5) + 1;
2 if (whitelist[url.substring(l)] === true) { ... }

Listing 1.4. Policy sample code

This looks like the desired policy, but unfortunately the attacker can easily bypass it
by assigning to Object.prototype["evil.com"]=true; this will add an "evil.
com" field to all objects including the whitelist. Alternatively the attacker could rede-

fine substring to always return a string that is in the whitelist. The url would then
pass the check regardless of its actual value.

The solution we adopt here is the same as for the wrapper code. For functions the
policy writer must use local copies of the originals, and for objects we can ensure that
they cannot access a poisoned prototype by simply removing it from its prototype chain.

Let us refer to such an object as a safe object. How can we make it easy for the policy
author to work only with safe objects? Our current approach is to provide a function
safe, which recursively traverses an object, detaching it and all sub-objects from the
prototype chain that can be modified by the user. As explained in Section 2.1 detaching
the object is done by setting its __proto__ property to null. Since detaching implies
that the object will no longer inherit any of the methods expected to be associated with
the type of the object, this functionality needs to be restored. Since determining the type
of an object is difficult the safe function takes an optional argument to specify the type.
Safe versions of the functions associated with this type are added to the object. The
safe versions of the functions are stored locally and are detached from the prototype
chain to prevent attacker influence. The format of the object type is similar to the types
described in Section 3.2. Programming with a whitelist would then be written as:

1 var whitelist = safe({"good.com":true,"good2.org":true});

The policy writer must, in general, ensure that any object which is accessed is made
safe. But objects are also constructed implicitly – for example a string might get im-
plicitly converted to a string object. When this happens the string object in question will
be unsafe. Because of this the policy author should apply the safe function to all types,
preemptively (and recursively) converting all values to (safe) objects.

The question of how to obtain complete and optimal insertion of the “safe” operation
in order to avoid all unsafe objects is left for further work. Note that it is not enough to
wrap safe around object literals (as we initially believed). Suppose e is some expression
which returns a value of primitive type. Now consider the expression e.toString
(). This is unsafe because in order to apply the toString method the primitive
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type constructed by e is implicitly converted to an object (e.g. a Boolean object). This
object is unsafe and thus an attacker-defined toString method could return any value.
To fix this we could apply safe to e, but this would be redundant if e is already safe
(by virtue of having being built from safe objects).

3.2 Non Declarative Arguments

Phung et al [25] (following Maffeis et al [17]) note a problem with inspecting call
parameters. In the case of the whitelist example, note that the argument to such a call
might not actually be a string, but any object with a toString method. Since this
object comes from outside, it can be malicious. In the case of the whitelist example
it could be a stateful object which returns "goodurl.org" when inspected by the
policy, but in doing so it redefines its toString method to return "evil.com" when
subsequently passed to the original e.g. window.open(url,..) method. Phung et al
[25] suggested a solution to solve this problem by implementing call-by-primitive-value
for all policy parameters using appropriate helper functions to force each argument into
an expected primitive type. The idea is that the policy writer decides which arguments of
the wrapped call will be inspected, and at what type. These arguments are then forcibly
coerced to that type before being passed to the policy code, thus ensuring that what you
see (in the policy logic) is what you get (in any subsequent call to the wrapped built-in).

Types for Declarative Arguments. The approach of Phung et al has some shortcom-
ings: (i) it does not provide a clear declarative way for the policy writer to specify the
parameters and their intended types; (ii) it only only applies to primitive types and not
objects; (iii) it does not deal with the return value of the wrapped function (iv) it relies
on the policy writer not accessing unsanitized parameters; (v) it uses functions such as
toString for implementing coercion, but leaves this function open to subversion.

We provide a policy calling mechanism which addresses these shortcomings. Here
we provide a brief outline of the design. The idea is that the policy writer writes a policy
and an inspection type for the argument and the result. The policy code can assume
that the parameters are declarative and the wrapper library will ensure this using an
inspection type. An inspection type is a specification of the types of the call parameters
that will be inspected by the policy code.

As an example (listing 1.5) suppose we have a policy for the appendChild method
of the document.body object. The argument of the appendChild method should be
an HTML node object which has several properties and methods. The policy (function
ipolicy) intends to check whether the argument is an iframe by looking at the property
tagName of the argument; if so then it should only proceed if the src property of the
argument is an allowed URL. If the argument is not an iframe it should just proceed.
(It should be noted that tagName is not reliable enough for this policy, but it suffices
as an example.) Code to install this policy using our wrapper constructor is given in
listing 1.5 below.

The first two arguments of wrap specify the object and method to be wrapped (the
“pointcut”). The third parameter is the policy function (the “advice”) and the fourth
parameter is the argument inspection type – a specification of how the parameters will
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1 var ipolicy = function(args, proceed) {
2 var o = args[0];
3 if (o.tagName == ’iframe’) {
4 if (allowedUrls(o.src))
5 return proceed();
6 } else
7 return proceed();
8 }
9 wrap(document.body, ’appendChild’, // object and method

10 ipolicy, // policy function
11 [{src:’string’, tagName:’string’}]); // arg inspection type

Listing 1.5. Example of using the wrapper

be inspected by the policy. In the example call above we are specifying that only the
first argument to appendChild will be inspected by the policy code, and it will do so
assuming type {src:’string’, tagName:’string’}. Not shown in the example
is an optional return inspection type. This is needed if the policy will also inspect and
modify the return type of the wrapped builtin.

The parameter inspection type is an array of types. The following simple grammar
of JavaScript literals represents the types used in our current implementation:

type ::= ’string’ | ’number’ | ’boolean’ | ’*’ | undefined
| {field1 : type1, . . . , fieldn : typen}

The ’*’ type provides a reference to a value without providing access to the value itself.
We expect that experience will reveal the need for a more expressive type language, such
as sum-types and more flexible matching for parameter arrays – but these should not be
problematic to add.

Policies are enforced as follows: the inspection type is used as a pattern to create a
clone of the argument array. We will call this the inspection argument array. This is the
generalization of the idea of call-by-primitive-value, except that the cloned parameters
also remove any parts of the arguments which are not part of the type. The policy logic
can only access the inspection argument array. However, when passing the parameters
on to any built-in function, we permit the function access to the whole of the argument
array. To do this we combine the original argument array with the inspection argument
array. Figure 1 illustrates this process and Listing 1.6 outlines the code.

When cloning, the reference type ’*’ is replaced by a fresh dummy object. When
combining, each such object is replaced with original value that it represented. Note
that the type language does not include functions. This means that policy code cannot
inspect any function parameters. However, this does not mean that we cannot have
policies on built-in functions which e.g. have callbacks as arguments – it just means that
we cannot make policy decisions based on the behavior of the callbacks. This restriction
to “shallow” types does not seem to be a serious limitation, but more experience is
needed to determine if this is indeed the case.



Safe Wrappers and Sane Policies for Self Protecting JavaScript 251

combine with 
original return value

argument array cloning by type:
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Example policy computation for some built-in called with (a,b,c). In this example the policy inspects b at type string and 
removes the last character, and sets the third parameter to 42 before calling proceed() in order to access the original built-in 
function.  The foo field of the return value is incremented before it is returned to the caller. In the diagram ? is an abbreviation 
for undefined, and array objects are depicted as boxes.
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post-call policy code

Result cloning by 
type

Fig. 1. Illustration of policy parameter manipulation

1 var wrap = function(object, method, policy, inType, retType) {
2 // Find function corresponding to alias
3 while(!object.hasOwnProperty(method) && object.__proto__)
4 object = object.__proto__;
5 var original = object[method];
6

7 object[method] = function wrapper() {
8 var object = this;
9 var orgArgs = arguments, orgRet;

10 var polArgs = cloneByType(inType, arguments);
11 var proceed = function() {
12 orgRet = original.apply(object,
13 combine(polArgs, orgArgs));
14 return cloneByType(retType, orgRet);
15 }
16 var polRet = policy(polArgs, proceed);
17 return combine(polRet, orgRet);
18 };
19 }

Listing 1.6. Outline of the revised wrapper function supporting inspection types

The treatment of the return value of the method is analogous to the treatment of the
arguments: a return type specifies what the policy may inspect from the return value. If
this is not specified then a return type of * is assumed. The return value of the policy
function is combined with the return value produced by the actual built-in.
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4 Related Work

This work is based on the lightweight self-protecting JavaScript method [25], which
embeds the protection mechanism in terms of security policy into a web page to make
the web page self-protecting. Two recent papers [21,20] (concurrent with this present
work) also discuss a large subset of the attacks investigated here, but with the purpose
motivating a quite different part of the solution space.

Other recent work on JavaScript security includes static and runtime analysis e.g.
[5,6,22], code transformation e.g. [28,23,16], wrapping e.g. [21,20], and safe subsets
e.g. [19,14]. In this section, we compare our work to more recent related work on en-
forcing fine-grained security policies for JavaScript execution by wrapping.

Ofuonye and Miller [23] introduced an optimized transformation method to imple-
ment wrappers by rewriting objects identified as being vulnerable. Their approach can
be viewed as an optimization of the BrowserShield approach [28]. However, it appears
that the authors have not considered the vulnerabilities that we discussed in Section 2,
and it seems that these attacks can defeat their security mechanism. For example, their
transformation method does not protect against Function and Object subversion (cf.
Section 2.1). It seems that the solutions described in this paper can be applied directly
to their implementation – including not only solutions to function and object subver-
sion, but also e.g. the use of alias-sets to apply a policy consistently across all aliases of
a given built-in method.

A similar approach concurrent to our work is object views proposed by Meyerovich
et al [20] that provides wrappers as a library in JavaScript. Object views, however, focus
on the safe sharing of objects between two principals in the browser, e.g. between two
frames of different origins or privileged code and untrusted code, whereas we focus
on controlling the use of built-in methods to mitigate the extensional effects of cross-
site scripts. Because policies do not control built-in functions, they need to deal with the
flexibility of user defined objects and functions. In order to do so, they provide recursive
“deep” wrapping and use reference equality checking of user defined objects to ensure
the full mediation of each operation. Meyerovich et al also provide a policy system
where policy writers can specify policies in declarative rules which is later compiled
into wrapper functions.

CONSCRIPT [21] is more closely related to our work in the sense that it provides a
JavaScript aspect-oriented programming system for enforcing security policies includ-
ing those studied here. However, as mentioned in the introduction, the realisation of
CONSCRIPT is different from our work in the sense that it extends JavaScript language
with new primitive functions to support aspect-oriented programming and provides safe
methods replacing vulnerable native JavaScript prototype functions. In order to deploy
such extensions, the authors have to modify the JavaScript engine (i.e. the browser it-
self). CONSCRIPT also provides a type system that can be used to validate the defined
policies to ensure that the policies do not contain vulnerabilities. This feature is more
advanced than our declarative policies since we provide tools for the policy writer to
construct sensible policies, but our method does not guarantee the correctness of the
policies. A possible extension of our work to include a similar type system is left to
further work.
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Typed interfaces in JavaScript The use of a typed interface to enable the safe inspection
and manipulation of user values is a direct generalisation of the earlier call-by-primitive
value idea. The use of JavaScript-encoded typed interfaces is not uncommon in Java li-
braries. For example the Cerny.js library [7] provides a similar type language to the one
used here in order to improve code quality and documentation. As mentioned above, the
policy language of the ConScript system has a type system that plays an essential role in
eliminating a number of security issues such as malicious user objects masquerading as
primitive types. But types are only used for type checking. Thus type coercions to prim-
itive types must be added manually to the code where needed in order for type checking
to succeed. Our approach is different in that the types themselves are interpreted as
coercion operations.

Aspect-oriented programming In the context of aspect-oriented programming for Java-
Script, besides the AOP libraries we analysed in Section 2.6 (i.e. jQuery AOP [15], dojo
AOP [10], Ajaxpect [1], AspectJS [3], Cerny.js [7], AspectES [4] and PrototypeJS [27]),
there have been several AOP frameworks for JavaScript in literature. AOJS [33] is a
framework supporting the separation between aspects and JavaScript code where as-
pects are defined in a XML-based language and then woven to JavaScript by a tool
(similar to the proxy-based approach like [28,23,16] reviewed in the introduction). Cur-
rent implementation of AOJS only support before and after advice, as the aspect system
cannot control the behavior of operations.

Similar to our work (and the self protecting JavaScript approach), AspectScript [31]
is another AOP library for JavaScript that supports richer set and pointcuts in Java-
Script. AspectScript also supports stateful pointcuts that is similar to security states in
Phung et al [25]. More interestingly, AspectScript provides a library as a weaver tool to
transform JavaScript code into aspect-based code and the weaving process is performed
at runtime. However, the mentioned libraries or frameworks have not paid attention to
securing their aspect systems (see e.g. [9]), thus they are subject to the vulnerabilities
that we have presented here.

5 Future Work

Most of the solutions and policy mechanisms presented here have been implemented
in JavaScript and a prototype library suitable for the Safari and/or Chrome browsers is
available on [26]. A number of more substantial extensions remain to be investigated.

Idiot-Proof Policies. The current policy language is intended to make it easy for the
policy writer to construct sensible policies, but it does not enforce this. A natural exten-
sion of this work would be to find ways to guarantee that the policy code does not, e.g.
create unsafe objects or use subverted built-in functions. We see two possible directions
to achieve this. One approach would be to provide a proper separation between policy
code and attacker code rather than trying to handle this on a per-method and per-object
basis as we do here. Another approach is to constrain the way that policies are written,
for example using JavaScript sub-languages which can be more easily constrained (see
e.g. the ConScript approach and [19]) or by designing a policy language which can be
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compiled to JavaScript, but for which we can construct a suitable static type system.
Recent work by Guha et al seems well suited for this purpose [14].

Session Policies. Policies should not be associated with pages but with a session and
an origin. One issue that we have not addressed in this paper is writing policies which
span multiple frames/iframes. This, in general, requires sharing and synchronization of
policy state information between frames in a tamper-proof manner.
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Abstract. Users expect communication systems to guarantee, amongst
others, privacy and integrity of their data. These can be ensured by using
well-established protocols; the best protocol, however, is useless if not all
parties involved in a communication have a correct implementation of
the protocol and all necessary tools. In this paper, we present the Proto-
col Implementation Generator (PiG), a framework that can be used to
add protocol generation to protocol negotiation, or to easily share and
implement new protocols throughout a network. PiG enables the shar-
ing, verification, and translation of communication protocols. With it,
partners can suggest a new protocol by sending its specification. After
formally verifying the specification, each partner generates an implemen-
tation, which can then be used for establishing communication. We also
present a practical realisation of the Protocol Implementation Genera-
tor framework based on the LySatool and a translator from the LySa
language into C or Java.

1 Introduction

The Internet, and network technology in general, are increasingly used for provid-
ing central functionality for applications and systems, most notably through, e.g.,
infrastructure services such as the cloud or web services, or any kind of client-
server architecture. This seamless integration of network facilities into user ap-
plications has enabled development of new application domains, which in turn
resulted in increased integration of networks. While in the past data was mostly
stored locally, today, due to the wide availability of networks, data is often be-
ing communicated or accessed via local or wide-area networks. Most of the time,
users do not need to be aware of where their data is located, and how it is com-
municated. In fact, being able to access data from wherever one wants to is one
of the driving forces behind network integration.

Being able to access data via the network is only half the story, of course.
What is (often implicitly) expected is that data is secured by the application
and system, both when stored and in transit. Users expect communication sys-
tems to guarantee, amongst others, privacy and integrity of their data. When
storing data, this can be achieved, e.g., by (a combination of) access control and
cryptography. In communication, this can be ensured by using well-established
protocols.

Protocols are usually specified by means of protocol narrations, which de-
scribe in detail how the involved partners communicate with each other, and
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which messages they exchange. Protocol narrations serve two purposes: they
can be used for formally verifying the protocol, and for guiding the implementa-
tion of the protocol. Recently, researchers have looked into generating protocol
implementations from specifications [1–3] and extracting protocol specifications
from implementations [4], thereby narrowing the gap between the formal, verified
specification, and the usually unverified implementation.

The best protocol, however, is useless if not all parties involved in a com-
munication “speak it”, that is, have an implementation of the protocol and all
necessary tools. This is why protocols such as “Secure Socket Layer” (SSL) [5, 6]
start with a negotiation phase where the partners agree on a suite of algorithms
necessary for establishing a connection using the protocol. Whenever no such
common algorithms are found, the negotiation phase fails.

In this paper we present the Protocol Implementation Generator (PiG) [7], a
framework for adding protocol generation to protocol negotiation. In PiG, when
the negotiation phase fails, one of the partners can suggest a new protocol by
sending its specification. After formally verifying the specification against a set
of security properties, each partner generates an implementation, which then can
be used for establishing communication. We also present a practical realisation
of the Protocol Implementation Generator based on the LySatool and a LySa to
C and Java translator.

The rest of this paper is structured as follows. We start with a general overview
of the Protocol Implementation Generator in Section 2, followed by a presenta-
tion of a prototype realisation in Section 3. After discussing related work (Sec-
tion 4), Section 5 concludes the paper and gives an outlook on future work.

2 The Protocol Implementation Generator

In this section we describe the overall layout of the PiG framework, as well as
the individual components necessary to realise it. In the next section we will
present a concrete implementation of PiG based on the LySatool [8].

The idea behind the PiG framework is to allow communication partners to
establish a secure communication channel without previously sharing an im-
plementation for the protocol. Instead, one of the partners can suggest a new
protocol by sending its formal specification, e.g., as a protocol narration. This
formal specification can be verified by the other partner, and if the verifica-
tion succeeds, the specification can be used to automatically generate a protocol
implementation.

Deriving the protocol implementation directly from the specification is an
important aspect of our approach, closing the often found gap between the two
when protocols are implemented by hand.

Figure 1 shows the process implemented in the PiG framework. When proto-
col negotiation fails (steps 1,2), Alice sends a specification for a “new” protocol
(step 3). Bob checks the specification against the desirable security requirements
(step 4) and, if it is found to be safe, he generates the implementation for the
protocol (step 6), and Alice and Bob start communication using the new protocol
(step 7).
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Alice

Bob

(4) Check
specification

(5) Generate
Code

(6) Compile

Secure?

Flaws
found

(1) Initi-
ate proto-
col negoti-
ation

(2) No
common
secure
protocol
found

(3) Send
protocol
specifica-
tion

(7) Start
execution
of new
protocol

Fig. 1. The process implemented in the Protocol Implementation Generator

The Protocol Implementation Generator is based on three core components:

– the protocol specification language,
– the protocol verifier, and
– the code generator.

The only requirement for a realisation is that all involved partners have these com-
ponents. While the components used in the framework can be freely chosen, they
must fulfil the requirement that the verifier and the code generator work on the
same formalism. Furthermore, the code generator must be complete with respect
to the elements of the specification formalism. This is essential, since the Protocol
Implementation Generator should be transparent to the user, and therefore code
generation should be automated, with no need for human interaction.

A possible extension is the use of proof-carrying code [9] techniques to avoid a
full re-analysis of the specification before code generation. Instead, the protocol
specification would be annotated with the proof for a verification condition that
guarantees the protocol to pass verification.

Another extension in the same direction targets a slightly different arrange-
ment of the steps described above. The overall process would be similar, but
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in step 3 Alice would send to Bob an implementation of the “new” protocol and
Bob, in step 4, would need to extract the protocol specification from the received
implementation. Only then he would verify the correctness of the protocol. If
found to be correct, Alice and Bob could start the execution of the protocol.

This idea of extracting the protocol specification from its implementation
could also be useful in proving the correctness of the translation from the protocol
specification to the protocol implementation—after the translation one could
derive the specification from the generated implementation and verify it against
the original specification.

3 A Practical Realisation of PiG

Having presented the Protocol Implementation Generator framework in the pre-
vious section, we now discuss a specific instance of the framework. The used
configurable components are LySa [10] as protocol specification language, which
is analysed using the LySatool [8], and a code generator based on ANTLR [11].
These components are at the core of a prototype realisation of PiG [7].

In order to give an example of the functioning of the prototype, we use as a
running example the Otway-Rees protocol [12], which, while not in wide-spread
use, is simple enough to be covered in an article. The Otway-Rees protocol is
used in order to mutually authenticate two principals, Alice (A) and Bob (B)
via a mutually trusted third party (S), and to generate a secret shared key that
they can use to securely communicate.

1 . A−>B : M,A,B,{M,A,B,NA} :KA
2 . B−>S : M,A,B,{M,A,B,NA} :KA,{M,A,B,NB} :KB
3 . S−>B : M,{NA,KAB} :KA,{NB,KAB} :KB
4 . B−>A : M,{NA,KAB} :KA
5 . B−>A : {MSG} :KAB

Fig. 2. Pseudo-code specification of the Otway-Rees protocol

As seen in the protocol definition, in Figure 2, this is achieved with the ex-
change of four messages in total. A starts by sending B a message (line 1)
encrypted with a shared key between A and S, which contains a nonce NA
generated by A, a running serial M , and both principals’ identities.

B, after receiving this message — that he cannot decrypt — sends it to S,
together with another message encrypted with a key shared between B and S,
with similar content to the one A sent, but in this case with a nonce NB gen-
erated by B (line 2). After S has received those two encrypted elements from
B, it will verify the identities of the principals and the running serial M , and
generate a symmetric key KAB that A and B will use to securely communicate.
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S then encrypts that key together with the nonce generated by A with the key
shared between S and A and, similarly, also encrypts that same key together
with the nonce generated by B with the key shared by S and B.

S then sends those two elements to B (line 3), which decrypts the one en-
crypted with the key it shares with S. If the nonce matches, it will be ready to
use the new key in future communications with A.

In the last step of the protocol (line 4), B sends to A the other element that
it received from S. A decrypts it with the key it shares with S and, if the nonce
matches, uses the new key for future communications with B.

In this example, an extra message MSG is sent in line 5 to illustrate the use
of the new key shared between Alice and Bob.

3.1 LySa and the LySatool

LySa [10] is a process algebra aimed at specifying communication protocols. A
LySa protocol specification consists of a standard protocol narration extended
with annotations in order to remove analysis ambiguity that could arise from
vague protocol narrations. This is especially beneficial in a setting like PiG,
where the analysis and code generation should be automatic and transparent.

LySa is based on the Spi Calculus [13], which extends the π Calculus with
cryptographic primitives that are used in the description and analysis of cryp-
tographic protocols. In Spi Calculus, protocols are represented as processes and
their security properties are stated by protocol equivalence.

The main difference between LySa and these calculi is that LySa assumes a
single, global communication medium, to which all processes have access. The
LySa approach seems, therefore, more natural when considering communication
scenarios on the Internet, where it is not difficult to eavesdrop a conversation.

In LySa, only the legitimate part of the protocol in question is described,
while the illegitimate, malicious part is implicitly modelled as a Dolev-Yao at-
tacker [14]. The attacker can be equipped with some initial knowledge, which
can be expanded by eavesdropping the network or by decrypting messages us-
ing known keys, it may encrypt messages using those keys, and is also able of
initiating new sessions.

Protocols specified in the LySa calculus can be analysed for security proper-
ties using the LySatool [8]. The checked properties include authenticity, secrecy,
and confidentiality and are fixed by the tool. The LySatool is implemented in
Standard ML and uses the Succinct Solver [15]. It receives a LySa specification
of a communication protocol as input, and performs a static analysis assuming
the presence of the strongest possible attacker previously mentioned. The anal-
ysis result either indicates that the protocol is found to be secure, or not. In
the latter case, further analyses have to be performed to distinguish between a
false negative and a real security problem. These false negatives can happen due
to the over-approximation analysis performed by LySa. This has to be taken
into account when designing or choosing a protocol specification for use in the
Protocol Implementation Generator .
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In the initial phase of PiG, as described in the previous section, one of the
principals is waiting for another principal to connect. When that happens, the
latter will send a LySa protocol specification to the former. After receiving
the protocol specification, the principal checks the protocol’s security by ver-
ifying the specification with the LySatool. As mentioned above, in the current
version, those security properties are implicit in the tool. If the protocol specifica-
tion is found to be insecure, the tool reports that, and the process is terminated.
If the protocol analysis identifies the protocol specification to be secure (which
means that the security properties were guaranteed for the new protocol), the
principal will execute the next step, starting the translation process.

LySa Specification of the Otway-Rees Protocol. When converting from
pseudo-code, or Alice and Bob notation, to LySa notation there are several
steps that need to be performed. It is necessary to model the principals run-
ning in parallel —in this case there are 3 principals— and each message ex-
changed in the pseudo-code needs to be modelled as being sent by one principal
and being received by another. For example, line 1 of Figure 2 specifies that
Alice sends a message to Bob (A->B:M,A,B,{M,A,B,NA}:KA), and that same
message in the LySa specification consists of the sending on Alice’s specifica-
tion (<A,B,M,A,B,{M,A,B,NA}:KA>), and the receiving on Bob’s specification
((A,B,M,A,B;y1)).

Another detail that needs to be taken into account is the pattern matching
and the assignment of variables. This might not be trivial because, sometimes
what is supposed to be pattern matched and assigned is not explicitly shown in
the pseudo-code description of the protocol, and so it is necessary to interpret the
protocol in order to make those details explicit in the LySa specification. Using
the same first message as an example, when Bob receives it ((A,B,M,A,B;y1)),
it will check if A is Alice’s address, if B is its own address and if M is equal to the
session running serial. Furthermore, it will assign the last element of the message
sent by Alice, which is the encrypted block {M,A,B,NA}:KA, to the variable y1.
In fact, Bob cannot decrypt that block since he does not have the key that was
used for its encryption.

Another point to consider is that, regardless of what the elements of the
messages are, LySa requires that the address of the sender and the address of
the receiver are the first two elements of the sent and received messages. This
is easily solved by tagging the messages from the pseudo-code description with
these two elements in the LySa specification.

The full LySa specification of the Otway-Rees protocol can be seen in Figure 3.

3.2 ANTLR

ANTLR, which stands for “ANother Tool for Language Recognition”, is a frame-
work for generating recognisers, interpreters, compilers and translators based
on grammatical descriptions. Besides providing support for building lexers and
parsers, it also supports tree construction and tree walking. Parsers can generate
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(new M)( (new KA) ( (new KB) (

/∗ I n i t i a t o r − A ∗/
( (new NA)
<A,B,M,A,B,{M,A,B,NA} :KA>. // l i n e 1 , send wi th encr .
(B,A,M; x1 ) . // l i n e 4 , r e c e i v e
decrypt x1 as {NA; xk } :KA in // l i n e 4 , decryp t i on
(B,A; x2 ) . // l i n e 5 , r e c e i v e
decrypt x2 as { ; xmsg } : xk in // l i n e 5 , decryp t i on
0) // terminat ion
|

/∗ Responder − B ∗/
( (new NB)
(A,B,M,A,B; y1 ) . // l i n e 1 , r e c e i v e
<B, S ,M,A,B, y1 ,{M,A,B,NB} :KB>. // l i n e 2 , send wi th encr .
(S ,B,M; y2 , y3 ) . // l i n e 3 , r e c e i v e
decrypt y3 as {NB; yk } :KB in // l i n e 3 , decryp t i on
<B,A,M, y2>. // l i n e 4 , send
(new MSG) // l i n e 5 , message c r ea t i on
<B,A,{MSG} : yk>. // l i n e 5 , send wi th encr .
0) // terminat ion
|

/∗ Server − S ∗/
( (B, S ,M,A,B; z1 , z2 ) . // l i n e 2 , r e c e i v e
decrypt z1 as {M,A,B; zna } :KA in // l i n e 2 , decryp t i on
decrypt z2 as {M,A,B; znb } :KB in // l i n e 2 , decryp t i on
(new K) // l i n e 3 , new shared key
<S ,B,M,{ zna ,K} :KA,{ znb ,K} :KB>. // l i n e 3 , send wi th encr .
0) // terminat ion

) ) )

Fig. 3. LySa specification of the Otway-Rees protocol. The comments refer to the lines
on the specification.

Abstract Syntax Trees, which can be further analysed with Tree Parsers (also
called Tree Walkers). The framework has a tight integration with StringTem-
plate [16], which makes it ideal for translating from one language to another. It is
this feature that we use for generating C and Java code from LySa specifications.

After the protocol as been verified, the ANTLR-based code generator trans-
lates the specification to a programming language that can then be compiled and
executed. The presented prototype implementation translates the specification
to C code as well as to Java code. ANTLR to generates the Lexer, the Parser,
and the Tree Walker that performs the actual translation.
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The first phase of the translator transforms the LySa specification into an
abstract syntax tree (AST), which is used as input for the code generation,
performed by the Tree Walker. A node in the AST represents an action in the
protocol, and one of its children represents the next action taken by the principal.

The Tree Walker traverses the AST and, using string templates, generates
the code that corresponds to the AST structure, and consequently to the origi-
nal LySa protocol specification. Using StringTemplate is not only of advantage
when extending the translation to support more target languages, but it is also
advantageous when generating code for the different actors in a protocol. Due
to supporting inheritance, StringTemplate enables the specification of generic
templates together with specific ones. The latter are used to define actor-specific
code — which depends on the role of the actor in the protocol — and can be
loaded individually when performing the translation.

Figure 4 shows a SEND block that belongs to the Otway-Rees AST generated
after parsing the initiator code. This block corresponds to the sending of the
first message of the protocol.

A B M A B SH_ENCRYPTION

SEND

NEXT

EL KEY

M A B NA
KA

Fig. 4. Part of the AST subtree showing the send block of the initiator of the (first
line of the) protocol specified in Figure 3

3.3 Retargeting the PiG

An important part regarding the implementation of the framework is the gen-
eration of the String Templates that will be used by the Tree Walker. For this
prototype, the LySa specification has to be analysed and its main components
identified, which need to have a direct correspondence to the main components
of the String Templates.

The full version of the LySa specification language [10] contains artefacts that
are not relevant for the actual protocol, but only help to increase the precision of
the analysis tool. Taking this into consideration, the following main components
can be identified:

– sending and receiving messages on the network,
– encryption and decryption (symmetric and asymmetric), and
– generation of fresh values (nonces, symmetric and asymmetric keys).
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When implementing the translation from a specification language, identifying
its main components is the first step because the templates are a direct imple-
mentation of the main components of the specification language. It is important
to note that adding new languages as a target of the framework to an existing
realisation of the PiG is very simple. As said before, it is only necessary to
specify the StringTemplate for the main components.

An improvement on this part of the framework would be to make this trans-
lation provably correct, similar to the method presented by Pironti et al. [17].
They define a type-system and a translation function that allow to prove that the
generated code simulated the process represented by the protocol specification,
thus proving the correctness of the translation.

One of the main challenges when specifying template functions is that they
need to fit together in the generated code, e.g., how values are communicated
between different functions. This can be tricky, since the same value may be
used in different roles by different components, depending on the LySa specifi-
cation.This resembles building the small parts of a puzzle before ensuring that
the whole puzzle can be solved.

Another detail requiring special attention when specifying templates for a new
language are variables reused between different blocks that are generated from
the same template component. These cannot be be declared globally in each
of the individual blocks, and consequently must be declared before any of the
individual blocks and cleared before usage.

Last but not least, all the target languages must use the same format for
message exchange, to allow interoperability. In our current prototype we apply
the following straightforward format, which can be easily changed:

– firstly, the number of elements in the message;
– then, the size of each element in the message;
– finally, the payload: all the elements in the protocol message are concate-

nated without any separation between them.

As an illustrative example, if one wants to send a message with two elements,
the first being ”Hello” and the second being ”Reader”, the sent message would
have the following format:

“2, 5, 6, HelloReader”

4 Related Work

Recently, a lot of work has been done in the automatic verification of security
protocols as well as in the automatic translation from a protocol specification
into a real programming language such as C, Java or F#. The goal of this paper is
to present a framework that uses and implements both automatic processes—the
verification and the translation—so there is an automatic and secure way from
the writing of the specification protocol, over its verification, to its translation
and execution. This is done in a way that enables the sharing of the specification
(and consequently verification and translation) of protocols.
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Possible Similar Tool Combinations. Several existing tools could be com-
bined in order to realise a Protocol Implementation Generator implementation,
providing the same functionality as described in the previous section.

The same high-level specification used in this paper could be used together
with other tools. A protocol can be described in the LySa language, verified
with LySatool and, with some extra annotations, can be translated using the
YALT [18] tool, which automatically translates a LySa specification into
Java code.

Another option would be to use Spi Calculus together with Spi2Java or S3A
and Spi2F#.

After using the Spi Calculus to describe a security protocol, one could use
Spi2Java [1] to verify and translate the description into a protocol implementa-
tion. Another option would be to use S3A [19] to verify the protocol specification
and Spi2F# [20] that specification into a protocol implementation.

Using F# together with FS2PV [4] and ProVerif [21, 22] one could achieve a
similar tool chain, although with a big difference. While our framework verifies
the protocol specification and then translates it to some implementation lan-
guage, this combination would translate the implementation of the protocol into
a verifiable specification and only then would verify it. This setup, as already
mentioned in Section 2, could also be seen as an extension/improvement to our
framework. In this combination, the functional language F# would be used for
protocol specification. Then, FS2PV would derive a formal model from that pro-
tocol code and symbolic libraries. FS2PV currently only supports a first-order
subset of F#, with simple formal semantics facilitating model extraction, and
primitives for communication and concurrency. The tool would translate the
protocol implementation into π Calculus, which can be verified by ProVerif, an
automatic cryptographic protocol verifier based on a simple representation of
the protocol using Prolog rules.

Existing Frameworks. Some frameworks aim at combining protocol specifi-
cation, verification, and implementation.

In the AGVI framework [23] the designer describes the security requirements
and the system specification. The toolkit will attempt to find a protocol ac-
cording to the demands. If found, it will translate it into Java. The SPEAR II
Framework [24, 25] is a GUI-based framework that enables secure and efficient
security protocol design and implementation, combining formal specification, se-
curity and performance analysis, meta-execution and automatic code generation.
ACG-C# [2] automatically generates a C# implementation of a security proto-
col verified in Casper and FDR. Casper translates from high level to CSP, which
can be verified using FDR, and translated by ACG-C#.

All these approaches differ significantly from the work presented in this paper.
For example, AGVI does not support a protocol specification, but only receives
the security requirements, and SPEAR II receives the protocol specification in
a GUI environment, which hinders automating the implementation generation.
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Furthermore, none of these frameworks offer support for sharing the protocol
specification, making it impossible to rapidly enable two hosts to share the same
protocol and to spread new protocols.

Last but not least, Kiyomoto et al. [3] present a tool that translates a high-
level XML protocol specification into C, without any verification of the protocol
specification.

5 Conclusions and Future Work

In this work we present a new approach to securing the communication in scenar-
ios where partners do not initially share a protocol. This is especially important
for the kind of networked applications we are relying on today, where the location
of data is mostly hidden from users.

The Protocol Implementation Generator allows communication partners to
exchange protocol specifications that can be verified and implemented on the
fly; both the verification and the implementation, or code generation, are based
on the same formal specification of the protocol, resulting in a direct link between
the two.

We have implemented and presented a prototype realisation of PiG based
on the process calculus LySa, its verifier the LySatool, and a standard code
generation tool, ANTLR, which was set to generate C and Java code. The same
functionality can be achieved with other combinations, as long as they share the
protocol specification formalism.

We are currently investigating several extensions of the presented framework;
we are investigating how to use proof-carrying code techniques [26] or lightweight
verification [27] to avoid a full re-analysis of the specification before code gen-
eration. We are also interested in combining our approach with techniques that
extract protocol specifications from implementations. This would allow to per-
form sanity checks by comparing the specification extracted from the generated
implementation with the original specification.

Another thread of future work has to do with the security properties that are
used by the verification tool of our framework. In the current version of our im-
plementation, the security properties are implicit in the used tool (LySatool). A
way of extending this version would be to enable the principals of the framework
to negotiate security properties as part of the initial phase. Another possible way
of approaching this would be to automate the download of general security prop-
erties from a set of trusted servers. With this, the PiG principals would have
updated security properties that they would use for protocol verification.

The ideas behind PiG are being extended, and will be used to develop a frame-
work for Service Oriented Systems, composed of different levels of abstraction,
that includes verification (with different tools) and translation (into different
languages) of abstractly specified Service Oriented Systems.

Finally, a word of warning seems in place. Approaches like PiG allow to add
new protocols on the fly, and this might seem like a well-suited technique to
updating large parts of a network by feeding newly designed protocols using a



Protocol Implementation Generator 267

framework like ours. However, the underlying automatism also allows to exploit
shortcomings in the used tools to distribute a protocol that is known to pass
verification but to result in faulty implementations. How to mitigate this threat
remains a topic for future work.
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Abstract. Anubis and Khazad are closely related involution block ci-
phers. Building on two recent AES software results, this work presents a
number of constant-time software implementations of Anubis and
Khazad for processors with a byte-vector shuffle instruction, such as
those that support SSSE3. For Anubis, the first is serial in the sense that
it employs only one cipher instance and is compatible with all standard
block cipher modes. Efficiency is largely due to the S-box construction
that is simple to realize using a byte shuffler. The equivalent for Khazad
runs two parallel instances in counter mode. The second for each cipher
is a parallel bit-slice implementation in counter mode.

Keywords: Anubis, Khazad, involution ciphers, block ciphers, software
implementation, timing attacks.

1 Introduction

Anubis and Khazad are two block ciphers by Barreto and Rijmen submitted
during the NESSIE project (see [12] for a summary). Anubis [2] works on 128-bit
blocks and is quite similar in many respects to AES. Khazad [3] is a “legacy-
level” cipher working on 64-bit blocks and is closely related to Anubis. These
are both involution ciphers: decryption differs from encryption only in the key
schedule.

The motivation for this work comes largely from cache-timing attacks, where
an attacker attempts to recover parts of the cryptosystem state by observing the
variance in timing measurements due to processor data caching effects. These
attacks can be time-driven and carried out remotely by measuring the latency
of a high level operation, or trace-driven and locally by exploiting the cache
structure to determine the sequence of lookups the cryptosystem performs. The
vulnerability exists when part of the state is used as an index into a memory-
resident table.

A high-speed table-based implementation of AES unrolls lower level opera-
tions such as SubBytes, ShiftRows, and MixColumns into four tables of size
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256 containing 32-bit values. Lookups into these tables, indexed by state values,
are combined with XOR to carry out AES rounds in a more software-friendly
manner, relaxing the need to manipulate a large number of single byte values
and bits within those bytes. Similar versions of both Anubis and Khazad ex-
ist, in fact provided as the C reference implementations and discussed in both
specifications [2,3, Sect. 7.1].

Cache-timing attacks are a serious threat and can easily lead to leakage of key
material. Although there are numerous published attacks on such implementa-
tions, a practical noteworthy one is Bernstein’s AES time-driven attack [5]. Anu-
bis and Khazad are presumably susceptible to this and other timing attacks. In
light of these attacks, a reasonable security requirement for any cipher is that it
can be implemented to use a constant amount of time. In this context, Bernstein
defines constant as “independent of the AES key and input” [5, Sect. 8]. The
concept of security within this paper is with respect to timing attacks.

To this end, this work shows that constant-time and efficient implementations
of both Anubis and Khazad are possible. Four such implementations appear
herein, summarized as follows.

– The first Anubis implementation runs only one instance of the cipher, com-
patible with all standard block cipher modes. This is efficient due to a byte-
vector shuffle instruction, allowing elegant realization of the nonlinear layer
in constant-time. The Khazad implementation is otherwise analogous but
with a smaller state runs two parallel cipher instances, here in counter mode
under the same key.

– The second Anubis implementation bit-slices the state and runs eight parallel
instances, here in counter mode. Not surprisingly, this is faster but requires
a parallel block cipher mode. Analogously, the Khazad implementation runs
16 parallel instances.

This work builds upon two recent results on AES software implementations that
remarkably manage to achieve constant-time and exceptional performance at
one stroke.

– A common hardware technique to compute the AES S-box uses an isomor-
phism IF28 → IF2

24 and subsequently reduces the problem of inversion in the
latter field to that of one in in the ground field; [13,14,7] are good examples of
this. Using a similar technique in software when equipped with a byte-vector
shuffle instruction and using a novel field element representation, Hamburg
presents techniques for fast and constant-time software implementation of
AES [10]. Running only a single instance of the cipher, the implementation
is compatible with all standard block cipher modes.

– Käsper and Schwabe present AES bit-slice techniques, aligning individual
bits of state bytes in distinct registers [11]. The implementation runs eight
parallel streams in counter mode under the same key. Not only does this
provide a constant-time implementation, but also is currently the fastest
published AES counter mode implementation in software (not considering
newer Intel models equipped with AES instruction set extensions). Table-
based AES implementations on common platforms that can perform only
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one load instruction per cycle are inherently limited to ten cycles per byte;
there are ten rounds requiring sixteen lookups each. The authors show that
bit-slicing circumvents this limit.

2 Cipher Descriptions

This section gives a description of the Anubis and Khazad primitives, specifically
each component of the ciphers. The ciphers share some components verbatim and
others only differ slightly. The notation here follows style of the specifications;
see them for a more formal treatment [2,3].

2.1 The Anubis Cipher

Although Anubis supports variable length keys, this work only explicitly con-
siders 16-byte keys; generalizations are straightforward. Analogous to AES-128,
Anubis consists of a 16-byte state. The state is either viewed as a vector in IF16

28

or a 4×4 matrix with entries in IF28 depending on the context. The specification
denotes this by a map μ, but this work omits this formalization; flattening the
matrix row-wise (concatenating the rows) yields the vector representation.

The Nonlinear Layer γ. This layer is otherwise analogous to the AES Sub-
Bytes step, but with a different S-box. It applies an S-box S : IF28 → IF28 to each
byte of the input. To facilitate efficient hardware implementation, the designers
chose to build S using a three layer substitution-permutation network (SPN),
where each layer includes two S-boxes P, Q : IF24 → IF24 termed “mini-boxes”.
Fig. 1 depicts this structure.

The Transposition τ . Viewing the input as a 4 × 4 matrix, this mapping
outputs the transpose. To illustrate:⎡⎢⎢⎣

0 1 2 3
4 5 6 7
8 9 A B
C D E F

⎤⎥⎥⎦ �→

⎡⎢⎢⎣
0 4 8 C
1 5 9 D
2 6 A E
3 7 B F

⎤⎥⎥⎦ .

The Linear Diffusion Layer θ. This layer shares some similarities with the
AES MixColumns step. It multiplies the input in matrix form by the symmetric
matrix

H =

⎡⎢⎢⎣
01 02 04 06
02 01 06 04
04 06 01 02
06 04 02 01

⎤⎥⎥⎦ =

⎡⎢⎢⎣
1 x x2 x2 + x
x 1 x2 + x x2

x2 x2 + x 1 x
x2 + x x2 x 1

⎤⎥⎥⎦
and θ : a �→ a ·H with all operations done in IF28 = IF2[x]/(x8 +x4+x3+x2+1).
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Fig. 1. S-box S as a three layer SPN with mini-boxes P and Q

The Cyclical Permutation π. This operation is otherwise analogous to the
AES ShiftRows step, but cyclically shifts column i of the matrix downward i
positions instead. This map only appears in the key schedule. To illustrate:⎡⎢⎢⎣

0 1 2 3
4 5 6 7
8 9 A B
C D E F

⎤⎥⎥⎦ �→

⎡⎢⎢⎣
0 D A 7
4 1 E B
8 5 2 F
C 9 6 3

⎤⎥⎥⎦ .

The Key Extraction ω. This is a linear mapping involving the Vandermonde
matrix

V =

⎡⎢⎢⎣
01 01 01 01
01 02 022 023

01 06 062 063

01 08 082 083

⎤⎥⎥⎦=

⎡⎢⎢⎣
1 1 1 1
1 x x2 x3

1 x2 + x x4 + x2 x6 + x5 + x4 + x3

1 x3 x6 x5 + x4 + x3 + x

⎤⎥⎥⎦=

⎡⎢⎢⎣
01 01 01 01
01 02 04 08
01 06 14 78
01 08 40 3A

⎤⎥⎥⎦
and ω : a �→ V · a. This map also only appears in the key schedule.

The Key Schedule. Given the cipher key K, round keys Ki for 0 ≤ i ≤ 12
satisfy Kr = (τ ◦ ω ◦ γ)(κr) where κ0 = K and κr = (σ[cr ] ◦ θ ◦ π ◦ γ)(κr−1) for
r > 0, σ is addition in IF16

28 , and cr are vector constants dependent only on S.
Note the shared application of γ.
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The Complete Cipher. Anubis initializes the state as σ[K0] applied to the
input. This gets iteratively transformed through 12 rounds by σ[Kr] ◦ θ ◦ τ ◦ γ
where the last round omits θ.

2.2 The Khazad Cipher

The Khazad block cipher [3] works on 8-byte blocks and uses a 16-byte key. The
state is viewed as an element of IF8

28 . The components are similar to those of
Anubis in many respects; the nonlinear layer γ remains the same. A description
of the other components follows.

The Linear Diffusion Layer θ. This linear layer multiplies the input vector
by the symmetric matrix

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

01 03 04 05 06 08 0B 07
03 01 05 04 08 06 07 0B
04 05 01 03 0B 07 06 08
05 04 03 01 07 0B 08 06
06 08 0B 07 01 03 04 05
08 06 07 0B 03 01 05 04
0B 07 06 08 04 05 01 03
07 0B 08 06 05 04 03 01

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and θ : a �→ a · H .

The Key Schedule. Round keys satisfy Kr = (σ[Kr−2] ◦ σ[cr ] ◦ θ ◦ γ)(Kr−1)
where 0 ≤ r ≤ 8 and K−2 and K−1 are the first and second eight bytes of the
key K, respectively. There is no component corresponding to the key extraction
ω in Anubis.

The Complete Cipher. Khazad initializes the state as σ[K0] applied to the
input. This gets iteratively transformed through eight rounds by σ[Kr] ◦ θ ◦ γ
where the last round omits θ.

3 Implementations

This section presents constant-time yet efficient implementations of both Anu-
bis and Khazad. It begins with some background on SIMD vector operations,
focusing on Intel processors. Then, for each cipher, a discussion on two imple-
mentation strategies appears. The first is more of a SIMD approach, running
one instance in the Anubis case and two for Khazad. The second is a bit-slice
approach running eight and sixteen instances, respectfully.
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3.1 Vector Operations

In 64-bit mode, processors with Streaming SIMD Extensions 3 (SSE3) can operate
on 16 128-bit SIMD registers xmm0 through xmm15. SSE3 and predecessors contain
a wealth of instructions for parallel computation amongst these registers. Cryp-
tosystem implementations usually restrict to a smaller subset of these instructions
dealing with integer values. Supplemental SSE3 (SSSE3) introduces a handful of
new instructions, the most interesting for this work being a byte shuffler pshufb.
Note that recent AMD processors implement SSE3 but not SSSE3, although a
related instruction is slated for the eXtended Operations (XOP) extension.

Byte Shuffling. Since the implementations in this work make heavy use of
pshufb, a brief description of the instruction is in order. The name already
implies the ability to shuffle bytes around in a vector, but perhaps hides an
important aspect of the instruction. Aranha, López, and Hankerson note its
versatility [1, Sect. 2.1]:

“A powerful use of this instruction is to perform 16 simultaneous lookups
in a 16-byte lookup table.”

Formally, given 16-signed-byte vector operands a and b, components of the 16-
byte vector output r of pshufb satisfy

ri =

{
abi mod 16 if bi ≥ 0,

0 otherwise,

so b holds the indices into the table and a the values. Indeed, this allows to
implement any IF4

2 → IF8
2 function in parallel: this is a constant-time hardware

lookup table, shuffling the values in a based on the indices in b. To summarize,
typical use of pshufb is either that of shuffling bytes around in a fixed manner
(b is fixed) or implementing lookups into a fixed table (a is fixed), and the
distinction is in the operand order.

Linear Maps. Given the above, one can implement a linear map φ : IF8
2 → IF8

2

on 16 bytes in parallel. Denote α ∈ IF28 by α = αHx4 + αL where αi are the
4-bit nibbles. Linearity ensures φ(α) = φ(αHx4) + φ(αL) and each input on the
right is effectively only four bits. Denote 16-byte vectors tφH and tφL that map
the corresponding input to the output; these are the a from the previous section.
The following steps realize φ in parallel:

1. Mask the lower nibble (αL) of each byte in the input vector. (pand)
2. Bit-shift the input four positions towards LSB and mask again (αH). (psrlq,

pand)
3. Shuffle tφL and tφH with their respective indices from the above steps.

(pshufb × 2)
4. Bitwise XOR the two outputs together. (pxor)
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The second mask is a minor inconvenience due to the lack of an instruction to
shift bits of individual bytes in a 16-byte vector (there are no psllb and psrlb
instructions). The following implementations uses this strategy often. Note that
when applying multiple maps to the same input, the first two steps are needed
only once.

3.2 Implementing Anubis

This following presents SSSE3 implementation techniques for Anubis; it discusses
two different approaches. The first is serial in the sense that it employs only one
cipher instance, while the second runs eight instances in parallel.

A SIMD Approach. Beginning with the nonlinear layer γ, the authors state
that the choice to build it as an SPN with mini-boxes was influenced by efficient
hardware implementation [2, 6.2]. A key observation in this work is that as a
consequence of the underlying smaller IF24 → IF24 mini-boxes, the composition
can be implemented elegantly using pshufb. Since P and Q are four bits to
four bits but the instruction allows a parallel four bit to eight bit lookup, the
bit permutations following P and Q can be unrolled for each layer to provide
shifted and spread versions of their output. For example, Q(0x1) = 0xE = 11102

but following the first layer the upper two bits get shifted two positions towards
the MSB: here the lookup provides Q0(0x1) = 0x32 = 1100102. This unrolling
yields the following six lookup tables for the corresponding layers:

tQ0 = 0x20012313311000333003022212113221

tP0 = 0x0408804C488488C4C08C404400C8CC0C

tP1 = 0x01022013122122313023101100323303

tQ1 = 0x80048C4CC44000CCC00C08884844C884

tQ2 = 0x08010B070D04000F0C03020A06050E09

tP2 = 0x102080706090A0D0C0B0405000E0F030.

As the last layer does not permute the bits, note tP2 and tQ2 are simply the
nibble-shifted and original contents as bytes, respectively, of P and Q.

With these tables in hand, the following steps implement layer i of S:

1. Mask the lower nibble of each byte in the input vector. (pand)
2. Bit-shift the input four positions towards LSB and mask again. (psrlq, pand)
3. Shuffle tPi and tQi with their respective indices from the above steps. (pshufb

× 2)
4. Bitwise OR the two outputs together. (por)

Iterating this concept for all layers shows that S can be realized in parallel on all
16 input bytes using six pand, three psrlq, six pshufb, and three por. Another
option is to pair-wise reverse the wires on one mini-box per layer and use an
XOR swap on two bits instead to implement the permutations between layers.
It seems this does not reduce the operation count for current Intel processors.



276 B.B. Brumley

Moving on to other components, the näıve way to implement the transpose τ
requires a single pshufb instruction with indices defined as

tτ = 0x0F0B07030E0A06020D0905010C080400

but in fact, by modifying the cipher and key schedule appropriately τ can be
omitted. Consider the operation of rounds 1 and 2:

σ[K2] ◦ θ ◦ τ ◦ γ ◦ σ[K1] ◦ θ ◦ τ ◦ γ.

With H a symmetric matrix (HT = H), observe that the composition θ◦τ yields
aT · H = (H · a)T . Denote K̂1 as τ applied to K1 and θ̂ : a �→ H · a. Note γ
is invariant under τ ; it is not affected by any byte ordering. Then the following
expression, essentially relying on the fact that τ is an involution, yields the same
output:

σ[K2] ◦ θ ◦ γ ◦ σ[K̂1] ◦ θ̂ ◦ γ.

Hence all even rounds use the unmodified round keys and θ while odd rounds
use transposed round keys and θ̂. With an even number of rounds, τ never
needs to be applied during cipher operation. This is similar in spirit to Hamburg
eliminating ShiftRows when implementing AES [10, 4.2].

For the linear layers θ and θ̂, viewing the input vector components as ai ∈
IF28 , examining the matrix products reveals we need aibj for all i and all bj ∈
{1, x, x2, x2+x}. That is, we need the result of three distinct linear maps applied
to the input. Applying the machinery from Sect. 3.1 yields t2 = ax and t4 = ax2,
then the final product is t6 = t4 + t2. The outputs of θ and θ̂ differ only in how
these ti are subsequently shuffled. For θ, these vectors are shuffled using the
following indices corresponding to their positions in the columns of H :

tθ2 = 0x0E0F0C0D0A0B08090607040502030001

tθ4 = 0x0D0C0F0E09080B0A0504070601000302

tθ6 = 0x0C0D0E0F08090A0B0405060700010203

and the output is the XOR-sum of these three shuffled vectors with the input.
This strategy realizes θ using seven pshufb, six pxor, two pand, and one psrlq.
Note the pand can be eliminated by merging these layers with γ; the last layer
of S does not permute the bits so the output from the final P and Q can be
used directly as the indices for the linear maps. The byte shuffles for θ̂ are much
more regular; for example

tθ̂2 = 0x0B0A09080F0E0D0C0302010007060504

which in fact is not a byte shuffle but a dword shuffle pshufd that is more efficient
since it takes an immediate operand.

For the key schedule, it remains to implement both the permutation π and
key extraction ω; the former requires only one pshufb instruction with indices
defined as

tπ = 0x0306090C0F0205080B0E0104070A0D00.
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Unfortunately ω is quite a different situation compared to θ, where the prod-
uct of every entry in the matrix with every component of the input vector a is
required. For example, here (x2 + x)ai is only needed for 4 ≤ i < 8. When com-
puting with 16-component vectors, this kind of selective computation is difficult
to accomplish in an elegant fashion.

On the other hand, realizing multiple linear maps as in Sect. 3.1 with the same
input amortizes the cost of the first two steps: the nibbles (indices into tables)
need be produced only once. In light of this, one strategy is over-computation
by producing aibj for all i and all bj as distinct entries in V . Computing six
of the maps (02, 04, 08, 14, 3A, and 40) is enough to reach the remaining two
with XOR chains (06 and 78). This strategy uses twelve pshufb, nine pxor, two
pand, and one psrlq.

Denote the resulting vectors by ri; these need to be combined at different
indices before XOR-summing them to arrive at the result (three pxor). For
column j of V with entries [v0j , v1j , v2j , v3j ] the needed vector is

[v0j [a4j , . . . , a4j+3], v1j [a4j , . . . , a4j+3], v2j [a4j , . . . , a4j+3], v3j [a4j , . . . , a4j+3]].

One way to achieve this is through a series of interleaves: punpckldq interleaves
the lower two 4-byte values in the first operand with those in the second, and
punpckhqdq the high 8-byte value.

The following illustrates this concept with j = 1 where vectors {r1 = a, r2 =
ax, r6 = a(x2 + x), r8 = ax3} facilitate constructing the vector

[a4, a5, a6, a7, 02a4, 02a5, 02a6, 02a7, 06a4, 06a5, 06a6, 06a7, 08a4, 08a5, 08a6, 08a7].

Here the ri are filled with dummy data to help observe the interleaving action:

r1 = 0x33333333222222221111111100000000

r2 = 0x77777777666666665555555544444444

r6 = 0xBBBBBBBBAAAAAAAA9999999988888888

r8 = 0xFFFFFFFFEEEEEEEEDDDDDDDDCCCCCCCC

t0 = 0x55555555111111114444444400000000 (punpckldq)

t1 = 0xDDDDDDDD99999999CCCCCCCC88888888 (punpckldq)

t2 = 0xDDDDDDDD999999995555555511111111 (punpckhqdq).

These operations accomplish the goal of extracting bytes v4, . . . , v7 from each
of the given v = ri to a vector in a specific order corresponding to column j
of V . The vectors for other j are obtained similarly with three instructions,
but different interleaves. The exception being j = 0, using only one pshufd to
broadcast the lower 4-byte value of the input across the vector.

A Bit-slice Approach. Käsper and Schwabe use the SIMD registers to repre-
sent eight AES instances running in parallel [11]. While these can be unrelated in-
stances with different keys, parallel block cipher modes such as counter mode are
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where this method is particularly interesting: encrypting the next eight counter
values under one key in parallel. Eight SIMD registers hold the entire state for
these eight instances, but each register represents one bit-slice of the state bytes
for all instances.

Naturally, the same approach can be used to implement Anubis in counter
mode. Denote 128-bit SIMD registers ri for 0 ≤ i < 7 each holding bit i of all
state bytes. Byte j of ri holds bit i of the jth state byte for all eight instances,
each instance at a fixed offset within these bytes. Figure 2 depicts this structure.

With this representation, some of the components from the previous section
remain unchanged and are simply iterated for each ri. For example, τ , π, and
the shuffles at the end of θ. As this counter mode implementation uses only a
single key, the key schedule components stay the same, but the resulting round
keys must be subsequently converted into bit-slice format using eight times the
storage. See [11, Sect. 4.1] for a brief discussion on general data conversion
to and from bit-slice format. This implementation uses the same code for said
conversion.

The two components that differ significantly in implementation compared to
the serial case are the nonlinear layer γ and linear layer θ (θ̂), the only layers
where any time consuming operations are carried out during encryption. The
previous serial implementation relies heavily on pshufb as a lookup table to
realize γ. In contrast, bit-slicing relies on boolean expressions alone to evaluate
the S-box, facilitated by access to individual bits of all state bytes collected in
one register. Indeed, this is the allure of bit-slicing.

The specification gives boolean expressions for P and Q with 18 gates each,
implementing S with 108 gates [2, Appx. B]. This is not significantly lighter than
the current smallest published AES S-box with 115 gates [6], although the former
appeared at inception while the later took roughly a decade of research to whittle
down, and further they are not immediately comparable as the later employs
XNOR gates. Regardless, in software register-to-register moves must also be
considered since most SSE instructions, particularly those for bitwise operations,
do not allow passing a separate destination operand. The simple construction
of S as an SPN using smaller P and Q easily allows the implementation to
remain entirely within the working register set: the stack is not required, and in
this work the implementation of γ uses 148 instructions. Table 1 compares the
instruction counts to that of AES [11, Tbl. 2] and the result suggests, when bit-
slicing in software, the Anubis S-box is slightly more efficient compared to that
of AES. In practice, instruction scheduling is equally important: alas a succinct,
meaningful comparison is not straightforward.
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Fig. 2. Bit-slice state representation for Anubis
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For the linear layer, similar to an AES MixColumns, viewing the input and
output of θ as matrices one can derive a formula for each byte of the output:

bij = aij + x(ai1−j + ai3−j + x(ai2+j + ai3−j))

where all the subscripts are modulo 4. Each multiplication by x implies three
XOR gates for reduction. This leads to a cost of 38 pxor and 24 pshufb (pshufd
for θ̂), notably heavier than the 27 pxor and 16 pshufd of MixColumns [11,
Sect. 4.4]. The difference in pxor counts is simply due to the fact that the entries
of H have higher degree than those for MixColumns, and the above formula for
each byte contains one extra term in the sum. The difference in shuffle counts
is due to the fact that the shuffles for MixColumns are simple dword rotations,
and one can reduce the required shuffles per bit from three to two. The shuffles
for H are not as simple and do not seem to allow this.

3.3 Implementing Khazad

This section presents two Khazad implementations, analogous to the previous two
Anubis implementations. Both require a parallel block cipher mode when only a
single key is used. The strategies are in fact so similar to those of Anubis that
only a brief summary is provided. The implementations of the nonlinear layer γ
stay the same; the key extraction ω and permutations π and τ in Anubis have no
equivalent in Khazad, so the only component to consider is the linear layer θ.

Two Parallel Instances. As the SIMD registers are 16-byte and Khazad main-
tains an 8-byte state, here the analogous SIMD implementation of Khazad runs
two instances in parallel, for convenience restricted here to the same key using
counter mode. The strategy to compute θ is the same as the corresponding layer
in Anubis. First compute three linear maps (02, 04, and 08) and derive the re-
maining maps with XOR chains. The output is the XOR-sum of the input and
the seven shuffled vectors resulting from the linear maps. This implementation
uses 15 pxor, 13 pshufb, two pand and one psrlq.

Table 1. S-box instruction counts compared

pxor pand/por movdqa Total

AES 93 35 35 163
Anubis 66 42 39 147

Sixteen Parallel Instances. Lastly, the bit-slice implementation of Khazad
in counter mode. Khazad works on 8-byte blocks and with 128-bit SIMD regis-
ters aligning the bits of bytes in the state, this implies 16 parallel streams. The
approach to implement θ is exactly the same as with the bit-slice Anubis imple-
mentation: derive a formula for the output bytes and accumulate the result in
output bits iteratively. For each of the eight input bits, this works out to 14 pxor
and seven pshufb to produce a degree-10 polynomial. Similarly the reduction
uses a total of 12 pxor to clear the three top bits.
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4 Results

This section presents the timing results for all of the implementations described
in this paper. The machine used for benchmarking is an Intel Core 2 Duo E8400
“Wolfdale” (45 nm) with 4GB of memory running Ubuntu 9.10, kernel 2.6.31-21,
and gcc 4.4.1. Table 2 contains the timings for long streams. Timings are median
over 1K runs obtained from the CPU time stamp counter rdtsc.

To place the results in some context, benchmark results of existing AES code
running on the same machine are included as well. Hamburg’s AES implemen-
tations includes a benchmarking script and the reported time is for encrypting
4kB [10]. Käsper and Schwabe implement the eSTREAM API that benchmarks
a number of different metrics; the reported time is the best result from the
test suite, that of “Encrypted 60 packets of 1500 bytes (under 1 keys, 60 pack-
ets/key)”.

Note that one purpose of this work is to improve the security and, if pos-
sible, speed of Anubis and Khazad software implementations. Hence the AES
timings are only included as a rough benchmark and are not for direct compar-
ison. In particular, AES-128 has 10 rounds while Anubis-128 has 12. They have
very different code footprints: AES encryption and decryption are implemented
separately, while with Anubis and Khazad they only differ in the key schedule.

Table 2. Timing results in cycles per byte

Cipher Method Language Mode Instances “Wolfdale”

Anubis SSSE3 C CTR 1 21.7
Anubis SSSE3 C CBC 1 20.7
Anubis SSSE3 C CBC−1 1 20.3
Anubis SSSE3 asm CTR 8 9.2
Anubis Table C [2] CTR 1 20.7
Anubis Table C [2] CBC 1 21.3
Anubis Table C [2] CBC−1 1 21.2
Khazad SSSE3 asm CTR 2 18.6
Khazad SSSE3 asm CTR 16 10.3
Khazad Table C [3] CTR 1 19.8
AES SSSE3 asm [10] CTR 1 11.6
AES SSSE3 asm [10] CBC 1 11.0
AES SSSE3 asm [10] CBC−1 1 13.6
AES SSSE3 asm [11] CTR 8 8.0

The timings in Table 2 show that the serial Anubis implementations outline
here are very competitive with the purely table-based implementation. In par-
ticular, there is no significant penalty to realize protection against cache-timing
attacks on this platform. The compiler is able to optimize the C implementation
using compiler intrinsics for SIMD operations quite well; it is unclear how to im-
prove it by hand-crafted assembly. For parallel modes, the bit-slice approach is
significantly more efficient than the serial approach for both Anubis and Khazad.
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5 Conclusion

This paper presents a number of constant-time implementations of the Anubis
and Khazad block ciphers. The results show that constant-time and efficient are
not mutually exclusive with respect to their software implementation. The work
here also further showcases the potential of a vector-byte shuffle instruction to
provide both secure and fast software implementations of cryptosystems.

It is worth mentioning that at least two other primitives make use of the com-
pact S-box used in Anubis and Khazad [4,15]. Its particularly efficient software
implementation here, in serial using pshufb or parallel when bit-slicing, greatly
encourages further use: perhaps as a building block for other primitives.

Realizing the threat that timing attacks pose to software implementations,
more recent trends in cipher design are away from the rather traditional view
of an S-box as a lookup table towards methods that better suit constant-time
implementations using native instructions supported by common processors. For
example, the Threefish block cipher explicitly states this as a design criteria [9,
Sect. 8.1], using an extremely simple nonlinear function MIX consisting of a ro-
tation, XOR, and addition modulo 264 iterated during a large number of rounds.
However, equipped with powerful instructions like pshufb it will be interesting
to see how cryptologists harness this machinery and what the future holds for
cipher design.
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Abstract. PASSERINE1 is a lightweight public key encryption mechanism
which is based on a hybrid, randomized variant of the Rabin public key encryp-
tion scheme. Its design is targeted for extremely low-resource applications such
as wireless sensor networks, RFID tags, embedded systems, and smart cards. As
is the case with the Rabin scheme, the security of PASSERINE can be shown
to be equivalent to factoring the public modulus. On many low-resource imple-
mentation platforms PASSERINE offers smaller transmission latency, hardware
and software footprint and better encryption speed when compared to RSA or
Elliptic Curve Cryptography. This is mainly due to the fact that PASSERINE
implementations can avoid expensive big integer arithmetic in favor of a fully
parallelizable CRT randomized-square operation. In order to reduce latency and
memory requirements, PASSERINE uses Naccache-Shamir randomized multipli-
cation, which is implemented with a system of simultaneous congruences modulo
small coprime numbers. The PASSERINE private key operation is of compara-
ble computational complexity to the RSA private key operation. The private key
operation is typically performed by a computationally superior recipient such as
a base station.

Keywords: Rabin Cryptosystem, Randomized Multiplication, RFID, Wireless
Sensor Networks.

1 Introduction

Public key encryption is often viewed as unimplementable for extremely low-resource
devices such as sensor network nodes and RFID tags. However, public key cryptog-
raphy offers clear security advantages as fixed secret keys do not have to be shared
between the two communicating parties. The PASSERINE public key encryption op-
eration is very light, but the private key operation is approximately as computationally
demanding as the private key operation of RSA.

For (RFID) authentication purposes a protocol can be devised that requires the tag to
only perform public key encryption using the interrogator’s public key.

In a military application a large number of sensors may be dispersed to an area of
operations to lay passively dormant until an a particular combination of events triggers

1 PASSERINE 0.7 of October 2010. This is a short “work in progress” report.
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their activation. In such a scenario, key management with symmetric-only encryption
may become exceedingly difficult. A single captured and reverse-engineered sensor unit
may reveal all shared keys that it contains, possibly compromising the entire sensor
network. Use of public-key cryptography simplifies key management and also reduces
the need to protect keying information contained in the node. Each node only needs
to store its unique identifier and the public key of the secure receiving station. The
adversary can only impersonate a single physically captured sensor unit.

In this scenario the devices are controlled by a base station that stores their private
identifiers. The devices only need to be able to perform the public key operation - to
broadcast messages to the base station. A sensor unit can securely authenticate an an-
other node with the aid of the trusted base station.

1.1 Previous Work

The use of Rabin encryption in low-resource platforms has been investigated by Shamir
[19], Gaubatz et al. [6,7] and more recently by Oren and Feldhofer [14]. The approaches
considered in these papers differ significantly from PASSERINE; Gaubatz et al. do not
consider randomized multiplication but only bit-serial multiplication. Shamir, Oren and
Feldhofer use randomized multiplication but not CRT arithmetic nor payload encod-
ing into the random mask. Systems described in [14,19] require substantial amounts
of real randomness, which may be difficult to generate in a resource-strained device.
PASSERINE requires only a single random 128-bit key for each message. Naccache et
al. [12] use randomized multiplication and CRT arithmetic (which they call Brugia-di
Porto-Filipponi number system after [4]) in a low-resource implementation of a related
identification protocol which was subsequently broken in [5].

2 The PASSERINE Randomized Rabin Cryptosystem

Rabin’s public key cryptosystem [18] is in many ways similar to the RSA cryptosystem.
Let n be a product of two large primes p and q. In order to facilitate implementation,
these primes are often chosen so that p ≡ q ≡ 3 (mod 4). To encrypt a message x, one
simply squares it modulo the public modulus n:

z = x2 (mod n). (1)

The Rabin private key operation requires computation of modular square roots and is of
comparable complexity to the RSA private key algorithm. Since there are a total of four
possible square roots (

√
z ≡ ±x mod p and

√
z ≡ ±x mod q), a special mechanism

is required in to mark and find the correct root. We refer to standard cryptography
textbooks such as [9] for a discussion about implementation options.

The main distinguishing factor for the Rabin cryptosystem, in addition to being
slightly faster than RSA in encryption, is that it is provably as secure as factoring. This
equivalence may or may not hold for RSA [1,3].
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2.1 Shamir’s Randomized Variant

In Eurocrypt ’94 [19] Shamir proposed a randomized variant of the Rabin cryptosys-
tem that avoids arithmetic mod n by using a random masking variable r > n. The
encryption operation is

z = x2 + r · n. (2)

The private key operation is essentially the same as with the standard Rabin scheme.
Randomized multiplication was originally considered by Naccache [11], albeit for

a different application. Shamir proved that this randomized variant has equivalent se-
curity properties to the standard version. The main drawback from avoiding modular
arithmetic is that the ciphertext roughly doubles in size and that a large amount of high
quality random bits must be generated for r. We avoid this problem using an encoding
technique described in Section 2.3.

2.2 Arithmetic Modulo a Set of Coprime Numbers

A large majority of the implementation footprint of traditional public key encryption
schemes such as RSA or ECC tends to be consumed by implementing large finite field
multiplication and exponentiation. We avoid this by using arithmetic modulo a set of
coprime numbers.

Let b1, b2, . . . , bk denote a base, a set of coprime numbers, and B =
∏k

i=1 bi their
product. The Chinese Remainder Theorem (CRT) states that any number x, 0 ≤ x <
B can be uniquely expressed as a vector xi that represents a set of k congruences
xi = x mod bi when i = 1, 2, . . . , k. Furthermore, ring arithmetic modulo B can be
performed in this domain. To compute the sum, difference or a product of two numbers
mod B, all one needs to do is to is to add or multiply the individual vector components
i, each mod bi. Multiplication modulo B therefore has essentially linear complexity.
Looking at Equation 2, one notices that when z < B, the entire public key computation
can be performed in the CRT domain. This observation was first made in [4,12].

Encryption Latency. One of the main advantages of a CRT implementation of
PASSERINE is that serial transmission of encrypted data may be started immediately
after the first word of x2 + r · n has been computed. This is not the case with RSA or
in ECC cryptography. This technique also helps to reduce the memory requirements of
a PASSERINE implementation.

2.3 Carrying Payload Data in the Randomization Mask

An important and novel feature of PASSERINE is that r is used to carry payload data
that has been encrypted using a random symmetric key, contained in x. This encoding
technique allows us to essentially double the transmission bandwidth of the channel
when compared to the original proposal by Shamir in [19].
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3 Implementing PASSERINE Public Key Operation on a
Low-Resource Platform

We targeted our implementation of PASSERINE encryption for low-power 8/16 - bit
microprocessors and microcontrollers typically found in active RFID and wireless sen-
sor network applications. We chose to use a 1025-bit public modulus, which offers a
reasonable level of security [8]. For highly sensitive data, a larger modulus should be
used. For symmetric encryption, we use AES-128 in counter mode.

The total code size is about 750 bytes on the ultra-low power MSP430 microcon-
troller architecture (we used TI CC430F6137 which has a 32-bit hardware multiplier
and an AES accelerator and is therefore well suited for this application). For a 32-bit
x86 platform the implementation size was 1136 bytes, including a tiny AES implemen-
tation. These implementations do not call any external functions. The implementations
were in C and compiled with GCC-MSP430 4.4.3 and GCC 4.4.3.

The CRT base (Section 2.2) was chosen to consist of 64 primes 4294965793 . . .
4294967291 and the word 232. The encoding capacity is

∏65
i=1 bi ≈ 22079.999982, which

is very close to the maximum channel capacity of 2080 bits.

Encoding parameters:

n = A 1025-bit public modulus.

m = k d0 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 c

x = First 1024 bits of m.

r = Remaining 1055 bits of m.

Public Key Encryption Operation:

x2 = A 2048-bit square.
+

rn = A 2080-bit randomization mask.
=

z = Ciphertext (2080 bits).

Transmission in CRT format:

z′ = 65× 32 - bit words (2080 bits, capacity 2079.99998)

Fig. 1. Encoding of key and payload in PASSERINE. Encryption is actually performed using CRT
representation (modulo small primes in base b), not in standard two’s complement representation

Figure 1 illustrates PASSERINE data encoding. We use AES-128 [13] in counter
mode (CTR) for encryption of data blocks di. The first 1024 bits (m[0..31]) of the
message are used as x and the latter 1056 bits (m[32..64]) as r in Equation 2.

Current v0.7 implementation sacrifices some message integrity protection for sim-
plicity and only a 31-bit checksum c is used. Incorporating an authenticated encryption
mode such as the EAX [2], CCM [15] or GCM [16] is straightforward. Our final hard-
ware design will use GCM, which is also a part of NSA’s “Suite B cryptography” [17].
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4 PASSERINE Private Key Operation and Decryption

We implemented the private key operation in C using the OpenSSL library for both
fast big number arithmetic and AES. The implementation required only about 230 code
lines. In this section we will only give the relevant mathematics.

A straightforward method for converting the ciphertext to conventional two’s com-
plement binary representation is given in Equation 3. Here bi is the base with k = 65
coprime numbers, B =

∏k
i=1, and the CRT ciphertext vector zi satisfies 0 ≤ zi < bi

for each i.

z =

(
k∑

i=1

zi · B

bi
·
(B

bi

)−1

bi

)
mod B. (3)

The de-CRT coefficients di = (B/bi) · (B/bi)−1
bi

in Equation 3 can be precomputed as
they do not depend on the private parameters used.

Computing the square root. For decryption, one needs the private factorization pq of
n. Rabin decryption is significantly easier to implement when p ≡ q ≡ 3 mod 4 and we
will assume that this is the case. There are four square roots for every quadratic residue
mod pq:

xp = (z
p+1
4 mod p) · q · q−1

p . (4)

xq = (z
q+1
4 mod q) · p · p−1

q . (5)

The four square roots of z are given by x = {xp + xq, xp − xq,−xp + xq,−xp −
xq} (modn). The correct root can be recognized using authenticator c.

Symmetric decryption. Once the correct square root x is found, the mask r can be
derived from

r =
z − x2

n
. (6)

We can then concatenate the two values and obtain the full message m = x || r, which
contains the symmetric decryption key and proceed to decrypt the entire data payload.

5 Further Work

The PASSERINE system has been implemented on the Texas Instruments CC430F6137,
which is a MSP430 architecture MCU with an integrated sub-1-GHz wireless transceiver.

We are currently implementing wireless sensor applications in the 433 MHz band us-
ing the CC430F6137. Further implementation details and applications will be discussed
in a separate report.

Acknowledgements. The author gratefully acknowledges financial support from
Matine (Project 776). Further work on the PASSERINE project has been undertaken
with Revere Security Corp. after the publication of this initial report.
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