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Chapter 6  
Transmitter Design for MIMO Wireless 
Communications 

The high demand for broadband multimedia Internet access and wireless connec-
tions has increased the need for more advanced and sophisticated wireless com-
munication systems. However, wireless channels usually provide limited band-
width and lower quality links.  

The next generation of wireless technologies is targeting two essential goals in 
their design and development. One is the provision of high-speed data rates up to 
100 megabits per second (Mb/s) for mobile users and 1 gigabit per second (Gb/s) 
for stationary users. Achieving the goal of improving the data rate and increasing 
the system capacity is feasible through the use of more advanced signal processing 
and coding techniques, such as spectral efficient 64-QAM (quadrature amplitude 
modulation), orthogonal frequency-division multiplexing (OFDM), and multiple 
input multiple output (MIMO) topology.   

6.1    Complexity and Cost in MIMO Systems  

MIMO wireless communication systems are designed to deliver either maximal 
diversity to enhance transmission reliability or to increase maximal multiplexing 
gain to support high data rate [1]. The channel capacity and spectral efficiency of 
a MIMO system is usually much higher than that of a single-input single-output 
(SISO) system. This can be achieved by employing multiple antennas at the 
transmitter and receiver.  

This performance of a MIMO system can be quantified by the spatial multip-
lexing gain. Therefore, it is possible to send parallel independent data streams to 
achieve overall system capacities scaled with ),min( rt NN , where tN  and rN  

are the number of receiving and transmitting antennas [2]. On the other hand, if 
the signal copies are transmitted from or received at multiple antennas, this mul-
tiantenna system can provide a gain that enhances the reliability of a wireless link. 
This gain is known as diversity gain, which is achieved by space-time coding. 
Both diversity and multiplexing gain can be supported by MIMO systems at the 
same time, but there is a fundamental trade-off between them [1].  

In multi-branch transceivers, multiple radio frequency (RF) front-ends are inte-
grated on the same platform. Multiple modulated signals are simultaneously 
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transmitted and received using these RF front-ends. The multi-branch MIMO tran-
sceiver is a simple case of MIMO transceiver architecture, which can improve the 
power and diversity gains of the system. Transmitter and receiver nonlinearity, 
modulator imbalance and other impairments should be considered in the design of 
each branch of a multi-branch transceiver. In addition, when multiple transmis-
sion/reception paths are realized on the same chipset, new issues are generated, 
such as RF crosstalk between the multiple paths, which are due to the proximity of 
the different circuits [3].   

A multi-branch transceiver with N  antennas at the transmitter and N  anten-
nas at the receiver is demonstrated in Figure 6.1. This system uses multiple paral-
lel RF front-ends, and the number of RF front-ends is equal to the number of an-
tennas. At the receiver, the baseband processing unit decodes N  received 
baseband paths to recover the signal and also to obtain the diversity gain.  

 

 

Fig. 6.1 A conventional multiantenna receiver 

The multiple antenna RF front-end architecture design usually leads to higher 
complexity and hardware costs in the RF section. Furthermore, increasing the 
number of antennas causes growth in RF circuit mismatches and coupling. In fact, 
these issues limit the application of a high number of antennas at the transceiver. 
One option to overcome such a problem is the adoption of a single RF front-end in 
a MIMO system, where a single RF path is implemented instead of multiple paral-
lel RF paths [2], [4]. This reduces the complexity and cost of an RF section and al-
so enables a compact design with lower power consumption.        

An orthogonal transmission of multiple RF streams over a single front-end 
must be identified for the realization of a single RF front-end path. Common de-
signs that may be used for a single receiver front-end realization are the antenna 
selection technique [5], frequency-division multiplexing, time-division multiplex-
ing [1], and code-division multiplexing [6].  

6.2   Transmitters Architectures  

Several architectures have been proposed for transmitters in wireless communica-
tions, which are dependent on the performance requirements.   
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6.2.1   Direct Conversion Transmitter 

The direct conversion transmitter architecture has received considerable attention 
for multi-standard, multi-band applications, due to its smaller number of compo-
nents and usability. This architecture consists of a digital baseband processing 
unit, digital-to-analog converters (DACs), a direct up-converter, a PA, and an an-
tenna. The digital baseband processing unit has the responsibilities of digital mod-
ulation, coding and filtering, in order to develop and synthesize an appropriate 
transmission signal from the digital input data.  

The DACs convert the digital in-phase (I) and quadrature (Q) baseband signals 
to analog signals, which feed the quadrature modulator for direct up-conversion. 
Analog signals are directly up-converted to the RF with I and Q carriers. The 
block diagram of a direct conversion transmitter is shown in Figure 6.2. The 
bandpass filter after the signal summation is used to suppress the out-of-band sig-
nals produced by the harmonic distortion of the carrier. The RF signal power is in-
creased by the PA for transmission through the antenna. 

 

 

Fig. 6.2  Block diagram of a direct conversion transmitter 

The direct conversion transmitter is theoretically simple, and there are no in-
termediate frequency (IF) components. The drawbacks of this architecture are lo-
cal oscillator (LO) leakage at RF frequencies, voltage controlled oscillator (VCO) 
pulling, and the requirement of an I/Q mixer at RF frequencies [7]. The direct 
conversion transmitter suffers from unequal complex gains of the I and Q paths. 
This depends on the frequency and operating temperature. The quality of the out-
put RF signal is strongly affected by the I/Q imbalance caused by the modulators.  

In addition, the PA stage has nonlinear behavior, which deteriorates the output 
signal quality and produces out-of-band power emission. Digital predistortion 
(DPD) techniques are suitable candidates to enhance the signal quality and com-
pensate for the out-of-band power. However, the I/Q imbalance at the transmitter 
can considerably reduce the linearization capacity of the digital predistorter [8].    
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6.2.2    Superhetrodyne Transmitter 

The most common double conversion approach is the superheterodyne architec-
ture. A schematic of a superheterodyne transmitter is shown in Figure 6.3. In the 
first stage, the baseband input is up-converted to IF by an I/Q mixer. The first 
bandpass filter, BP1, shown in this figure reduces any spurious out-of-band power 
prior to the second up-conversion. In the second stage, the IF signal goes through 
a second up-conversion to achieve the desired transmit frequency. A second band-
pass filter, BP2, can be utilized to filter additional spurious out-of-band power 
caused by the second mixing operation [9]. The IF frequency is determined by the 
first LO frequency, 1f . Two frequencies are generated by the second mixer stage, 

12 ff +  and 12 ff − .  One of the frequencies is selected by the second bandpass 

filter and the unwanted frequency (image frequency) is rejected.     
The superheterodyne architecture was developed to overcome the inherent 

problems in the direct conversion or homodyne architecture. In this architecture, 
some of the unwanted frequency components originating from nonlinearities (e.g., 
in the mixers) can be removed by filters. Figure 6.4 shows the frequency plan of 
the superheterodyne transmitter with one IF frequency.  

 

 

Fig. 6.3 Block diagram of a superheterodyne transmitter 

 

 

Fig. 6.4 Frequency plan of the superheterodyne transmitter 
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6.3   Brief Overview of MIMO Transmission Schemes  

In telecommunications, multiplexing is a technique by which multiple analog sig-
nals or digital data streams are combined into a single signal to be transmitted over 
a shared medium. The basis of the multiplexing technique is the division of the en-
tire signaling dimensions into parts or channels and the allocation of these parts or 
channels to different users. The most common techniques of dividing signal space 
are along the frequency, time and code axes, which are called frequency-division 
multiplexing (FDM), time-division multiplexing (TDM), and code-division mul-
tiplexing (CDM).  

6.3.1   FDM Technique 

FDM is a technique that combines several signals into one medium by sending sig-
nals in several distinct frequency ranges over that medium, as shown in Figure 6.5 
(a). This is a familiar technique in many industries, such as telephone and commer-
cial radio and television broadcasting. Although the FDM technique can be applied 
to both analog and digital systems, it has been widely used in the analog communi-
cation systems.  

Guard bands are used in the FDM technique to avoid interference between 
channels. The FDM produces a spectral efficiency, which is due to the transmis-
sion rate that is quite close to the maximum rate needed by the user. FDM needs 
frequencies that can provide different carriers with different channels, because the 
transmission in communication systems is continuous.    

6.3.2   TDM Technique  

TDM is a multiplexing technique that allows more than one user to access RF chan-
nels without any interference between them. Figure 6.5 (b) shows how the frequency 
channels are shared at different times. It involves the sequencing of groups of sig-
nals from each individual input, so that they can be associated with the appropriate 
receiver. TDM has been used in digital communication technologies, including sig-
nificant application in cellular phone technologies. The guard times are used in the 
TDM technique to reduce the transmission impairments, such as delay propagation, 
the transient response of the pulse signal, and other impairments.  

6.3.3   CDM Technique  

CDM is a multiplexing technique where several channels share the same frequen-
cy spectrum at the same time, as shown in Figure 6.5 (c). CDM employs spread-
spectrum technology and a special coding method in which each transmitter is  
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assigned a code, allowing multiple users to be multiplexed over a shared physical 
medium. Direct sequence spread spectrum (DSSS) and frequency hopping are two 
forms of the CDM technique. In CDM, the modulated coded signal has a much 
higher bandwidth than the data being communicated. One of the early applications 
for CDM is in Global Positioning Systems (GPSs). CDM techniques are also used 
in wireless networks due to the advantage of reducing the interference among dif-
ferent users.     

 

 

Fig. 6.5 Time and/or frequency sharing in (a) TDM, (b) FDM and (c) CDM techniques  

6.4   MIMO Transceiver Architectures  

MIMO refers to a system where multiple inputs have interaction with multiple 
outputs. In the context of wireless communications, MIMO refers to topologies in 
which multiple modulated signals, separated in the space, time or frequency do-
main are simultaneously transmitted through an RF front-end. A MIMO system 
with modulated signals separated in the space domain is are already known as a 
MIMO system in wireless communication theory. This topology has multiple 
branches of RF front-ends that are involved in simultaneous transmission of sig-
nals. A MIMO system with modulated signals separated in the frequency domain 
is a system in which multiple signals modulated in different carrier frequencies are 
transmitted all together through a single-branch RF front-end.        

6.4.1   Antenna Selection Architecture 

Antenna selection techniques in spatial multiplexing at the transmitter and/or re-
ceiver can lead to simpler RF front-end MIMO systems. Based on antenna selec-
tion techniques, some of the available antennas are chosen; therefore, fewer RF 
chains than the number of transmitter and/or receivers antennas are used. Conse-
quently, this reduces cost and complexity; and, at the same time, the system per-
formance is maintained. The antenna selection technique, both in the transmitter  
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and receiver of a MIMO system, is demonstrated in Figure 6.6. Although the im-
plementation of the antenna selection technique in the receiver is straightforward, 
the implementation in the transmitter needs a feedback path from the transmitter to 
the receiver [2].   

 

 

Fig. 6.6 A MIMO system with antenna selection technique 

 The performance of the antenna selection algorithm is largely dependent on the 
objective function or the selection criterion utilized to construct the subset of an-
tennas. Several criteria have been introduced. A number of common selection cri-
teria are briefly presented in the following subsections.  

6.4.1.1   Maximum Capacity Criterion 

Channel capacity maximization is a typical criterion for antenna selection. An ana-
lytical bound for the channel capacity of MIMO systems with antenna selection 
[1], [10] can be given as: 

∑
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1
2 1log γρ

                                             (6.1) 

where ρ  is the mean signal-to-noise ration (SNR), rK  is the number of selected 

antennas in the receiver, and iγ  represents the squared norm of the i th row of the 

MIMO channel matrix, H , which is ordered from the smallest to the largest. 
Based on the capacity formula in (6.1), the capacities for all possible subsets of a 
receiver’s antennas, Pp ∈ , are calculated; and, the subset with the largest ca-

pacity pC  is selected.  
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6.4.1.2   Maximum Minimum Singular Value Criterion 

For each subset of receiver antennas, Pp ∈ , the minimum singular value ( minλ ) 

corresponding to different pH  is calculated. Then, the subset with the largest 

minλ  is selected.  

6.4.1.3   Norm-Based Selection (NBS) Criterion 

In the norm-based selection (NBS) criterion, the subset of receiver antennas re-
lated to the rows of H  with the largest Euclidean norm is chosen. Although this 
technique is not optimal when the number of RF front-ends is greater than one 
[11], it remains a popular criterion because of its simplicity.    

6.4.2   Frequency-Division Multiplexing (FDM) Architecture 

In FDM architecture, the signals of different antennas are shifted in frequency 
with mixing by different LOs, added together, and transmitted through a single-
branch RF frond-end. Figure 6.7 shows the general block diagram of FDM  
architecture. The multiple signals from different antennas are separated in the fre-
quency domain. A single RF front-end is used to down-convert the signals, and 
the frequency shifts of the multiple streams are removed in the baseband block. 
The diversity gain is extracted by further processing [4]. Examples of this type of 
system are concurrent dual-band transmitters and multicarrier transmitters.  

A system-level performance of a scenario with two antennas at the receiving 
side was studied in [4]. Considering )(ts  as the passband signal with a center fre-

quency, cf , and a bandwidth, ω , the received signal of the first antenna is 

)()( 11 tntsh +⋅ ; and, the received signal from the second antenna is 

)()( 22 tntsh +⋅ , where )(1 tn  and )(2 tn  are the passband noise, and 1h  and 2h  

are the Rayleigh flat fading channel coefficients. The signal of second antenna is 
combined with a low-frequency oscillator at the same frequency (ω ), then filtered 
to remove the IF term.  

The deficiency of this technique is the requirement of a narrowband filter in the 
RF frequency. The simulation results for binary phase shift keying (BPSK) mod-
ulation using two antennas are demonstrated in Figure 6.8. The variation between 
the ideal and simulated curves for diversities 1 and 2 is related to the filter design 
and its quality factor. 

6.4.3   Time-Division Multiplexing (TDM) Architecture 

The general block diagram of TDM architecture is shown in Figure 6.9. In this ar-
chitecture, the same number of antennas as in the conventional topology is used,  
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Fig. 6.7  Realization of single-branch multiantenna receiver based on FDM 

 

Fig. 6.8 Bit error rate (BER) versus 0/ NEb  for a single frond-end receiver based on FDM 

using BPSK modulation [4] 

but instead of having multiple RF front-ends, a single pole, multiple-throw RF 
switch along with a single RF front-end are used to down-convert the RF signals 
to baseband. Furthermore, the signals are carried to the baseband processing unit 
using a de-multiplexer. The switch is used to capture the signals of all the anten-
nas for every symbol time interval of the modulated signal. This offers some con-
straints on the switching speed. In addition, careful alignment of the data before 
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Figure 6.10 shows the results of a time-multiplexed receiver using a raised co-
sine pulse shape filter with a roll-off factor of 0.5 for single antenna and two-
antenna cases using BPSK modulation. Zero forcing (ZF) receivers are imple-
mented. To compare the TDM architecture with a conventional architecture, the 
bit error rate (BER) of the multiple frond-end systems is demonstrated as well. 
The diversity gain using a single time-multiplexed RF front-end is equal to the di-
versity gain of the multiple RF front-end, as shown in Figure 6.10. This architec-
ture demands a wider bandwidth than the one used in the conventional MIMO re-
ceiving front-end.  

6.4.4   Code-Division Multiplexing (CDM) Architecture 

In code-division multiplexing (CDM), the signals from different antennas are mul-
tiplied by orthogonal codes and added together. At the receiver, a single RF front-
end is used to down-convert the resultant RF signals to baseband, where the sig-
nals are again multiplied by the orthogonal codes, integrated, and de-multiplexed. 
This technique is demonstrated in Figure 6.11. In the case of two receiver anten-
nas, the first and second signals are multiplied by 1( )C t  and 2 ( )C t  codes, respec-

tively, in the symbol duration, and then summed together. These codes should be 
orthogonal, i.e., 1( )C t  is equal to 1 between 0 and sT , and 2 ( )C t  is equal to 1 be-

tween 0 and 2/sT  and equal to -1 between / 2sT  and sT . sT  is the symbol dura-

tion. After summing the signals, the total signal, 

1 1 1 2 2 2( ( ) ( )) ( ) ( ( ) ( )) ( )h s t n t c t h s t n t c t⋅ + ⋅ + ⋅ + ⋅ , is down-converted using a single 

RF front-end. The baseband signal is expressed as 

1 1 1 2 2 2( ( ) ( )) ( ) ( ( ) ( )) ( )h s t n t c t h s t n t c t⋅ + ⋅ + ⋅ + ⋅ .  

Followed by down-conversion in the baseband processing unit block, the signal 
is multiplied by 1( )C t  and 2 ( )C t . This separates the signal into different paths. 

An integrator removes the effect of the other signals in each path. However, the 
effect of the noise of both antennas is preserved in each path. The output of the in-
tegrator in the first path can be obtained as: 
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  (6.2) 

where )(~ ts  is invariable in the symbol duration, sT , and the codes have unit 

energy. The third term is zero, which is due to the orthogonality of  1( )C t  and 

2 ( )C t ; and, )(~ ts  is constant in the symbol duration, sT . The fourth term is non-

zero, because 2 ( )n t  is stochastic and variable in the symbol duration.  
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The second and fourth terms of the integral have similar power; therefore, the 
output noise power using CDM is twice that of conventional design. The noise 
level is increased by )log(10 N  dB in each branch, when N  antennas are uti-

lized and the signals are down-converted with the CDM technique [12]. Figure 
6.12 demonstrates the simulation results for BPSK modulation using two receiv-
ing antennas. A separation of 3 dB can be noticed between the CDM technique 
and the conventional diversity system [4].  

 

 

Fig. 6.11  Realization of single-branch multiantenna receiver based on CDM 
 

 

Fig. 6.12 BER versus 0/ NEb  for a single frond-end receiver based on CDM using BPSK 

modulation [4] 
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6.5   Distortion and Impairment Compensation in MIMO 
Transmitters 

MIMO topology is a highly efficient solution for improving the spectral efficiency 
of wireless systems. Indeed, moving from SISO transceivers to MIMO transceiv-
ers could theoretically multiply the system capacity or data rate by the number of 
outputs integrated in the MIMO transceiver. However, MIMO topology faces var-
ious implementations issues that can be classified into two major categories. The 
first category consists of issues related to the general transceiver design, such as 
transmitter linearity, receiver dynamic range, and imbalance and leakage in mixers 
[3]. This group is not unique to MIMO systems.  

The second category is specific to MIMO transceivers. In multi-branch MIMO 
transceivers, crosstalk results from the coupling and interference between the sig-
nals of different branches. Crosstalk is more likely to take place between the 
branches, because the signals in different branches use the same operating fre-
quency and have equal transmission power [13]. This is more significant in an in-
tegrated circuit (IC) design, especially when the actual footprint of the circuit is 
small [14].  

RF crosstalk can be categorized as linear and nonlinear. Linear crosstalk occurs 
beyond the output of the transmitter, i.e., at the antenna, and can be modeled as a 
linear function of the interference and desired signals. This means the signal af-
fected by linear crosstalk does not pass through nonlinear components. Converse-
ly, nonlinear crosstalk affects the signal before it passes through nonlinear compo-
nents. This crosstalk that takes place in the transmitter circuit prior the PA is the 
main source of nonlinear crosstalk, since the PA is the main source of nonlinearity 
[3]. The origin and nature of both types of crosstalk are illustrated in Figure 6.13.        

 
Fig. 6.13 Linear and nonlinear crosstalk in dual-branch MIMO transmitters 
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6.5.1   Antenna Crosstalk 

Antenna crosstalk is the effect of the transmitted signal from one antenna element 
to another antenna element, which can be modeled as: 

AY X=                                                            (6.3)   

where 1 2[ ]TX x x=  and 1 2[ ]TY y y=  are the signals at the input and output of 

the antennas, respectively; and, 
1

A
1

α
β
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 is the antenna crosstalk matrix. 

For symmetric antenna crosstalk, α  and β  are equal [3].    

With the expansion of (6.3), the signals at the output of the antennas after 
crosstalk can be shown as:  

⎩
⎨
⎧

+=
+=

212

211

xxy

xxy

β
α

                                                   

 (6.4) 

From this equation, it can be observed that 1y  and 2y  are linear functions of the 

signals at the antennas’ input. 
Linear crosstalk has been addressed in several research studies [15], [16]; and, 

several techniques have been proposed to compensate for it. The compensation is 
simultaneously performed mostly at the receiver side for the composite linear cross-
talk generated at the transmitter and receiver antennas and also by the channel.    

A 22×  MIMO system with three types of linear crosstalk is shown in Figure 
6.14. The total linear crosstalk can be modeled as: 

(BHA) BY X N= +                                                   (6.5) 

where A  and B  are crosstalk matrices for the transmitting and receiving anten-

nas, respectively; and, 11 12

21 22

H
h h

h h

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 is a crosstalk matrix for the channel; and, 

N  is an additive white Gaussian channel noise (AWGN) vector.  
The uncorrelated received signal using the matrix inversion algorithm is given by: 

1
. (BHA)uncorrY Y−=                                                    (6.6) 

Substituting (6.5) into (6.6): 

1
. (HA)uncorrY X N−= +                                                (6.7)  

where .uncorrY  is the uncorrelated component of the received signal without the 

noise component [3].   
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From (6.7), it can be observed that the matrix inversion method is practical if 
the (BHA)  matrix is invertible. Furthermore, the crosstalk in the transmitter an-

tenna and MIMO channel may deteriorate the performance of the MIMO system 
due to the noise enhancement, as the last term in (6.7). The performance of the 
MIMO system is not sensitive to the receiver antenna crosstalk as long as matrix 
B  is invertible.     

 
 

 

Fig. 6.14 A 22×  MIMO channel and antenna crosstalk 

6.5.2   Nonlinear RF Crosstalk 

MIMO transmitters need to maintain certain levels of efficiency and linearity in 
the system, similar to those of single-branch transmitters. Actually, the power effi-
ciency and linearity requirements of MIMO transmitters are more restrained than 
those of single-branch transmitters. As demonstrated in Figure 6.13, crosstalk that 
occurs before the PA is recognized as nonlinear. Some sources of this type of 
crosstalk can be the leakage of the RF signal through the common LO [14] and in-
terference in the chipset.  

Considering RF nonlinear crosstalk and transmitters’ nonlinearities, the trans-
mitters’ output in a dual-branch MIMO transmitter can be modeled as: 

)( 2111 xxfy α+=                                               (6.8) 

)( 2122 xxfy += β                                               (6.9)  

where )(1 ⋅f  and )(2 ⋅f  are nonlinear functions that represent the transmitter res-

ponses of each branch; ix  and iy  are the input and output signals, respectively; 

and, α  and β  are the RF nonlinear crosstalk. Since )(1 ⋅f  and )(2 ⋅f  are nonli-

near, a simple matrix inversion is not sufficient to compensate for the effect of 
nonlinear crosstalk.          
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Due to unavoidable RF crosstalk between branches of a MIMO transmitter, in-
dependent modeling of each branch is not adequate to include the effects of RF 
nonlinear crosstalk. Hence, the traditional DPD techniques developed for SISO 
systems are not suitable for MIMO systems. In fact, a new DPD architecture with 
the capability of having more than one input signal is required [3].       

6.5.3   Effects of Nonlinear Crosstalk on DPD Extraction 

In Figure 6.15 (a), a MIMO transmitter is shown as a black box with two inputs 
and two outputs. One way to model the dual-branch MIMO transmitter is inde-
pendent modeling of each branch of the MIMO transmitter, which is illustrated in 
Figure 6.15 (b). The independent modeling is reliable if there are no interactions 
between the two branches. However, as discussed previously, nonlinear crosstalk 
is an inevitable incident in dual-branch MIMO transmitters. As a matter of the 
fact, the transmitters’ output with the effect of crosstalk can be modeled as in (6.8) 
and (6.9). It can be observed from the expressions in (6.8) and (6.9) that the signal 
at the output of each branch is a function of both input signals, in the presence of 
RF nonlinear crosstalk. Hence, independent modeling of each branch, according to 
the input and output signals of that branch, leads in an inefficient model for the 
dual-branch transmitter. Similarly, the use of DPD linearization techniques leads 
to a similar scenario when linearization blocks are realized separately for each 
branch of the dual-branch transmitter.    

 

 

Fig. 6.15 A MIMO transmitter as (a) a black box, (b) two independent parallel models 

The cascade of DPD and the RF frond-end complex transfer function in an 
ideal transmitter without nonlinear crosstalk results in a linear complex transfer 
function. However, in MIMO transmitters, the quality of the DPD extraction de-
grades when nonlinear crosstalk modifies the complex envelope of the RF signal 
at the input of the PA of a transmitter [3]. As shown in Figure 6.16, the DPD coef-
ficients of the upper branch transmitter are extracted using the digital baseband 
signal to be transmitted ( 1z ) and the equivalent complex envelope of the PA RF 

output ( 1y ). The coupled signal from the second path ( 2z ) is also added to signal 
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1z , and the combined signal ( 21 zz α+ ) is amplified by the PA. Hence, the output 

PA signal can be expressed as: 

)( 2111 zzfy α+=                                                (6.10) 

In the DPD extraction process, the DPD function, )(1 ⋅g , is the inverse function of 

)(1 ⋅f , which depends on both input signals, 1x  and 2x , through 1z  and 2z  

terms. Considering that )(1 ⋅g  is only a function of the 1x  input signal, the PA 

output signal is: 

1021111 ))(( xGzxgfy ⋅≠+= α                         (6.11) 

where 0G  is the linear or small-signal gain of the PA.   

Hence, the nonlinear crosstalk influences the extraction and effectiveness of the 
DPD function.   

 

 

Fig. 6.16  DPD and PA with nonlinear crosstalk in a MIMO system 

6.5.4   Impairment and Distortion Compensation 

Most of the techniques proposed so far have addressed either nonlinear distortion, 
the I/Q imbalance of the modulator, or the coupling effects in MIMO transmitters. 
However, there are not many proposed solutions that jointly address all the issues 
at the same time.  In order to characterize the static and dynamic (memory effect) 
nonlinear behavior of the transmitter, the multi-branch polynomial model can be 
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used [17]. The output complex envelope signal at the output of the nonlinear 
transmitter can be expressed as: 
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where )(nx  and )(ny  are the input and output complex signal envelopes, respec-

tively; jib ,  are the model coefficients of the j th filter tap; and, N  and M  are 

the maximum polynomial order and memory depth, respectively.       
In a MIMO transmitter, for the modeling of the coupling effects in addition to 

the PA nonlinearity, each output of the transmitter should contain cross terms be-
tween the input signals [3]. The memory polynomial model can be extended for a 
dual-input dual-output transmitter with crosstalk effects. The signal at each output 
of the transmitter is given by: 
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where )(1 nx  and )(2 nx  are the input complex signals envelopes, and )(nyk  is 

the output complex signal envelop at the k -branch of the MIMO transmitter. The 
modeling of the nonlinear crosstalk (memoryless case) in a MIMO transmitter is 
illustrated in Figure 6.17.  

 

 

Fig. 6.17 Modeling of a 22×  MIMO transmitter with nonlinear crosstalk 
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In addition to crosstalk, the I/Q imbalance of the modulator affects the perfor-
mance of the MIMO transmitter. The modeling of the I/Q imbalance of the mod-
ulator is based on the modeling of the cross coupling channels between the I and 
Q components of the modulator signal input. The cross coupling terms can be pre-
sented in the model by utilizing the conjugate of the input signal [18]. I/Q imper-
fections are generally gain and phase imbalance and DC offset. The signal at the 
output of a SISO transmitter suffering from such impairments can be expressed as: 
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where )(nx , )(* nx  and )(ny  are the input, input conjugate and output complex 

signals envelopes, respectively; and, dcb  is a DC term used to estimate the DC 

offset of the modulator.  
Figure 6.18 demonstrates the modeling of the modulator’s I/Q imbalance for a 

SISO transmitter for the memoryless case.  
   

 

Fig. 6.18 Modeling of modulator I/Q imbalance for a SISO transmitter 

Based on the prior models, a dual-input dual-output MIMO transmitter that suf-
fers from PA nonlinearity, modulator I/Q imbalance and coupling effects can be 

counted as a nonlinear system with four inputs ( 1x , 2x , *
1x , *

2x ) and two outputs 

( 1y , 2y ). The outputs can be related to the inputs as: 

[ ] [ ]TT xxxxyy *
2

*
12121 W=                               (6.15) 

where W  is a nonlinear matrix function that characterizes the behavior of the 

transmitter. The signal at the output of the MIMO transmitter suffering from PAs 
nonlinearity, nonlinear crosstalk, modulator I/Q imbalance and DC offset can be 
expressed as: 
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Digital baseband preprocessing techniques can be used to compensate for all the 
effects previously mentioned. Hence, identification needs to be performed to ex-
tract the coefficients of the inverse model. The inverse model is used to generate 
the MIMO transmitter input when fed with the MIMO transmitter output.    
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