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Preface 

The multiple-input multiple-output (MIMO) technique provides higher bit rates 
and better reliability in wireless systems. The efficient design of RF transceivers 
has a vital impact on the implementation of this technique. This first book is com-
pletely devoted to RF transceiver design for MIMO communications. The book 
covers the most recent research in practical design and applications and can be  
an important resource for graduate students, wireless designers, and practical  
engineers.  

The book opens with an introduction to MIMO wireless communications, 
where the main advantages of using MIMO technique are described. This is fol-
lowed by a discussion on the implementation techniques for MIMO modulators. 
After describing the fundamental concepts for RF transceivers and power amplifi-
ers, the design and analysis methods for the RF section of MIMO transmitters and 
receivers are presented. Furthermore, the RF impairments in MIMO and OFDM 
systems, including nonlinearity, phase noise, I/Q imbalance and DC offset, are 
discussed; and, their compensation methods are presented. Finally, the design 
techniques for single RF front-end MIMO systems are described. 

Audience 

The book can be used by graduate students, researchers and design engineers in 
microwave and wireless design areas. It is assumed that the reader has a funda-
mental knowledge of communication circuit design and communication systems 
theory. The book may be used as a textbook for a graduate course on wireless 
transceiver design techniques. 
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Chapter 1 
Introduction 

Multiple input multiple output (MIMO) wireless systems provide many advantages 
by using more than a single antenna. As such, it is considered in the current and 
future wireless standards. However, radio frequency (RF) transceiver design for 
MIMO wireless communications is a challenging task. This subject has been 
attracting research attention in both academia and industry. This chapter provides a 
general overview of MIMO systems and transceiver implementation. 

1.1   Multiantenna Wireless Communications 

Wireless communication systems are realized by using a transmitter, receiver and 
wireless channel. The classic implementation of these systems is usually a 
transmitter and its single antenna on the transmitting side and a receiver and its 
single antenna on the receiving side. The concept of using multiple antennas at 
receiver was introduced in the early 1960s [1]. The basic idea is the provision of 
multiple copies from a transmitted signal on the receiving side and their 
combination to obtain a signal with better performance. This technique is called 
the space diversity technique. To realize the receiver diversity technique, multiple 
antennas are employed on the receiver side. The antennas’ output signals are then 
combined by applying different weighting coefficients, according to different 
diversity techniques.   

Figure 1.1 shows the general diagram of the receiver diversity method. The 
receiver diversity may be realized using three different methods, selection 
combining, equal gain combining, and maximal ratio combining. In the selection 
combining method, the receiver selects the strongest signals among the antennas’ 
outputs. This signal is processed in the single receiver. Maximal ratio combining 
is realized by weighting both the gain and phase of the received signals to 
maximize the signal-to-noise ratio (SNR) at the output of the receiver.  

On the other hand, in the equal gain combining method, only the phases of the 
channel using weighting coefficients are cancelled.  The maximum ratio combiner 
diversity technique provides the best performance to mitigate the wireless channel 
impact, while the selection diversity offers the simplest implementation technique 
among the different diversity methods [1].  
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Fig. 1.1  Diagram of the receiver diversity technique 

The receiver diversity technique is a special implementation for the use of multiple 
antennas. The multiple antenna technique can be used in both the transmitter and the 
receiver. This technique is generally known as a multiple input, multiple output 
(MIMO) system. The various realization techniques for MIMO systems are shown in 
Figure 1.2. A system that uses a single antenna on both the transmitting and receiving 
sides is called a single input single output (SISO) system.  

 

 

Fig. 1.2  Block diagram of multiple antennas systems 
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On the other hand, a system that employs a single antenna in the transmitter and 
multiple antennas in the receiver is called a single input multiple output (SIMO) 
system. Indeed, this system realizes the receiver diversity scenario. The idea of 
exploring the transmitter diversity was introduced in 1990s [2].  By using a similar 
notation, a system that uses multiple antennas at the transmitter and a single 
antenna in the receiver is called a multiple input single output (MISO) system.  
Likewise, the system that employs multiple antennas in the transmitter and 
multiple antennas in the receiver edges is the MIMO system.  

A MIMO system with ்ܯ transmitter antennas and ܯோ receiver antennas is 
shown in Figure 1.3.  The input data is transmitted through ்ܯ antennas after 
processing on the transmitter side. The processing includes channel coding, 
modulation, space-time encoding, spatial mapping, and RF up-conversion.  

Each antenna transmits a signal through a wireless channel. Accordingly, 
all ்ܯ simultaneous radiators operate as a transmitter.  

 

 

Fig. 1.3  General block diagram of MIMO systems 

1.2   MIMO Wireless Transceivers 

The art of designing modern wireless transceivers has seen extensive progress 
during the last two decades. The design of these transceivers generally must 
follow three main factors. They should be high performance, low cost, and able to 
handle the complex objectives of advanced wireless communication systems. A 
general block diagram of a wireless transceiver using multiple antennas in both the 
transmitter and the receiver is shown in Figure 1.4.   

In recent transceivers, a great amount of signal processing is achieved in the 
baseband using digital signal processors (DSPs), application specific integrated 
circuits (ASICs), and field-programmable gate arrays (FPGAs). A signal at the 
output of the baseband section is up-converted to RF frequency using a heterodyne 
technique or a direct conversion method. A frequency synthesizer provides the 
carrier signal for up-conversion. The power amplifiers play a crucial role in 
providing the performance of the system. The RF front-end delivers the signal to the 
transmitter antennas.  After passing through a wireless channel on the receiver side, 
the signals of the multiple antennas must be down-converted. This process includes 
RF signal processing using low noise amplifiers (LNAs), frequency synthesizing, 
and down conversion. Signals must then be delivered to the receiver baseband.  
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The excessive signal processing is performed in the receiver to detect the 

signals. Likewise, on the transmitter side, digital signal processing is carried by 
receiver digital circuits. 

 

Fig. 1.4  Block diagram for MIMO wireless transceivers  

1.3   MIMO Techniques in Commercial Wireless Systems 

In a fading environment, the performance of a wireless link can be greatly improved 
by using multiple antennas on both the transmitting and receiving sides. These benefits 
include increased reliability as well as high data rates. A MIMO wireless 
communication system can be designed to take advantage of reliability improvement 
or increasing the data rate. The first improvement is called a diversity order 
improvement, and the latter is called spatial multiplexing. However, it has been shown 
that both types of gains can be simultaneously obtained using a fundamental tradeoff 
between them [4-5].  The application of the MIMO technique in wireless 
communications is aimed for both spatial multiplexing and diversity improvement.  

Most wireless standards have been reconsidered regarding the usage of MIMO 
systems. In the case of wireless networking standards (IEEE 802.11x), the IEEE 
802.11n amendment introduces MIMO in the physical layer of the network to 
improve the network throughput over previous standards. This increases the 
maximum data rate from 54 Mbps for the IEEE 802.11a/g standards to 600 Mbps 
for the IEEE 802.11n standard, using a 40 MHz bandwidth with MIMO capability. 
The MIMO technique is used in IEEE 802.11n wireless local area network (LAN) 
to provide spatial multiplexing.  

The increased throughput comes from a mixture of changes to the way data 
packets are sent, along with the use of sophisticated radio techniques that demand 
high performance from the RF hardware. Multiple RF channels may be 
implemented with integrated transceivers and the same local oscillator (LO) with a 
separate front-end module. Figure 1.5 shows the main components for the IEEE 
802.11n wireless LAN [3]. 

In addition, the World Interoperability for Microwave Access (WiMAX) 
standard also supports MIMO for both fixed and mobile WiMAX (IEEE 802.16e 
and IEEE 802.16m). Its MIMO feature is intended for high-speed applications, 
and it covers both space-time and spatial multiplexing codes [10]. The functional 
block diagram of a WiMAX IEEE802.16e from NXP Semiconductors (Philips) is 
shown in Figure 1.6 [11].  By using two antennas, this system provides a better 
performance for a wireless system. 

&

@

baseband Modulation

Space Timecoding Tx−
@RF Tx

M
at

ch
in

g

Synthesizer

Bits

@RF Rx

Duplexer

&

@

baseband Demodulation

Space Time decoding Rx−

Bits



1.3   MIMO Techniques in Commercial Wireless Systems 5
 
The MIMO technique is also considered in the 3G (third generation) Long 

Term Evolution (LTE) standard, in order to increase the data rate to up to 277 
Mbps in the downlink for a single user in an ideal radio link condition using a 4x4 
MIMO system with a 20 MHz bandwidth [6]. Figure 1.7 shows a simplified block 
diagram of a LTE transceiver using two-channel reception [9]. 

 

 

Fig. 1.5  Simplified block diagram of WLAN IEEE802.11n using MIMO 

 
Fig. 1.6 Block diagram of WiMAX RF transceiver IEEE802.16e using MIMO from NXP 
[11] 
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Fig. 1.7  Simplified transceiver block diagram of LTE [9] 

1.4   Organization of the Book and Future Challenges 

The book addresses some of the key design techniques for RF transceivers of 
MIMO wireless systems.  Chapter 2 presents the fundamentals for understanding 
the multiple-antenna theory and advantages. This begins by presenting the MIMO 
system model, and MIMO channel models are the briefly discussed. This is 
followed by an examination of the MIMO capacity concept. The diversity gain 
and spatial multiplexing concepts are also introduced.  

Chapter 3 deals with digital modulation techniques and orthogonal frequency-
division multiplexing (OFDM) systems.  After introducing the power efficiency and 
bandwidth efficiency concepts in digital modulation, the impact of fading channels 
on these modulators are discussed. The MIMO-OFDM technique and its 
implementation process are also discussed in this chapter. Chapter 4 provides a 
comprehensive overview of the fundamental concepts in wireless transceivers 
design. Chapter 5 covers the different subjects on RF power amplifiers and 
linearization techniques. The various power amplifier design techniques, including 
linear, high-efficiency and broadband techniques, are described. This is followed by 
a discussion on power amplifier linearization techniques. RF transceiver design for 
MIMO wireless communications is an active research area where more suitable 
architecture of MIMO transceiver is still an ongoing research topic [12-14].  

Chapter 6 deals with transmitter design issues in MIMO wireless transceivers. 
The various transmitter architectures, such as heterodyne and direct conversion, 
are investigated. This is followed by the introduction of the transmitter design 
technique for MIMO applications. Chapter 7 presents the receiver design 
procedure for wireless MIMO communications. This chapter includes the 
commercial receiver design techniques for MIMO wireless communications. RF 
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impairments in MIMO systems and their compensation techniques have been 
attracting the research attention in both academia and industry [15-18].  

Chapter 8 discusses RF impairments and compensation techniques for OFDM 
wireless transceivers. The impairments include phase noise and power amplifier 
nonlinearities. The impacts of the impairments are also examined in this chapter, 
and the compensation techniques are presented. Chapter 9 discusses RF 
impairments and compensation techniques for MIMO wireless transceivers. The 
impairments include phase noise, DC offset, I/Q imbalance, and nonlinearities. 
The last chapter addresses the different alternatives in designing single RF front-
end MIMO transceivers. The cost and complexity of the RF transceiver of a 
MIMO system increases linearly with an increasing number of antennas. The 
simple RF front-end design for MIMO systems is actively researched in both 
academia and industry [18-24]. 
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Chapter 2 
MIMO Wireless Communications 

The multiple input multiple output (MIMO) technique provides the higher bit rate 
and the better reliability in wireless systems. These advantages are achieved by 
designing appropriate apace-time codes that provide diversity improvement, spa-
tial multiplexing gain, or a trade-off between diversity order and spatial multiplex-
ing. This chapter provides an overoview on MIMO wireless system concept and 
its performance. Moreover, the MIMO channel models are discussed. 

2.1   MIMO System  

A multiple input multiple out (MIMO) system with  transmitting antennas and 

 receiving antennas is shown in Figure 2.1. The input data are transmitted 

through  antennas after processing on the transmitter side. The processing  

includes channel coding, modulation, space-time encoding, spatial mapping, and 
radio frequency (RF) up-conversion. Each antenna transmits a signal through a 
wireless channel. Accordingly, the  antennas simultaneously operate as an en-

tire transmitter. The radiated signals are represented by a column vector ( ) that 
has  dimensions. These signals, after passing through the wireless channel, 

are received by receiving antennas.  

 

Fig. 2.1  Block diagram of a MIMO system 
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2.2   MIMO Channel  

The impulse response of a linear time-varying communication system between a 
transmitter and a receiver is used to describe the effects of a linear transmission 
channel.  

2.2.1   SISO Channel Model 

In the first step, a narrowband system using a single antenna at both the transmit-
ter and the receiver is assumed (single input single out – SISO). The symbol pe-
riod is assumed to be T.  Moreover, the digital signal in discrete time may be 
represented by the complex time series {xk}.    

In this case, the transmitted signal is represented by: 

  (2.1) 

where  is the transmitted symbol energy, assuming that the average energy 

constellation is normalized to unity. In a linear time-invariant (LTI) system, a 
function h(t) as the time-invariant impulse response of the channel can be consi-
dered [1].  If the signal x(t) is transmitted, the received signal r(t) is given by 

  (2.2) 

where * denotes the convolution product, and n(t) is the additive noise of the sys-
tem. Therefore, the input-output relation is represented as:  

  (2.3)

One obtains the discrete representation of the received signal by sampling the re-
ceived signal at the rate of T, (r(kT)) as: 

 

 

 (2.4) 

As may be seen, a time-invariant channel can be represented as an LTI system and 
its sampled representation h[k]. The extension of this representation to a time-
varying channel is completely straightforward [2], [4]. Moreover, there are  
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different methods to extract the channel impulse response both in narrowband and 
broadband transmissions [3]. The channel impulse response generally depends on 
attenuation of the path loss term, shadowing, and multipath fading. 

2.2.2   MIMO Channel Modeling 

In MIMO systems, both the transmitter and receiver have several antennas. A 
MIMO system with  transmitting antennas and  receiving antennas is 

shown in Figure 2.2. In this system, the channel between each transmitting-
receiving antenna pair can be modeled as a SISO channel. Accordingly, the chan-
nel matrix (H) for a MIMO system with MT transmitting antennas and MR receiv-
ing antennas may be obtained. By arranging all inputs and outputs in vectors, 

and , the input-output relationship at 

any given time instant (k) is obtained as: 

  (2.5) 

where H[k] is defined as the  MIMO channel matrix in sampling time 

kT, and is the sampled noise vector, containing the noise 

contribution at each receive antenna, such that the noise is white in both time and 
spatial dimensions as: 

  (2.6)

where  is the Gaussian noise variance and  is the identity matrix. By nor-

malizing the transmit symbol energy to unity, the received signal is shown to be:  

  (2.7)

where  is the received column vector signal with dimensions of  com-

posed of the received signal, ;  is an  column vector composed of the 

noise components, ;  and,  is the  channel matrix with jith  com-

ponent being the channel coefficient, . Accordingly, a MIMO system can be 

represented using the following matrix equation:  

  (2.8)
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Fig. 2.2  MIMO channel 

Example 2.1: Independent and Identically distributed Rayleigh MIMO Channel  

If each individual channel coefficients is a zero-mean complex, circularly symme-
tric Gaussian variable or, equivalently, a complex variable whose amplitude and 
phase are Rayleigh and uniformly distributed, respectively, it is called a wide-
sense stationary uncorrelated scattering homogeneous (WSSUSH) Rayleigh fad-
ing channel [4]. When the antenna spacing on both sides of the link is large 
enough, the various channel correlations become very small and can be assumed 
to be equal to zero [2]. The typical antenna spacing for negligible correlation is 
about , where  is the wavelength. Furthermore, if all individual channels 
coefficients are characterized by the same average power, the channel matrix is 
represented as Hw. This is a random fading matrix with unit variance and circular-
ly symmetric complex Gaussian entries.  This channel, which uses the indepen-
dent and identically distributed (i.i.d.)  assumption, is represented by as . 

2.3   MIMO Capacity 

The channel capacity is a fundamental limit on the rate of error-free messages that 
can be transmitted through a communication channel. In this section, the capacity 
of SISO and MIMO channels under fading are discussed.  

2.3.1   SISO Capacity 

The channel capacity for SISO communication systems over additive white Gaus-
sian noise (AWGN) channels has been extracted by Shannon as: 

  (2.9)

where C is the channel capacity in bit per second, B is the channel bandwidth in 
Hz, S is the transmitted power, and N is the noise power in the channel bandwidth.  
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Defining , the channel capacity for fading channels can be obtained as 

[5], [6]: 

  (2.10)

where  is the probability density function of fading channel.  

2.3.2   MIMO Capacity 

MIMO systems with multiple antennas on both the transmitting and receiving 
sides have been considered. The capacity of MIMO systems can be expressed in 
bits per second per hertz (bps/Hz) as [4], [7]: 

  (2.11) 

where  is the identity matrix, H is the channel matrix with HH being its trans-

pose conjugate,  is covariance matrix of the transmit signal,  gives 

the average signal-to-noise ratio (SNR) per receiver branch, and  represents 

the trace of a matrix. As can be seen, the channel capacity may be reached by 
choosing the optimal covariance structure for the transmitted signals. If the chan-
nel is unknown on the transmitter side, the transmitted signal can be considered 
spatially white, e.g., . Accordingly, the MIMO channel capacity for a 

sample deterministic realization is given by: 

  (2.12)

If the eigendecomposition of  is represented as , where  is an 

 matrix satisfying  and  

with , equation (2.12) can be written as: 

  (2.13) 
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By using the identity of  for  and using 

, the capacity relation may be written as: 

  (2.14) 

This relation equivalently may be represented as: 

  (2.15)

where r is the rank of channel and  are the eigenvalues of  [4].  

Equation (2.12) can be also used to obtain the MIMO capacity in the fading 
channel. Extending equation (2.10) for an MIMO channel, the capacity of the 
MIMO channel under fading can be represented by: 

  (2.16)

where the average is over the distribution of the elements of H.   
In order to provide a clear idea about MIMO capacity, the asymptotic MIMO 

capacity should be examined. Assuming the spatially white Guassian channel (
) and using the law of large numbers considering large 

 [14], [7] yields: 

  (2.17)

where  is the spatially white Gaussian channel.  Accordingly, the capacity can 

be written as: 

  (2.18)

This interesting result shows that the capacity increases linearly with an increasing 
number of antennas.  

The capacity of a single input multiple out (SIMO) system, which is also 
known as the receiver diversity, can be expressed as [7]: 

  (2.19)
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As can be seen, only the logarithmic improvement in capacity with increasing 
 is achievable in the SIMO system. For a random channel, this relation is va-

lid for both the known channel state information (CSI) at the transmitter and the 
unknown CSI. This is due to the implementation of a single transmitting antenna. 
The capacity of the multiple input single output (MISO) channel when no CSI is 
provided at transmitter is obtained as: 

  (2.20)

The capacity of the MISO system with a known CSI at transmitter is expressed as: 

  (2.21)

Example 2.2: Capacity Estimation for 2X2 MIMO System 

The capacity of a 2X2 MIMO system is presented in this example [25]. As shown 
in Figure 2.3, a MIMO system with polarized matched transmitting and receiving 
antennas is assumed. The antennas gains are 0 dBm. 
 

 

Fig. 2.3 Capacity estimation for 2X2 MIMO channel: a) without scattering b) with single 
scattering [25] 
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The communications system operates at 1.9 GHz with a 200 KHz bandwidth and a 
transmitting power of 1 mW. The noise temperature is 300 K. The capacity is cal-
culated in the following cases: 

Case I: SISO Capacity 

The received power due to the propagation path loss is a function of frequency op-
eration and is obtained as: 

 

where  are the receiving and transmitting powers; 
 
 are the receiving 

and transmitting antenna gains; d is the distance between the transmitter and the 
receiver; n is the path loss exponent, which is usually between 2 and 6; and,  is 
the free space path length. In this example, it is assumed that n = 2. Using the 
above relations and equation (2.20): 

 

 
Case II: MIMO Capacity without Scattering 

As illustrated in Figure 2.3(a), by calculating H and using equation (2.15):  

 

where .  

The capacity is obtained as: 
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Case III: MIMO Capacity with Single Scattering 

Similarly, as shown in Figure 2.3(b), by calculating H and using equation (2.15), 
the capacity is obtained as: 

 

Case IV: MIMO Capacity in a Rich Scattering Environment 

By using equation (2.18) and assuming a scenario of rich scattering, the capacity 
is obtained as 15.2 bps/Hz. 

2.4    MIMO Design Advantages 

MIMO systems can be designed either to provide maximal diversity to increase 
transmission reliability or to achieve maximal multiplexing gain to support high 
data rates [8]. Equation (2.15) shows that the channel capacity of a MIMO system 
can be much higher than that of a SISO system. This performance of a MIMO sys-
tem is quantified with spatial multiplexing gain. On the other hand, if the signal 
copies are transmitted from multiple antennas or received at more than one anten-
na, the multiple antenna systems can provide a gain that can improve reliability of 
a wireless link. This gain is called diversity gain. 

Furthermore, MIMO systems can be used to simultaneously provide both diver-
sity and multiplexing gain. However, there is a fundamental tradeoff between 
them, either in large SNR values [9] or finite SNR values [11]. 

2.4.1    Space-Time Codes for Diversity 

In this design, the signal copies are transmitted from multiple antennas or received 
at more than one antenna in space-time multi-antenna systems. The average sym-
bol error probability of a MIMO communications system for maximum likelihood 
(ML) detection is has an upper boundary in high SNR values as [4]: 

  (2.22)

where  is the number of nearest neighbors in a scalar constellation, is the 

minimum distance of separation of the scalar constellation, and M=min{MR,MT}.  
As can be seen in Figure 2.4, increasing the number of antennas increases the 

slope of the bit error rate (BER) curves and improves the reliability of wireless 
communications. Two general techniques to generate the space-time codes for  
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diversity are space-time block codes and space-time trellis codes [4], [7]. Al-
though the space-time trellis codes were introduced earlier [12], the space-time 
block codes have been the preferred coding techniques in practice, due to the ease 
of their implementation. 

 

 

Fig. 2.4  Space-time diversity gain in MIMO systems 

 
 Example 2.3: Alamouti Space-Time Coding 

The Alamouti code is an orthogonal space-time block code (O-STBC). It is im-
plemented by using two antennas at the transmitter and an arbitrary number of the 
antennas at the receiver [10]. The code words for multiple antennas are written as: 

  (2.23) 

The Alamouti transmitter is shown in Figure 2.5. The Alamouti code has a spa-
tial multiplexing rate equal to one, as two symbols are transmitted over two sym-
bol durations. The performance of the Alamouti code is presented in Figure 2.6. 

 
 

 

Fig. 2.5  The Alamouti space-time coding 
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Fig. 2.6 The performance of the Alamouti space-time code with different numbers of an-
tennas at the receiver 

2.4.2   Spatial Multiplexing 

In the layered space-time codes for spatial multiplexing, the sequence of informa-
tion bits is divided into certain sets of substreams. The substream where the signal 
processing is conducted is referred as a layer. Hence, this is known as the layer 
space-time (LAST) technique. As shown in Figure 2.7, MT independent substreams 
are transmitted through MT antennas. In this technique, the number of receiving an-
tennas must be equal to or larger than the number of transmitting antennas [7]. 

The process of dividing the sequence of information into substreams is done by 
a demultiplexer. The demultiplexing process may be applied to bits or symbols. 
Hence, the encoding can be realized in three different ways according to the de-
multiplexer position in the transmitter chain and the direction of the layer [1]. 
These encoding processes are referred to as horizontal, vertical and diagonal en-
coding. The different encoding techniques are shown in Figure 2. 8. 

In horizontal encoding, the data bits are demultiplexed into MT substreams that 
are independently encoded, interleaved and modulated. On the other hand, in the 
vertical realization, the data stream is encoded, interleaved and modulated; and, 
the resulting symbols are then demultiplexed into MT substreams. The process to 
realize the diagonal spatial multiplexing is similar to horizontal encoding with the 
only difference being that, after the final stage, the frames of symbols undergo a 
stream interleaver, which rotates the transmitted frames [7], [8]. 
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Fig. 2.7 Spatial multiplexing with three antennas at the transmitter and three antennas at the 
receiver [8] 

 
 

 

Fig. 2.8 Spatial multiplexing encoding: a) horizontal encoding, b) vertical encoding, c) di-
agonal encoding 
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2.4.3    Diversity-Multiplexing Tradeoff 

The channel capacity of a MIMO system can be considerably higher than that of a 
SISO system using layered space-time coding. This performance of a MIMO 
channel provides spatial multiplexing gain. On the other hand, MIMO systems can 
improve the reliability of a wireless link; and, this performance provides diversity 
gain. Traditionally, MIMO systems have been designed to extract either maximal 
diversity or spatial multiplexing gain.   

MIMO systems, however, can provide both diversity gain and multiplexing gain. 
In [9], an optimal tradeoff curve between the asymptotic diversity and the multiplex-
ing gain has been derived at infinite SNR. The diversity gain is obtained as: 

 
 (2.24)

The spatial multiplexing gain is defined as: 

 
 (2.25) 

where d is the diversity gain, r is the multiplexing gain, Pout is the outage probabil-
ity, R is the data rate in bps/Hz, and  is average SNR per antenna.  It has been 

shown that the most famous space-time coding schemes, such as space-time block 
code (STBC) and Bell layered space-time (BLAST), are not optimal with respect 
to the diversity-multiplexing tradeoff (DMT) criteria. The asymptotic diversity 
multiplexing tradeoff and the finite SNR diversity multiplexing tradeoff for 
MISO/SIMO and MIMO are presented in Figures 2.9 and 2.10 [14]. 

 
Fig. 2.9 Diversity-multiplexing tradeoff curve for SIMO (dashed lines) and MISO (solid 
lines) using two antennas 
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Fig. 2.10  Diversity-multiplexing tradeoff curve for MIMO (2 X 2)  

2.5   MIMO Channel Models 

There are different classifications for MIMO channels [2], [16]. As shown in Ta-
ble 2.1, a classification based on the modeling approach divides the models into 
physical models and analytical models. Physical channel models characterize a 
channel on the basis of electromagnetic wave propagation. They explicitly model 
wave propagation parameters, such as the complex amplitude and delay. More so-
phisticated models also incorporate polarization and time variation. Physical mod-
els are independent of antenna configurations (antenna pattern, number of anten-
nas, array geometry, polarization, mutual coupling) and system bandwidth [16].   

Physical MIMO channel models can further be split into deterministic models, 
geometry-based stochastic models, and non-geometric stochastic models. Deter-
ministic models characterize the physical propagation parameters in a completely 
deterministic manner, e.g. ray tracing. Using geometry-based stochastic channel 
models, the impulse response is characterized by the laws of wave propagation 
applied to specific transmitters (Tx) and receivers (Rx) and scatterer geometries, 
which are chosen in a stochastic (random) manner. In contrast, non-geometric sto-
chastic models describe and determine physical parameters in a completely sto-
chastic way by prescribing underlying probability distribution functions without 
assuming an underlying geometry [17].  

In contrast to physical models, analytical channel models characterize the im-
pulse response of the channel between the individual transmitting and receiving 
antennas in a mathematical/analytical way without explicitly accounting for wave  
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propagation. The individual impulse responses are subsumed in a MIMO channel 
matrix. Analytical models are very popular for synthesizing MIMO matrices in the 
context of system and algorithm development and verification.  

Table 2.1  MIMO Channel Modeling Classification 

Physical Models Analytical Models 
Deterministic, e.g. ray tracing Correlation based 
Geometry-based Stochastic Propagation motivated  
Non-geometrical stochastic,  
e.g. Saleh-Valenzuela’s method  
[17], [19] 

 

 
 
Analytical models can be further subdivided into correlation-based models and 

propagation-motivated models. Correlation-based models characterize the MIMO 
channel matrix statistically, in terms of the correlations between the matrix entries. 
The propagation-motivated models characterize the channel matrix via propaga-
tion parameters. 

On the other hand, empirical methods can be extracted from analytical and 
physical models based on experimental results [18], [19]. They either generalize 
the tap-delay line concept to include the directional domains or use a combination 
of tap-delay lines and geometry-based models with prescribed parameters. These 
models are very useful for simulation purposes. They also constitute the back-
ground of many standardized channel models, such as 3GPP, COST 259, COST 
273, IEEE 802.16a, IEEE 802.16e, and IEEE 802.11n.  

2.5.1    Stanford University Interim Channel Models 

In this section, the Stanford University Interim (SUI) channel models of MIMO 
systems are briefly discussed [2], [19], [20], [24]. SUI channel models have been 
developed for fixed wireless access networks at 2.5 GHz [16]. The general archi-
tecture of the SUI model is presented in Figure 2.11.  

The input-mixing matrix models transmitter antenna correlations, and the out-
put-mixing matrix presents the receiver antenna correlations. The SUI channel 
models basically use a three tap-delay line to model the multipath fading [4], [20]. 
Antennas are assumed to be omnidirectional on both the transmitting and receiv-
ing sides. The Doppler spectrum is assumed to be given by: 

  (2.26)

where  is the maximum Doppler frequency.  
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Fig. 2.11 Schematic of a SUI channel [4]  

 
The models describe six types of channels, numbered from 1 to 6 [21]. As an 

example, the parameters of SUI channel 1 are presented in Table 2.2.  

Table 2.2 The channel parameters for SUI-1 model 

SUI-1 Model Tap 1 Tap 2 Tap 3 
Delay [microsec] 0.0 0.4 0.9 

Power [dB] 0 -15 -20 
99% K-factor 4 0 0 

Doppler Frequency [Hz] 0.4 0.3 0.5 
Envelope Antenna Correlation 0.7 0.7 0.7 

 
 

Example 2.4: IEEE 802.16d/e Models 

These models are intended for macro-cellular fixed wireless access [24]. The tar-
geted scenario is as follows: 
 

• The cell size is less than 10 km in radius, 
• The user’s antenna is installed under the eaves or on the rooftop, and 
• The base station height is 15 to 40 m. 
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In fact, the IEEE 802.16 model is an improved version of the SUI channel 
models and is valid for both omnidirectional and directional antennas. The use of 
directional antennas cause the global K-factor to increase, while the delay spread 
decreases. As an example, Table 2.3 indicates how SUI channel 4 is modified 
when the terminal antenna has a 30-degree beamwidth. An additional feature of 
the IEEE 802.16 standard is a model for the narrowband Ricean K-factor: 

K = K0FsFhFbRγu  (2.26) 

where Fs is a seasonal factor, Fs = 1.0 in summer (leaves) and 2.5 in winter (no 
leaves); Fh is the receiving antenna height factor, Fh = 0.46(h/3) (h is the receiving 
antenna height in meters); Fb is the beamwidth factor, Fb = −0.62(b/17) (b in de-
grees); K0 and γ are regression coefficients, K0 = 10 and γ = −0.5; and, u is a log-
normal variable, i.e. 10log10 (u) is a zero-mean normal variable with a standard 
deviation of 8 dB. 

Table 2.3 IEEE 802.16 Model 

IEEE 802.16 Model Tap 1 Tap 2 Tap 3 
Delay [microsec] 0.0 1.5 4 

Power [dB] 0 -10 -20 
99% K-factor 1 0 0 

Doppler Frequency [Hz] 0.2 0.15 0.25 
Envelope Antenna Correlation 0.3 0.3 0.3 
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Chapter 3 
Digital Modulation Techniques in MIMO 
Systems 

The basic work related to digital communication techniques was carried out by 
Shannon [1]. Since then, the theory and applications of digital communication 
systems have been greatly advanced [2-6]. With the introduction of mobile and 
cellular communications, digital communication techniques have been 
investigated for wireless systems [7-10]. In addition, a new stream of research on 
and implementation of digital communication techniques has been established 
with the advent of multiple input multiple output (MIMO) communication systems 
during the last decade,  [11-14].   

This chapter provides an overview of different digital modulation techniques 
and their applications in single input single output (SISO) and MIMO wireless 
systems with an emphasis on their implementation techniques. The fundamentals 
of digital modulation techniques are presented. Then, the analysis and the 
modeling of the various modulation schemes both in single carrier, multicarrier 
and orthogonal frequency-division multiplexing (OFDM) systems are described. 
The last section of the chapter is devoted to the accuracy metrics of digital 
modulation implementation. 

3.1   Criteria to Design Digital Modulators 

The design of any digital communication system is initiated with a description of 
the channel (received power, available bandwidth, attenuation, noise statistics, and 
other impairments such as fading) and a definition of the system requirements 
(data rate and error performance). Design choices that match the channel and meet 
the performance requirements then need to be determined [4], [15]. The general 
criteria to select a digital modulation method are spectral efficiency, bandwidth 
efficiency, and implementation complexity. These criteria are even more critical in 
wireless communications, due to spectrum limitations.  In addition, the proper 
operation of a digital modulation scheme in a wireless channel is an important 
factor that must be considered. 
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3.1.1    Spectral Efficiency  

The spectral efficiency of a digital modulator is defined as the number of bits per 
second that can be transmitted in one Hertz of system bandwidth.  A suitable 
starting point to describe the spectral efficiency is the Shannon capacity theorem, 
which can be stated as: 

2log (1 )
S

C W
N

= +
                                                 

(3.1) 

where /S N  is the ratio of the average received signal power to the noise power, 

and W is the channel bandwidth. The capacity, C, is given in bit/sec. The capacity 
of a channel defines the maximum number of bits that can be reliably sent per 
second over the channel. Accordingly, the maximum spectral efficiency, maxη ,  is 

defined as: 

max 2log (1 )
C S

W N
η = +�

                                          
(3.2) 

Relationship (3.1) can be written as: 

2log (1 )
o

C S

W N W
= +

                                                
(3.3) 

where oN  is the power spectral density of white noise.  

On the other hand, for any digital communication system, the relationship 
between the received /S N  and the received bit energy to noise-power spectral 
density, /b oE N  , is as follows [4],[15]: 

b
b

o

ES
r

N N
=

                                                        
(3.4) 

where  br  is the data rate in bits per second.  

Figure 3.1 shows the relationship between /br W  and /b oE N  for the case 

where the data (information) rate, br , is equal to C.  As can be seen, a curve 

separates a region of practical communication systems from a region where such 
communication systems cannot operate reliably. In the spectral efficient region, a 
modulation scheme can be designed to transmit a number of bits in one hertz using 
a practical /b oE N . 
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two modulation schemes – binary pulse amplitude modulation (B-PAM) and 4-ary 
PAM. The B-PAM modulation scheme requires less /b oE N  to provide a certain 

BER probability compared to the 4-ary PAM modulation scheme. Therefore, B-
PAM is more power efficient than 4-ary PAM. 

3.1.3    Implementation Complexity  

The complexity of the modulator implementation has a considerable impact on the 
performance and cost. As can be seen from Figure 3.2, the M-ary modulation 
techniques provide either better bandwidth efficiency, e.g., MQAM (M-ary 
quadrature amplitude modulation) and MPSK (M-ary phase-shift keying), or 
better power efficiency, e.g., MFSK (multiple frequency-shift keying). However, 
their implementations are complex and costly. On the other hand, some constant 
envelope modulation techniques, such as Guassian minimum-shift keying 
(GMSK), can be easily implemented, but their bandwidth efficiencies are usually 
low. In wireless applications, although multicarrier modulations, such as OFDM, 
require complex and costly implementations, they provide better performance in 
multipath fading channels [7], [9]. 

3.1.4    Performance Study in Wireless Channel  

Multipath channels are characterized by coherence bandwidth. The coherence 
bandwidth is the maximum channel width that can be used and is extracted from 
the power delay profile of a wireless channel [7], [8]. To estimate the capacity in a 
multipath fading channel, the Shannon capacity is examined first. The Shannon 
capacity for an AWGN channel is obtained using (3.1). For a fading channel, the 
Shannon limit can be modified as [5], [16]: 

2log (1 ) ( )
C

p d
W γ

γ γ γ= +∫
≺ ;

                                   

(3.5) 

where /S Nγ =  and ( )pγ γ  is the probability density functions of the received 

signal.  
In a fading channel, the received signal power varies randomly over distance or 

time in a fading channel. Accordingly, γ  is0020a random variable with a distribution 

of ( )pγ γ . Therefore, the capacity in a fading channel decreases by a factor: 

2

2

log (1 ) ( )

log (1 )c

p d
C

C
γ

γ γ γ
ξ

γ

+

= =
+

∫
≺ ;

                              
(3.6) 

where cξ  is called the capacity reduction factor.  
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On the other hand, if the signal fade level is constant at about one symbol time, 
the average error probability is a suitable performance metric [8]. The average 
error probability is computed by integration of the error probability in the AWGN 
channel over the fading distribution. It is obtained as: 

( ) ( )s sP P p dγ
γ

γ γ γ= ∫
                                        

(3.7) 

where ( )sP γ  is the probability of the symbol error in AWGN with a SNR equal to 

γ .  The symbol error rate for coherent modulation can be shown as a generic 

relationship [8]: 

( ) ( )s M MP Qγ α β γ≈
                                          

(3.8) 

where Mα and Mβ  depend on the modulation and its approximation and 

2 /21
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2
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Q z e dx
π

∞
−= ∫ . This generic relationship is depicted in Table 3.1 for 

QAM modulation.   
 

Table 3.1 Approximate Symbol and Bit Error Probabilities for Bandwidth Efficient 
Modulation Schemes [8] 
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On the other hand, for a Rayleigh fading channel, the probability density 

function of the received SNR is given by: 

/1
( )p e γ
γ γ

− Γ=
Γ                                                      

 (3.9) 

where Γ  is the average power of γ .  
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Thus, according to (3.7), the average probability of error in Rayleigh fading can be 
approximated as [8]: 

/1
( ) ( ) ( )

2
M

s s M M
M

P P p d Q e dγ
γ

γ γ

αγ γ γ α β γ γ
β

− Γ= = ≈
Γ Γ∫ ∫

           

 (3.10) 

The last approximation is more accurate for higher SNRs. The symbol error 
rate in a Rayleigh fading channel decreases linearly with an increasing average 
SNR. However, the symbol error rate in an AWGN channel decreases 
exponentially with increasing SNR. 

Similarly, the average capacity concept can be extended to MIMO channels. 
The average capacity of a MIMO channel in Rayleigh fading can be represented 
as [17], [18]: 
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(3.11)

  

where max( , ), min( , ),t r t rt L L s L L ρ= =  is the normalized transmitting SNR per 

branch, and (.)a
nL  is the generalized Laguerre polynomial which is expressed as: 
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x e d
L x e x

n dx

α
α α

−
− +=                                     (3.12) 

3.2   Single-Carrier SISO Systems 

3.2.1    Single-Carrier Modulation  

In digital communication systems, each symbol in an M-ary alphabet is related to 
a unique sequence of k bits, expressed as: 

22 logkM k M= =                                      (3.13) 

where M is the size of the alphabet. In the case of digital transmissions, the term 
“symbol” refers to the member of the M-ary alphabet that is transmitted during 
each symbol duration, sT . In order to transmit the symbol, it must be mapped onto 
an electrical voltage or current waveform. Since one of M symbols or waveforms 
is transmitted during each symbol duration, sT  , the data rate, rb, in b/s, can be 
expressed as [4], [6]: 

2log1
/ secb

b s s

Mk
r bit

T T T
= = =

 
(3.14) 
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From (3.10), one can write that the effective time duration, bT , of each bit in 

terms of the symbol duration, sT , or the symbol rate, sR , is: 

1 1s
b

b s

T
T

r k kR
= = =

                                                  
(3.15) 

Using (3.9) and (3.11) .we can express the symbol rate, sR , in terms of the bit 

rate, br ,  as follows: 

2

/ sec
log

b
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R Symbol

M
=

 
(3.16) 

From (3.10) and (3.11), one can see that any digital scheme that transmits k = 
log2M  bits in sT  seconds using a bandwidth of W  Hertz,  operates at a bandwidth 
efficiency of: 

2log 1b

s b

r M

W WT WT
η = = =

 
(3.17) 

where bT  is the effective time duration of each data bit [4].  

From  (3.13), the smaller the bWT  product, the more bandwidth efficient is any 

digital communication system. Thus, signals with small bWT  products are often 

used in systems of limited bandwidth. MQAM and MPSK modulation schemes 
are two examples of bandwidth efficient modulation techniques that are often used 
in practical radio systems. The symbol and bit error probabilities for the 
bandwidth efficient modulation schemes based on /b b oE Nγ =   and /s s oE Nγ =  

are presented in Table 3.1 [8]. The sγ  is equal to the average energy per symbol.  
In the following subsections, the MQAM and MPSK modulation techniques are 

explained in more detail.  The different spectral efficient modulation techniques 
are discussed extensively in literature [2-10]. 

3.2.2   MQAM 

M-ary quadrature amplitude modulation (MQAM) is a two-dimensional linear 
modulation scheme and it may be represented as: 

 ( ) ( ) ( )2 2 , 1,2, ,m mc c ms cs t A g t cos f t A g t sin f t m Lπ π= − = …
 

(3.18) 

where ( )g t  is a signal pulse shape, cf  is carrier frequency, mcA  and msA  are the 

in-phase (I) and quadrature (Q) signal amplitudes, and L M= .   
The constellation diagram of MQAM modulation in the I-Q plane is illustrated 

in Figure 3.3 [6]. 
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Fig. 3.3 The constellation diagram of MQAM modulator with different constellation sizes 

3.2.2.1   MQAM Spectral Efficiency 

The low-pass equivalent of an MQAM signal is given by: 

( ) ( )( ) ; , 1, 3, , 1n n s n n
n

v t a jb g t nT a b L= + − = ± ± … ± −∑
 

(3.19) 

where sT  is the symbol rate, and ( )g t  is the pulse shape. The band pass signal, 

( )ms t , can be related to the low-pass signal, ( )v t , through: 

( ) 2( ) cj f t
ms t Re v t e π⎡ ⎤= ⎣ ⎦                                      

(3.20) 

The autocorrelation function of ( )ms t  is given by: 

( ) ( ) 2 cj f t
ss vvRe e πϕ τ φ τ⎡ ⎤= ⎣ ⎦                                  

(3.21) 

where ( )vvϕ τ  is the autocorrelation function of the equivalent low-pass signal, 

( )v t .  
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The power spectral density of ( )ms t  is then given by: 

( ) ( ) ( )1

2ss vv c vv cф f ф f f ф f f⎡ ⎤= − + − −⎣ ⎦
 

(3.22) 

where ( )vvф f  is the power spectral density of ( )v t . It can be shown [2] that the 

power spectral density of ( )v t  is given by: 

( ) ( )21
( )

2vv iiф f G f ф f=
                               

(3.23) 

where ( )G f  is the Fourier transform of g(t) and ( )iiф f  is the power spectral 

density of the information sequence.  
The QAM signal may be considered to consist of two pulse amplitude 

modulation (PAM) signals conveyed by the cosine and sine carriers. The spectral 
efficiency of the QAM will be twice that of its PAM components in the I and Q 

channels. Substitution for ( )iiф f  in the above equation [2], gives the power 

spectral density signal carriers by the cosine carrier as: 
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(3.24) 

where μ  and 2σ  are the mean and variance of the information sequence.  

It is known that the mean value of the PAM symbols is zero ( 0)μ = , and, thus, 

this equation can be simplified as: 

( )
2

2
( )vv

s

ф f G f
T

σ=
                                             

(3.25) 

Hence, the spectral efficiency of the PAM signal is controlled by the pulse shape, 

( )g t . The raised cosine pulse is commonly used as a pulse shape for the digital 

modulations in bandwidth-limited channels. The signal ( )g t  for this pulse shape 

is given by: 

 ( )
2

sin( ) cos( )

2
1 ( )

s s

s s
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T T
g t

t t
T T

π πα

π α=
−

                                        

(3.26) 

where α  is called the roll of factor.  
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The Fourier transform ( )g t  is given by: 
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(3.27) 

The normalized raised cosine filter in the frequency and time domains are 
illustrated in Figure 3.4. Thus, the bandwidth efficiency of a QAM modulator can 
be adjusted by parameterα . 
  

 

 

 

Fig. 3.4  The pulse shape and the spectrum of a raised cosine pulse shape 

-4 -3 -2 -1 0 1 2 3 4
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Normalized Time

A
m

pl
itu

de

alpha=.7

alpha=.3alpha=.5

-1.5 -1 -0.5 0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

1.2

Normalized Frequency

Alpha=0

Alpha=.5

Alpha=1



3.2   Single-Carrier SISO Systems 37
 

As can be seen from Figure 3.4, the channel bandwidth, W, is approximately equal 

to 
1

sT

α+
 ; and, since 2

1
/ log ( )b

s

r M
T
= , we obtain the result of: 

2log
,

1
br M

W
η

α
= =

+                                                     
(3.28) 

where η  is the QAM spectral efficiency, and R is the QAM transmission rate. 

3.2.2.2    MQAM Power Efficiency Performance 

As explained, the power efficiency is a measure of the received power needed to 
achieve a specified BER (bit error rate). For an AWGN channel, the probability of 
bit error in the MQAM system for the coherent modulation is obtained as [19]: 
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(3.29) 

It is usually a good approximation to compare the first terms, if one ignores the 
other terms. Accordingly, the BER of QAM modulation can be written as [20]: 
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(3.30) 

The BER of MQAM modulation schemes, assuming perfect clock and carrier 
recovery, are shown in Figure 3.5 [20].  The symbol error rate of an ideal 
rectangular QAM modulation can be obtained as [2]: 
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where 
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(3.32) 

 
Similarly, if one can ignore the second term, in order compare to the first terms in 
(3.31), the symbol error rate of an ideal rectangular MQAM modulation can be 
obtained as:  
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(3.33) 
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Fig. 3.5 Bit error rate versus Eb/No for ideal MQAM modulation in an AWGN channel 

3.2.2.3    MQAM Modulator Implementation 

The QAM modulator has been traditionally realized using the heterodyne method 
shown in Figure 3.6. The QAM mapper in the figure divides a binary sequence 
with a rate of fb into two binary symbol streams, each with a rate of fb/2.  

A 2-to- L M=  level baseband converter is used to convert the streams into 
L M= -level baseband PAM signals in the I or Q paths. These symbols are 
shaped by raised cosine filters. The filtered I and Q baseband signals are used to 
modulate the I and Q outputs of an intermediate frequency (IF) oscillator. The 
modulated signal at the IF is up-converted to the desired transmitting frequency in 
one or more steps. Mixers are commonly used in this realization. A power 
amplifier is used to boost the modulated signal at the transmitting frequency to the 
required power.  
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The most common MPSK technique is quadrature phase-shift keying (QPSK) 
where M = 4. In this modulation, the symbols can have four different values. The 
modulated signals are: 
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Hence, the modulated signal can be shown as: 
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The constellation diagrams for QPSK and 8PSK modulation schemes are 
illustrated in Figure 3.8. Figure 3.8(a) shows the QPSK constellation diagram in 
two-dimensional signal space. The decision regions are selected as [23]: 
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The BER and symbol error rate (SER) of QPSK modulation based on Eb/No is 
presented in Figure 3.9. As can be seen from Figures 3.5 and 3.9, the BER of 
QPSK modulation is similar to that of 4QAM modulation. 
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Fig. 3.8  a) QPSK modulation and decision regions [23], b) 8PSK modulation 

 

Fig. 3.9  BER and SER of QPSK modulation 

3.3    Single-Carrier MIMO Systems  

A flat-fading MIMO channel with NT transmitter (Tx) antennas and NR receiver 
(Rx) antennas is assumed. In a single-carrier MIMO system considering perfect 
synchronization, the input-output relationship is given by: 
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where y is an NR×1 vector of the received signal, H denotes the NR×NT channel 
matrix, x is an NT×1 vector of the transmitted symbols, and w is an NR×1 AWGN 

vector. The channel coefficients, { } ,

1, 1

R T
N N

hμυ μ υ= = , are statistically independent and 

identically distributed complex-valued Gaussian random variables with a variance 
of 1. The components of the noise vector have the same distribution with a 
variance of N0.  

3.3.1    QAM-MIMO 

As discussed in Chapter 2, the objective of MIMO system design can be either 
improvement of the diversity order using space-time codes or increasing the data 
rate using layered space-time codes for spatial multiplexing. In the first design, the 
space-time codes are used to obtain a SER in a fading channel similar to the SER 
in an AWGN channel.  It can be proven that, by increasing the number of antennas 
in the transmitter and receiver and using a suitable space-time code, the SER 
based on SNR curves in a fading channel get closer to this type of curve in an 
AWGN channel [14], [11]. Space-time block codes are often used for this 
application. However, the theory of the space-time trellis codes are also well 
developed [11], [12].Figure 3.10 illustrates a general block diagram of QAM-
MIMO implementation using a space-time coder.  

On the other hand, in a spatial multiplexing scenario, the objective is the 
increase of data.  In this application, the main target is the sending of more bits per 
second per hertz compared to a SISO system.  The SER (or BER) performance of 
this design is similar to the waterfall curves in a fading channel. Figure 3.11 shows 
a BER curve based on SNR for QAM-MIMO using four antennas in both the 
transmitter and receiver in a Rayleigh fading channel. The measurement results 
are also included to evaluate the analytical results. 
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Fig. 3.10 Block diagram of a QAM-MIMO system 
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Fig. 3.11  QAM-MIMO spatial multiplexing in Rayleigh fading  

3.3.2    MPSK-MIMO 

MPSK-MIMO is also used in design scenarios, either for the diversity order 
improvement or spatial multiplexing.  A general block diagram of an MPSK-
MIMO system is presented in Figure 3.12.  This system also uses space-time  
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Fig. 3.12 Block diagram of an MPSK-MIMO system 
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codes for diversity order improvement and layered space-time codes for spatial 
multiplexing purposes. As discussed in Chapter 2, the simplest space-time codes 
are Alamouti codes [23]. The SER performance of the Alamouti scheme with 
8PSK modulation is presented in Figure 3.13 [14]. 

 
 

 

Fig. 3.13 Symbol error rate of Alamouti space-time codes with 8PSK modulation 

3.4   Multicarrier SISO Modulation Systems 

In a wireless multipath channel, the coherence bandwidths may be smaller than 
the channel bandwidth. If the channel bandwidth is smaller than the coherence 
bandwidth, the channel can be assumed a flat-fading channel [7]. This results in a 
frequency selective channel response. The main idea of a multicarrier modulation 
technique is the division of the channel bandwidth to a number of orthogonal 
subchannels, where the number of subchannels is chosen to make the subchannel 
bandwidth to be smaller than the coherence bandwidth. Each subchannel carries a 
fraction of data rate. Indeed, multicarrier modulation is conceptually designed 
based on frequency-division multiplexing (FDM) [8]. However, unlike a 
conventional FDM system, the overlapping between adjacent subcarriers is 
possible. A generic diagram of a multicarrier modulator and demodulator is shown 
in Figure 3.14.  The high-speed data stream, x(n), is divided into N slower streams 
and modulated using a prescribed signal constellation [22]. The modulated 
streams, d(k)(n), are then up-sampled by a factor. This results in signals y(k)(n). 
They are then filtered by a bank of synthesis filters, g(k)(n), and the filtered signals 
are summed. The transmitted signal, s(n), has the form:  
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(3.38) 

At the receiver, a bank of filters, ( )ˆ ( )kf n , are used to separate the composite 

signal, r(n), into N individual signals, ( )ˆ ( )ky n . These signals are down-sampled by 

factor N, yielding ( )ˆ ( )kd n . To remove the distortion introduced by the channel, 

equalizers, ( )ˆ ( )kw n , k = 0,1,2, …, N-1, are employed on a per subcarrier basis. 
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Fig. 3.14  Multicarrier modulation systems: a) transmitter b) receiver 

3.5   OFDM Modulation Systems 

Orthogonal frequency-division multiplexing (OFDM) is realized using the substream 
spectrum overlapping concept, where each substream is transmitted through a 
subchannel; and, the substreams are still orthogonal, and they can be separated in a 
demodulator. Moreover, it is implemented using a fast Fourier transformation (FFT) 
and inverse FFT (IFFT) technique and contains a cyclic prefix. OFDM is basically a 
multicarrier modulation technique, and its operation can be described based on the 
concept of the overlapping multicarrier modulation technique [8].  

Assume a communication system with a baseband bandwidth, B, (passband 
bandwidth, 2B) and a data rate, R. Moreover, it is assumed that the coherence 
bandwidth for the channel is Bc <B and that the whole bandwidth is divided into N 
subchannels, where  BN = B/N << Bc. Using these assumptions, flat fading on 
each subchannel can be considered [8]. The input data is also divided into N 
substreams. The center frequency of the overlapping channels are: 
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3.5.1    OFDM Implementation Using IFFT/FFT  

OFDM is usually implemented using FFT and IFFT. This realization of an OFDM 
system is illustrated in Figure 3.15 and can be described as follows.  The input 
data is first de-multiplexed into N parallel substreams, and each one is mapped to 
a real or complex symbol stream using some modulation constellation, e.g., QAM 
or PSK [35], [26]. An IFFT is computed on each set of symbols, giving a set of 
complex time-domain samples. These samples are then quadrature mixed to 
passband in the standard way. The real and imaginary components are first 
converted to the analog domain using digital-to-analog converters (DACs); and, 
the analog signals are then used to modulate cosine and sine waves at the carrier 
frequency, fc, respectively. These signals are then summed to give the transmission 
signal, ( ).s t   

The receiver picks up the signal ( )r t , which is then quadrature mixed down to 
baseband using cosine and sine waves at the carrier frequency. This also creates 
signals centered on 2fc, so low-pass filters are used to reject these. The baseband 
signals are then sampled and digitized using analog-to-digital converters (ADCs), 
and a forward FFT is used to convert back to the frequency domain. This returns 
N parallel streams, each of which is converted to a binary stream using an 
appropriate symbol detector. These streams are then re-combined into a serial 
stream, which is an estimate of the original binary stream at the transmitter. 

3.5.2    Cyclic Prefix in OFDM Modulation 

The filters of OFDM have a non-ideal spectral transfer function. Due to the 
dispersive effects of the wireless channel, intersymbol interference (ISI) of the 
adjacent OFDM symbol results and degrades the error performance of the system. 
Therefore, a cyclic extension is appended to the OFDM symbol to compensate for 
these effects. Although a buffer of zeros would suffice in preventing the ISI, the 
use of cyclic extension has more advantages [22]. 

A representation of the use of a cyclic extension is shown in Figure 3.16. This 
cyclic extension in called the cyclic prefix (CP). As can be seen, the CP is created 
by copying the end of the OFDM symbol and placing that copy at the beginning of 
the symbol, for every symbol. The length of the CP is selected according to the 
impulse response of the wireless channel. As result of the channel dispersion, the 
samples of symbol M-1 spreads to samples of symbol M, while the samples of 
symbol M are spreading to the samples of symbol M+1. The CP must have 
enough length to capture the interference due to channel dispersion. 
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Fig. 3.16  Cyclic prefix in OFDM modulation: a) addition of CP to OFDM symbols, b) 
transmission through the channel, c) removal of CP at receiver 

3.5.3    RF Impairment in OFDM Systems 

3.5.3.1    Peak-to-Average Power Ratio in OFDM Modulation 

The ratio between the peak and average powers of a signal is called the peak-to-
average power ratio (PAPR). Here, the PAPR is extracted for multicarrier 
modulation using N carriers [24]. Hence, this calculation may also be used to 
obtain PAPR for OFDM modulation.  

A multicarrier signal may be considered as the summation of N independent 
random voltages (as random variables), each with an average voltage, rmsV , and 

average power, 2
rmsV . The total normalized average power of a multicarrier signal 

is given by: 

2
ave rms

N

P V=∑
                                                   

 (3.42) 

Assuming unmodulated sinusoidal carriers with same amplitude, this equation 
may be written as: 
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On the other hand, the peak power is the power of the sum of the in-phase voltage 
of all the carriers. It can be represents as: 

 2 2 2
1 2( )peak max max Nmax maxP V V V N V+…+= + =

 
(3.44) 



3.5   OFDM Modulation Systems 49
 

The ratio of the signal peak power to its average power is obtained as: 

2peak

ave

P
N

P
=

                                                  
(3.45) 

The average power of the envelope of the signal is more common in multicarrier 
modulation.  A multicarrier signal with N unmodulated carriers with uniform 
frequency spacing, ωΔ , each having unity amplitude; and, the zero phase offset 
can be written as: 

1

max
0

( )
N

n

V V Cos t n tω ω
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(3.46) 

This equation can be also wriiten as [24]: 
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Therefore, the envelope of a multicarrier modulation is obtained as: 
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The average power of the envelope is obtained by integration over the envelope 
period: 
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Hence, the envelope peak-to-average ratio is obtained as: 
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P
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(3.50) 

The signal peak-to-average ratio (dB) and envelope peak-to-average ratio (dB) 
as functions of the number of unmodulated carriers are illustrated in Figure 3.17. 
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Fig. 3.17  Signal and envelope peak-to-avearge ratios as functions of the number of 
unmodulated carriers. 

3.5.3.2   Phase Noise in OFDM Modulation 

An oscillator is a system that generates a periodic signal with a specified or 
controllable frequency. There is phase noise in the output of an RF oscillator.  The 
output voltage of an oscillator can be represented by [28]: 

0 0( ) ( ( )). (2 ( ))out N NV t A a t Cos f t tπ ϕ= + +  (3.51) 

where 0A  is the average amplitude of the output signal, 0f  is nominal frequency 

of oscillation, and ( )Na t and ( )N tϕ  represent the time-varying components of the 

amplitude and phase, respectively. These components are considered as noise, 
because an ideal oscillator would have a constant amplitude, 0A , and a phase that 

varied at a constant rate, 02 fπ .  

If the amplitude noise can be neglected, the main noise contribution in the 
OFDM signal is due to phase noise. Therefore, the SNR performances in an 
OFDM system with a noisy oscillator that can be calculated by integrating its 
phase noise power spectral density (PSD) function over the channel bandwidth. 
The phase noise PDF of an oscillator is approximated by a Lorenzian function 
with uniform phase distribution [29], [30]. It is parameterized by its total 
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end. For each of the received signals, the FFT of the aggregate received signal 
(superposition of all the OFDM words from each of the transmitted antennas) is 
calculated; and, the cyclic prefix is removed. The resulting set of signals is then 
used for demodulation/decoding [14].  

As mentioned, the main advantage of OFDM system is the avoidance of 
expensive equalization algorithms and achievement of signal transmission at a 
reasonable complexity. However, there are some challenges with the use of 
MIMO-OFDM. It should be emphasized that MIMO-OFDM symbols are typically 
long. This leads to some channel variation over one OFDM word. Hence, this may 
destroy the orthogonality of the subcarriers at the receiver and may cause inter-
channel interference, degrading the system performance [14]. Moreover, MIMO-
OFDM suffers from all RF impairments as discussed in the previous section. 
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Chapter 4 
Fundamental Concepts in Wireless Transceiver 
Design  

The fundamentals related to transceiver design for wireless communications are 
presented in this chapter. The main parameters in the transceiver design are 
discussed in order to provide a performance metric in the evaluation of wireless 
communication systems. The modulation accuracy is evaluated using error vector 
magnitude (EVM) to measure the modulation and demodulation accuracy. Some 
practical considerations are also discussed. 

4.1   Linear Systems and Transformations 

A linear time-invariant (LTI) system is characterized by its impulse response. The 
output of the LTI system can be expressed in terms of input and impulse response 
as a convolution relation: 

( ) ( )* ( ) ( ) ( )y t x t h t x t h dτ τ τ
∞

−∞

= = −∫  (4.1)  

where ( )h t  is the impulse response of an LTI system.  
The Fourier transform of the impulse response is called the frequency response, 

which can be shown as: 

2( ) { ( )} ( ) cj f tH f F h t h t e dtπ
∞

−

−∞

= = ∫  (4.2) 

As shown in Figure 4.1, the relation between the input and the output of an LTI 
system in the frequency domain is presented as: 

( ) ( ) ( )Y f H f X f=  (4.3) 

where ( ), ( )Y f X f  are the spectra of the input and output signals, respectively.  
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If the system is considered linear time-variant (LTV), the output is obtained as: 

( ) ( )* ( , ) ( ) ( , )y t x t h t x t h t dτ τ τ τ
∞

−∞

= = −∫   (4.4) 

where ( , )h t τ  is the impulse response of an LTV system. 

( )x t
( )h t

( )x t

( , )h t τ

(b)

(a)

( ) ( ) ( )y t x t h dτ τ τ
∞

−∞

= −∫

( ) ( ) ( , )y t x t h t dτ τ τ
∞

−∞

= −∫

 

Fig. 4.1 Impulse responses of (a) an LTI system, (b) an LTV system 

4.2   Nonlinear Systems  

The output of a linear and memoryless system is expressed as: 

( ) ( )y t ax t=  (4.5) 

where a is the linear system gain, x(t) and y(t) are the input and output, 
respectively.  

For memoryless nonlinear systems, the input-output relation is: 

2 3
0 1 2 3( ) ( ) ( ) ( ) ...y t a a x t a x t a x t= + + + +  (4.6) 

where parameters ai are time dependent for time-varying systems.  
If a sinusoidal signal, ( ( ) cos( ))ox t A tω= , is applied to a nonlinear system, the 

output is expressed as: 

2 2
32 2

0 1 3
3

( ) ( )cos( ) cos(2 ) ...
2 4 2o o

a A a A
y t a a A a A t tω ω= + + + + +

          
(4.7)
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4.2.1   One-dB Compression Point 

If higher order terms are neglected rather than the first three terms, we may define 
the gain of a nonlinear system as [1]: 

2
1 3

3

4
g a a A+�                                                 (4.8) 

The gain is reduced as a function of A, if a3 is negative. Figure 4.2 shows the 
output of a typical nonlinear system.  

The 1-dB compression point quantifies this gain reduction factor. This point is 
either defined as the input signal level at which g is reduced by 1-dB compared to 
the linear gain (input 1-dB compression point, 1I dBP − ) or the point at which the 

linear output power and the output power of the nonlinear amplifier differ by 1 dB 
(output 1dB compression point, 1O dBP − ).  

 

Fig. 4.2 One-dB compression point of a power amplifier 

 
According to Figure 4.2, this point is obtained as: 

1
1

3

.38dB

a
A

a
=

                                                        

 (4.9) 
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If one defines the root mean square (RMS) of the input power, with respect to a 
source resistor, RS, as [2]: 

2

1
1

10log( )
2I dB

s

A
P dBm

R− =                                    (4.10) 

The input power at which the 1-dB input compression point occurs for a single-
tone input is then given as: 

1
1

3

.0725
10log( )I dB

s

a
P dBm

R a− =                                  (4.11) 

4.2.2   Third-Order Intercept Point 

When signals of different frequencies are applied to the input of a nonlinear system, 
the output contains the combination terms, where are called intermodulation.  If we 
consider the input signal as: 

1 2( ) cos( ) cos( )x t A t B tω ω= +  
(4.12)

the desired and intermodulation terms are generated at the output of the nonlinear 
system (4.6) as: 

2 2
2 2

2 1 3 3 1

2 2
2 2

1 3 3 2 2 1 2 2

2
2 1 2 3 1 2

3 3
2 3 3

3 1 2 1 2

3 3
( ) [ ] ( ) cos( )

2 2 4 2

3 3
( ) cos( ) [ ]cos(2 ) [ ]cos(2 )

4 2 2 2
3

cos(( ) ) cos((2 ) )
4

3
cos(( 2 ) ) cos(3 ) cos(3 )

4 4 4

A B
y t a a a A a B A t

A B
a a B a A B t a t a t

a AB t a A B t

a A a B
a B A t t t

ω

ω ω ω

ω ω ω ω

ω ω ω ω

= + + + +

+ + + + +

+ ± + ± +

± + +
 

(4.13) 

The term 1 2ω ω±  is second-order intermodulation, and the terms 1 22ω ω±  and 

1 22ω ω±  are third-order intermodulation terms. If we assume, A=B in (4.11), it 

can be seen that the output power of the third-order products increases with the 
cube of the input signal, whereas the desired output is proportional to the input 
signal. A hypothetical intersection point when the first-order power product (P0) 
and the third-order power product (P0IM3) are equal is called the third order 
intercept point. This is shown in Figure 4.3.  
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3IIPP
 

Fig. 4.3 Input and output third-order intercept point 

The input amplitude of the third-order intercept point is extracted as: 
 

1
3

3

2
3IIP

a
A

a
=                                                           (4.14) 

Using 3IIPA  in relation to 1 dBA − , a relation between these parameters can be 

extracted as: 

1

33

1 1

3

2
3

3.04 9.44

.38

IIP

dB

a

aA
dB

A a

a

−
= = →   (4.15) 

On the other hand, if two tones are applied to obtain the 1-dB compression point, 
it can be shown that the 3IIPA  and 1 dBA −  relation is expressed as [2]: 

1

33

1 1

3

2
3

5.25 14.4

.22

IIP

dB

a

aA
dB

A a

a

−
= = →   (4.16) 
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The equivalent of the input third-order intercept point (IIP3) of an n-stage 
cascaded network is obtained as:  

2 2 2
1 1 1

2 2 2 2
3 3,1 3,2 3,3

1 1
....

IIP IIP IIP IIP

a a b

A A A A
= + + +   (4.17) 

where 3,1IIPA  ,… are the third-order input intercept amplitude and a1, and b1 are 

linear gain coefficients of the corresponding block. 

4.2.3    Second-Order Intercept Point 

Second-order intermodulation distortion is important in differential circuits [1], 
[3]. This parameter is obtained from a hypothetical intersection point of the first-
order product, a1A, and the second-order product, a2A

2 , of a nonlinear system. 
The amplitude of the second-order distortion is expressed as: 

1
2

2
IIP

a
A

a
=

                                                  
(4.18) 

The cascaded input second-order intercept point (IIP2) can be written as: 

1 1 1
2 2 2 2

2 2,1 2,2 2,3

1 1
....

IIP IIP IIP IIP

a a b

A A A A
= + + +                          (4.19) 

4.2.4    Cross Modulation 

Suppose a single-tone sinusoidal signal is added to an amplitude-modulated signal 
with modulation index m as: 

1 2( ) cos( ) (1 ( )) cos( )V t A t B m t tω ω= + +   (4.20) 

If V(t) is applied to the input of a nonlinear system, the output contains the 
combination terms. One of the third-order terms can be presented as: 

2 2
1

3
(1 2 ( ) ( )) cos( )

2
AB m t m t tω+ +

                             
 (4.21) 

The distorted version of the modulation signal of the carrier of 2ω  has been 

transferred to the carrier of 1ω . This is called a cross modulation effect and is due 

to a nonlinear circuit. 
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4.2.5   AM/AM and AM/PM Distortion  

The relation between the input and the output of a linear system in time domain is 
represented as [4]: 

 ( ) ( )y t ax t τ= −                                                      (4.22) 

where a  is a constant and τ  is a time delay.  
The output amplitude has a linear relation with the input amplitude, and the 

delay is constant to all inputs. On the other hand, for memoryless nonlinear 
systems, the input-output relation is:  

2 3
0 1 2 3( ) ( ) ( ) ( ) ...y t a a x t a x t a x t= + + + +   (4.23) 

where parameters ai are time dependent for time-varying systems.  
For a third-order nonlinearity, the output signal for an input signal, 

( ( ) cos( ))ox t A tω= , is: 

3
1 3

3
( ) ( )cos( )

4 oy t a A a A tω= +   (4.24) 

So far, it has been assumed that the coefficients of the memoryless system are real. 
In reality, most systems exhibit a complex behavior with complex coefficients, 
where the nonlinear circuits create nonlinear distortions in both amplitude 
(AM/AM conversion) and phase (AM/PM conversion). It is straightforward to 
show that a nonlinear circuit causes a deviation in linear characteristics, both in 
amplitude and phase. Deviations in amplitude create AM/AM distortion, and 
deviation in phase result in AM/PM distortion. Figure 4.4 shows typical AM/AM 
and AM/PM conversions. 

Example 4.1: Nonlinear Model for PA  

Memoryless power amplifier nonlinearity are commonly modeled using 
amplitude-dependent AM/AM and AM/PM distortion models. In a memoryless 
amplifier, the results of the above conversion only depend on the current value of 
a signal. Saleh’s model is a simple model that characterizes the nonlinearity of a 
power amplifier [5]. The model is experimentally verified for traveling wave tube 
amplifiers (TWTA). In this model, the input and output of an amplifier are:  

( ( ) )

( )

( ) ( )

j

j

x t e

y t F e

ϕ

θ ρ ϕ

ρ
ρ +

=

=
 

where ρ  is the input amplitude, ϕ  is the input phase, ( )F ρ  is the output 

amplitude, and ( )θ ρ ϕ+  is the output phase. According to Saleh’s model, ( )F ρ  

and ( )θ ρ are obtained as: 
2

1 1
2 2

2 2

( ) ( )
1 1

F
α ρ β ρρ θ ρ
α ρ β ρ

= =
+ +

 

where 1α  = 2.1587, 2α  = 1.1517, 1β  = 4.0330, and 2β  =9.1040.  
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 (a) 

 
(b) 

Fig. 4.4 (a) AM/AM conversion and (b) AM/PM conversion of a typical Doherty power 
amplifier obtained by ADS software from Agilent and the in-house harmonic balance 
method  

4.2.6    Spectral Regrowth  

If a power amplifier exhibits nonlinearity, the shape of the input signal at the 
output of the transmitter is not preserved. In this case, the spectrum of the output 
signal is not limited to the desired bandwidth. This effect is called spectral 
regrowth, which can be quantified by the adjacent channel power ratio (ACPR).  
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Fig. 4.5 Input and output third-order intercept point 

 
In wireless communications, each user is assigned a specific channel width in 

the system bandwidth. The interference power from the adjacent channels in the 
main channel causes adjacent interference. Interference produced in the adjacent 
channel is characterized by ACPR, which is the power in the main channel divided 
by the power in the lower or upper adjacent channels.  

Suppose ( )S f  denotes the power spectral density of the transmitted signal, B  

is the bandwidth of the main signal, aB  is the bandwidth of the adjacent channel, 

cf  is the center frequency of the main signal, and of  is the offset frequency of the 

adjacent signal. According to Figure 4.5, the ACPR is obtained as:  

/2

/2

/2

/2

( )
10log

( )

c o a

c o a

c

c

f f B

f f B

f B

f B

S f df
ACPR

S f df

− +

− −
+

−

⎧ ⎫
⎪ ⎪= ⎨ ⎬
⎪ ⎪
⎩ ⎭

∫
∫

  (4.25) 

Example 4.2: ACPR of TETRA 

The channel width of the Terrestrial Trunked Radio (TETRA) standard is 25 kHz. 
The specifications of the ACPR at the adjacent channel is -60 dBc, measured at 25 
kHz off from the transmitter center frequency, -70 dBc at 50 kHz, and -74 dBc at 
1 MHz. The power is integrated using a bandpass root raised cosine filter with 

0.35α =  and a bandwidth of 18 kHz [6]. 

4.3   Noise 

All signals are contaminated by noise, which degrades the system performance. 
The noisiness of a signal is usually specified in terms of the signal-to-noise ratio, 

/SNR S N= , where S is the signal power and N is the noise power. This  
parameter is generally a function of frequency. The reduction in SNR throughout a 
two-port network is characterized by the noise factor.  
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I

o

SNR
F

SNR
=                                                        (4.26) 

where ISNR  and OSNR  are the input and output signal-to-noise ratios, 

respectively.  
Figure 4.6 shows a noisy two-port network. An expression for noise factor of a 

two-port network, which is related to the reflection coefficients of a two-port 
network, is [1]: 

2

min 22
4

(1 ) 1

s optN

o s opt

R
F F

Z

Γ −Γ
= +

− Γ + Γ
 (4.27) 

where minF  is the minimum noise factor, NR
 
is the equivalent noise resistance, 

and optΓ  is the optimal reflection coefficient corresponding to the optimal source 

admittance that provides the minimum noise factor. These parameters are the 
device characteristics. In addition, sΓ  is the source reflection coefficient. 

 

IS

,s IZ N
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Fig. 4.6 A noisy two-port network 

4.3.1    Noise Factor of Cascaded Networks  

The block diagram of a cascaded connection of the system stages is shown in 
Figure 4.7. In this diagram, gi and Fi are the power gain and noise factor, 
respectively, of the corresponding stages. The equivalent noise factor for the 
cascaded connection of the stages is given by [5]: 

32
1 1 1

21 1 2

1

1 11
...

L
l

T l
l

n
n

F FF
F F F

g g g
g

−
=

=

⎛ ⎞
⎜ ⎟− −− ⎜ ⎟= + + + = +
⎜ ⎟
⎜ ⎟
⎝ ⎠

∑
∏

  (4.28) 

where the noise factor is often expressed in decibels. In this case, it is called the noise 
figure (NF) and is defined as 10log( )NF F= . Since the minimum value for the 

noise factor is equal to one, the noise figure of an ideal noiseless network is 0 dB. 
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Fig. 4.7 A cascaded connection of the stages with specific power gains and noise factors 

 
On the other hand, the noise temperature is also a measure of the noise of a 

system. The parameters of a two-port network are the power, gain g , bandwidth 

B , and noise temperature, ET . The noise temperature of the source is considered 

to be 0T . By assuming power matching at the input of the network, the input noise 

power at temperature 0T  may be shown as 0IN kT B= , where k is Boltzmann’s 

constant. At a room temperature, 21
0 0298 , 4 10 /T K kT W Hz−= = ×  or 

mindSNR . 

Therefore, the output noise power is obtained as: 

0( )o EN kB T T g= +                                              (4.29) 

Accordingly, the relationship between the noise factor, F, and the equivalent noise 
temperature can be obtained as: 

0( 1)ET F T= −                                                      (4.30) 

Similarly, the equivalent noise temperature of ET  of an n-stage cascaded system 

is obtained as: 

 32
1

1 1 2

...EE
E E

TT
T T

g g g
= + + +                                   (4.31) 

 

 
Example 4.3: Cascaded Noise Figure of an LTE System 

The components and their gain and noise figures of an LTE direct conversion 
receiver is shown in Table 4.1. By using (4.28), the cascaded system noise figure 
was obtained to be 9.48 dB [2]. 
 

Table 4.1 The Parameters of a Typical LTE Receiver 

Parameter Band-
switch 

Duplexer LNA Mixer Roofing/ 
Filter 

VGA 

Gain(dB) -1.47 -1.8 16 2.7 32.2 10 
NF(dB) 1.47 1.8 2.4 6.8 22.43 19.35 
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4.3.2    Capacity Reduction due to Noise Factor of an RF Receiver  

A typical radio frequency (RF) receiver, including an antenna, an RF front-end 
and a load, is illustrated in Figure 4.8 [11], [12]. The antenna is modeled by a 
Thevenin equivalent circuit with impedance A A Az r jx= +  . The front-end may 

include amplifiers, mixers, and filters. In this model, u is the antenna open-circuit 
voltage containing both signal and noise. It can be represented as:  

ou hx n= +  (4.32) 

where x is the transmitted signal, h is the channel coefficient, and no is the thermal 
noise as ~ (0,4 . )o o An CN kT B r , B is bandwidth in Hertz, and Re[ ]A Ar z= . The 

output signal may be related to input signal u as: 

r hx n∝ +  

where n = no+z, and z is the noise contribution from the front-end. The noise 
factor of the front-end can be defined as: 

2 2

2

0

[ ] [ ]
1

4 .[ ] o A
z

E n E z
F

kT B rE n
=

= = +  (4.33) 

The SNR at the output of the front-end is reduced by factor F. The SNR at the 
output is obtained as: 

.o
I

S
SNR

F N
=  (4.34)

where 4 .I o AN kT B r= . 
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Fig. 4.8 A circuit model for a receiver front-end 

This relation can also be presented as: 

o ISNR SNR NF= −  (4.35)

where NF is the noise figure of the front-end system.  
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According to (3.1),
 

2log (1 )
S

C W
N

= + , which is the capacity is related to the 

SNR ratio. Therefore, the noisy front-end reduces the system capacity.  
In designing a front-end, the general objective is usually to minimize the noise 

figure of the front-end.  

4.4   RF Systems Design Parameters 

A wireless link analysis is performed in the design process to determine some link 
parameter, e.g., received power, considering the limitations from signal 
specifications and the standardization bodies. For instance, one may obtain the 
range of a specific radio using the parameters of transmitter powers, antenna 
gains, path loss and required SNR. 

4.4.1    Path Loss 

The propagation path loss is a function of the frequency operation and is obtained 
as: 

2

10 2

16
10log ( )

nd
L

π
λ

=                                         (4.36) 

where L is the propagation path loss; d is distance between the transmitter and the 
receiver; n is the path loss exponent, which is usually between 2 and 6; and, λ  is 
the free space path length.  

4.4.2    Link Budget  

Certain values for the different parameters are required in a radio link, in order to 
achieve a specific quality. The link budget calculation provides an initial level of 
estimation of link performance. The link budget equation is expressed as follows: 

min 10 10[ ] 10log ( ) 10log ( )d T T RSNR dB P G G L kT B NF= + + − − − −
 

 (4.37) 

where PT is the transmit power, GT is the transmitter antenna gain, GR is the 

receiver antenna gain, L is the path loss, 231.38 10k −= ×  and is Boltzmann’s 
constant, T is room temperature in Kelvin, B is the receiver bandwidth, and NF is 
the noise figure of the receiver. 

4.4.3   Receiver Sensitivity  

The receiver sensitivity is defined as the minimum received signal power needed 
to successfully demodulate the received signal for a certain bit error rate (BER) 
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requirement. To be more specific, the minimum signal level at the receiver’s 
input, senseS , which can be detected with an acceptable,

mindSNR  is called the 

sensitivity of a system. According to the definition of noise factor:  

min min
[ ] [ ]I dSNR dB SNR dB NF= +                                 (4.38) 

where 
min

[ ] [ ] [ ]I sense ISNR dB S dB N dB= − .  

Assuming input power matching and having 10[ ] 174 10log ( )IN dB B= − + , the 

sensitivity can be written as: 

min10[ ] 174 10log ( )sense dS dB B NF SNR= − + + +                  (4.39) 

 
Example 4.4: Receiver Sensitivity for Digital Demodulation 

According to (3.4), the follwing relationship governs a digital modulation system: 

b

o

ES R

N N B
=

 

Using this relation in (4.35), the receiver sensitivity for a specific digital 

modulation system is obtained as:
 
 

10

min

[ ] 174 10log ( ) b
sense b

o

E
S dB R NF

N
= − + + +

 

where 
min

b

o

E

N
 is the minimum value of energy of bit per power spectral density of 

noise that provides an acceptable BER for a digital system. 
 

4.4.4    Dynamic Range 

The difference between the maximum and minimum signals that can be processed 
by a receiver is called the dynamic range. The linear dynamic range is expressed 
as a difference between the input signal level that results in 1-dB compression and 
the minimum signal level that can be distinguished from the noise. This definition 
is more suitable for power amplifier applications. However, for low-noise 
amplifiers and mixers, the minimum noise ends at a boundary; and, the maximum 
power level for which distortion becomes unacceptable is the other boundary.  

In general, the spurious free dynamic range (SFDR) definition is used, which is 
the range between the receiver sensitivity and the maximum power level for which 
the output third-order intermodulation product is equal to the output noise level.  
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The lower level depends on the minimum detectable signal. The minimum level is 
a signal power that allows for detection with a desired SNR, in order to obtain a 
desired BER. This is shown in Figure 4.9. This parameter can be expressed as [1]: 

min10
2

[ ] ( 3[ ] 174 10log ( ) )
3 dSFDR dB IIP dB B NF SNR= + − − −    (4.40) 
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Fig. 4.9 Dynamic range analysis  

4.4.5    ADC Selection 

Analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) are 
the main blocks of a wireless transceiver. The SNR of an ideal N-bit ADC is given 
by [7], [8]: 

6.02 1.76SNR N dB= +  (4.41) 

For practical applications, the difference between ideal and practical SNR values 
may be pronounced [10]. If one considers the measured SNR values, the effective 
number of bits for a practical ADC is obtained as: 

1.76

6.02
measuredSNR

N
−

=
                                                    

(4.42) 
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4.4.6    Phase Noise 

An oscillator is a system that generates a periodic signal with a specified or 
controllable frequency. In a practical oscillator, the power distributed in frequency 
bands on both sides of the oscillator frequency, rather than all power being 
concentrated at the oscillation frequency. These unwanted frequency components 
are called oscillator noise. There are the two kinds of noise in an oscillator output, 
namely amplitude noise and phase noise. The output voltage of an oscillator can 
generally be represented by[7], [8]:  

0 0( ) ( ( )). (2 ( ))out N NV t A a t Cos f t tπ φ= + +  (4.43) 

where 0A  is the average amplitude of the output signal; 0f  is the nominal 

frequency of oscillation; and, ( )Na t and ( )N tφ represent the time varying 

components of the amplitude and phase, respectively. 
Oscillator noise has negative impacts on both the transmitter and receiver sides. 

In the transmitter, oscillator noise causes the signal to be transmitted below or 
above the desired frequencies. In the receiver, the oscillator phase noise can mix 
with unwanted interferences and generate unwanted signals in the intermediate 
frequencies. This process is called reciprocal mixing [7].  

Reciprocal mixing is shown in Figure 4.10. As can be seen, the desired signal, 
A, and the adjacent signal, Aa, are both converted to the same frequency. It is 
usually possible to keep the amplitude of the oscillator relatively constant. A 
simple phase noise model that agrees with measurements is Leeson’s model [9]. 
Based on this model, the normalized single-sideband noise spectral density is 
obtained as: 

2
10( ) 10log { [( ) 1]( 1)}

2
o c

m
S L m m

f fFkT
L f

P Q f f
= + +

 

(4.44) 

where fm is the offset frequency in Hz, L(fm) is the noise level at fm in dBc/Hz, f0 is 
the center frequency in Hz, QL is loaded quality factor of the oscillator, F is the 
noise factor, T is the absolute temperature, PS is the carrier power in dBm, and fc is 
the corner frequency for flicker noise in Hz. The L(fm) is specified at a particular 
offset frequency from the carrier frequency. 
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Fig. 4.10 Reciprocal mixing due to oscillator phase noise  
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Leeson’s model tells us that phase noise (at a given offset) improves as both the 
carrier power and Q increase. These dependencies make sense. Increasing the 
signal power improves the ratio simply because the thermal noise is fixed, while 
increasing Q improves the ratio quadratically because the tank’s impedance falls 
off as 1/QLfm . 

4.5   Modulation Accuracy  

4.5.1    Error Vector Magnitude (EVM) 

The error vector magnitude (EVM) is a metric that measures the modulation and 
demodulation accuracy. It is defined as: 

( )
( )

2

2

( )I

I

y t y t
EVM

y t

−∫
∫

�                                            (4.45) 

where ( )y t  is the actual signal, and ( )Iy t  is the ideal signal. If the difference 

between actual signal and ideal signal is assumed due to noise, it is obvious that 
the EVM can be expressed as: 

10 2

1
10 ( )dBSNR log

EVM
=

                                             
(4.46) 

It should be emphasized that EVM is an overall measure of accuracy including in-
phase / quadrature (I/Q) imbalance, phase noise, carrier leakage, ripple in gain, 
nonlinear degradation, and frequency error [13]. The modern wireless systems 
have EVM specifications for specific modulation schemes. For example, the 
required EVM for wideband code division multiple access (WCDMA) using 
quadrature phase-shift keying (QPSK) is less than 17.5% [13]. 

4.5.2    Effect of I/Q Imbalance on EVM 

I/Q imbalance can be modeled using a local oscillator (LO) signal. In this model, 
the LO signal is as shown in Figure 4.11. The output signal in this model can be 
represented as: 

2 21
( ) ( ) ( ) (1 ) (1 )

2
LO LOj f t j f tj j

RF LO RFr t r t r t e e e eπ πθ θα α− −⎡ ⎤= + + −
⎣ ⎦

 (4.47) 

where 

( ) ( ) (2 ) ( ) (2 )RF RF RFr t I t Cos f t Q t Sin f tπ π= −  (4.48) 

( ) (2 ) (2 )LO LO LOr t Cos f t j Sin f tπ α π θ= + +  
(4.49) 
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Fig. 4.11 I/Q imbalance modeling 

 
I/Q imbalance results in image signals. Accordingly, the image suppression, IS, 
(or its inverse, image rejection, IRR) is related to EVM as: 

/1010ISEVM =  
(4.50) 

where   

2

2

11 1 2

1 21
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e Cos
IRR
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+ ++

 (4.51) 

4.5.3    Effect of Phase Noise on EVM 

Assuming the desired output signal is ( ) ( )Iy t Acos tω=  and the actual output 

signal is ( ) ( ( ))y t Acos t tω ϕ= + , it is straightforward to show that EVM due to 

phase noise [14], [15] is: 

21 σ
2 2exp( )

2rmsEVM
SNR

= + − −  
(4.52) 

where σ is the standard deviation of phase noise.  

Approximation of 
2σ

exp( )
2

−  with Taylor series, (3.61) can be written as: 

21 σrmsEVM
SNR

= +  (4.53) 

EVM variation with phase noise is presented in Figure 4.12. 
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Fig. 4.12 EVM variation with LO phase noise 

4.5.4    Effect of Nonlinearity on EVM 

To estimate the effect of nonlinearity on EVM, a histogram of the transmitted 
power is usually needed [13l]. However, if the power amplifier of the transmitter 
operates well below its 1-dB compression point, the third-order intermodulation 
interference will have a major contribution to the EVM among the nonlinear 
effects. Accordingly, third-order intermodulation distortion (IMD3) may be used 
to calculate the EVM using the approximate expression of [15]: 

3( )/1
3

010 IM RF
IM

P PEVM −�  
(4.54) 

where RFP  is the desired RF power in dBm. 

4.5.5    Effect of Carrier Leakage on EVM 

Carrier leakage results in DC offset in receiver and can be shown as: 

( ) ( ) ( ) ccos(θ t ) cos(ωIs t A t= t) - ( ) ( ) csin(θ t )sin(ωQA t t) 

 + ( ) c cos(ωId t t)- c (t)sin(ω t)Qd  

(4.55) 
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where ( ) IA t  and ( ) QA t  the quadrature amplitudes of the I and Q signals, and 

( )θ t  is the corresponding phase angle. The ( )Id t  and (t)Qd  are the DC offsets 

at the output of the I and Q DACs, respectively. The carrier suppression can be 
defined as the average carrier leakage to the average power of signal: 

1010 ( )C Leak

s

P
R log

P
−=  (4.56) 

The degradation in terms of EVM is given by: 

/1010REVM =  
(4.57) 

4.5.6    Total EVM 

If the different factors that contribute to the degradation of the modulation 
accuracy can be considered uncorrelated, the total EVM of the transmission signal 
can then be obtained as: 

2
Total k

k

EVM EVM= ∑  (4.58) 

where EVMk is the individual EVM due to any impairment factor that degrades the 
signal performance. 
 
Example 4.5: EVM and RCE in WiMAX Systems 

The relative constellation error (RCE) is often used instead of EVM in WiMAX 
(Worldwide Interoperability of Microwave Access) systems [16]. In general, RCE 
and EVM are nearly interchangeable terms. However, RCE describes an EVM 
measurement that is calculated over an entire Fixed WiMAX frame. There are two 
WiMAX classifications, Fixed and Mobile, based on a subset of the IEEE 802.16 
standards and are defined by the WiMAX forum. More specifically, Fixed 
WiMAX is based on the orthogonal frequency-division multiplexing (OFDM) 
physical layer of the 802.16-2004 specifications, which are sometimes called 
IEEE 802.16d [17].  

Mobile WiMAX is based on the orthogonal frequency-division multiplexing 
access (OFDMA) physical layer of the 802.16e-2005 standard, which is a revision 
of the original Fixed WiMAX standard [18]. Mobile WiMAX provides added 
functionality, such as base station handoffs, multiple input multiple output 
(MIMO) transmit/receive diversity, and scalable fast Fourier transform (FFT) 
sizes. Table 4.2 shows a high-level side-by-side comparison of the Fixed and 
Mobile WiMAX standards. 

The IEEE 802.16-2004 standard prescribes that a Fixed WiMAX transmitter 
must have a minimum RCE per each modulation scheme for either a subscriber 
unit or a base station, as shown in Table 4.3. The IEEE 802.16e-2005 standard 
(8.4.12.3) prescribes that a Mobile WiMAX transmitter must have a minimum 
RCE (for either a subscriber unit or a base station) per each modulation scheme, as 
shown in Table 4.4. 
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Table 4.2 Fixed Versus Mobile WiMAX 

 

Table 4.3 802.16d Minimum RCE for Various Modulation Types [3], [4] 

 
 

Table 4.4 802.16e-2005 Minimum RCE for Various Modulation Types [4] 
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Chapter 5  
RF Power Amplifier and Linearization 
Techniques 

The radio frequency (RF) power amplifier (PA) is one of the most critical compo-
nents in designing transmitters in wireless communication systems, and its effi-
ciency dominates the overall efficiency of the transmitter. On one hand, the PA is 
most power consuming ; for example, in a cellular phone, the battery life is largely 
determined by the power efficiency of the PA. On the other hand, it is desirable to 
have the ability to transmit data at the highest possible rate for a given channel 
bandwidth, i.e., to have high spectral efficiency [1].  

5.1   Introduction 

There is considerable industrial interest in producing RF PAs with good linearity 
and power efficiency. These two contradictory requirements can be achieved by 
using external circuitry to linearize an efficient amplifier [2]. Linearity is the abili-
ty of an amplifier to amplify all signals’ parts by the same amount, so that all sig-
nals are amplified equally and is the most important characteristic of a PA. PAs 
must be linear to minimize interference and spectral regrowth. However, PAs gen-
erally have nonlinear behavior and are basically the main sources of distortion and 
nonlinearities in the RF transmitter.  

Researchers have been focusing on designing more efficient power amplifica-
tion techniques. It has been shown that the power efficiency of traditional amplifi-
cation techniques could be improved at a cost of linearity degradation, which may 
not be tolerable by the standards’ requirements. The current state of the art is the 
design of a moderately linear PA with the additional implementation of a lineari-
zation technique [3]. To maximize power efficiency, the amplifier should operate 
as close to saturation as possible, with the linearization system maximizing the 
spectral efficiency in this near-saturated region. 

In this context, behavioral modeling and linearization of PAs are critical steps 
in designing high-performance power amplification systems for modern wireless 
communications infrastructure. Indeed, behavioral modeling of PAs is vital for 
performance estimation and system level simulation of the transmitter, which pro-
vides a time and computationally efficient alternative to the physics based model-
ing approach [4].  
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5.2   Transmitter Systems Parameters 

The quality of a PA can be characterized by a number of specifications, many of 
which are provided in detail in the following sections.   

5.2.1    Gain 

The gain of an amplifier is the ratio of the output amplitude or power to the input 
amplitude or power, which is usually measured in decibels (dB). The power gain 
of a PA in dB is given by: 

 ( ) 10log out

in

P
G dB

P

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
                                            (5.1) 

where inP  is the input power and outP  is the output power.  

5.2.2    Bandwidth 

The bandwidth of an amplifier is the range of frequencies for which the amplifier 
delivers acceptable performance. A well-accepted metric for performance is the 
half power points (i.e., frequencies where the power gain is half of its peak value). 
Hence, the bandwidth can be defined as the difference between the lower and up-
per half power points and is also called a 3-dB bandwidth.   

5.2.3    Noise Figure 

The noise factor, F, is a metric that gives an indication of noise added by the cir-
cuit and is defined as the input signal-to-noise ratio (SNR) divided by the output 
SNR, which is given by: 

in

out

SNR
F

SNR
=                                                        (5.2) 

Since the amplifier always introduces noise, the SNR at the output is always less 
than that at the input; therefore, the noise factor is always greater than unity.  

If the noise factor is expressed in dB, it is called a noise figure (NF) for the  
circuit, which is obtained as: 

, ,( ) 10log( ) in dB out dBNF dB F SNR SNR= = −     (5.3) 

5.2.4   Power Efficiency 

Power efficiency in PAs is a metric to quantify the ability of a system to transform the 
given input power to useful output power. The most power-consuming component of 
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a wireless transmitter is the PA; and, in fact, the PA is the dominant component in de-
termining the overall power efficiency of a wireless transmitter [5].  

There are two forms of input power to the PA: direct current (DC) via the bias-
ing circuits to the gate and drain of the transistor, and RF power at the input of the 
PA. The RF input power is amplified by transforming the DC power into RF pow-
er at the drain level. Part of the DC energy is dissipated as heat, which reduces the 
PA power efficiency.  

There are three different definitions of power efficiency in the literature, which 
are the total efficiency, the drain efficiency, and the power-added efficiency [6].  

5.2.4.1   Total Efficiency 

The total efficiency can be obtained as the ratio of the RF power delivered at the 
output of the PA to the summation of the RF and DC powers that entered the PA. 
The total efficiency is obtained by: 

out
t

dc in

P

P P
η =

+
                                                   (5.4) 

where tη  is the total efficiency of the PA; and, dcP , inP , and outP  are the DC and 
RF powers at the input and output of the PA, respectively.   

5.2.4.2   Drain Efficiency 

Drain efficiency, .D transη , is defined as the ratio of the RF power to the DC power 

at the drain level, which is specific to field-effect transistors (FETs). This efficien-
cy is called collector efficiency in bipolar junction transistors (BJTs). Drain effi-
ciency is given by: 

.
RF Drain

D trans
dc Drain

P

P
η =                                                 (5.5) 

where dc DrainP  and RF DrainP  are the DC and RF powers, respectively, at the drain 

level of the transistor.     
The DC power at the gate level of a transistor is usually very small compared to 

the DC power at the drain level. Hence, the DC power at the drain level of the 
transistor, dc DrainP , can be approximated as the total DC power entering the PA, 

dcP . By considering losses in the matching networks, the drain efficiency, Dη , is 

given as the ratio of the RF output power, outP , to the DC power that entered the 

PA, dcP , which is expressed as: 

out
D

dc

P

P
η =                                                          (5.6) 
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5.2.4.3   Power-Added Efficiency 

The power-added efficiency (PAE), PAEη , demonstrates the ability of the PA to 
transform DC power to RF power. PAE can be obtained as the ratio of the added 
power, which is the difference between the output RF power, outP , and the input 

RF power, inP , to the DC power, dcP . PAE is given by: 

out in
PAE

dc

P P

P
η −

=                                               (5.7) 

5.2.5   P1dB 

The 1 dB compression point (P1dB) is a measure of amplitude linearity. The gain 
of an amplifier compresses when the output signal level enters the compression 
region before it reaches saturation. Higher output power corresponds to a higher 
compression point.  It is an input (or output) power for which the gain of the PA is 
1 dB less than the small-signal gain (ideal linear gain).  

The maximum saturation point corresponds to the point where the PA reaches its 
output maximum power. This maximum power is called the saturation power 

[max]satP . The 3 dB saturation power [ ]sat dBP  corresponds to the power for which the 

gain of the PA is 3 dB less than the small-signal gain. Figure 5.1 illustrates the 
P1dB, maximum saturation and 3 dB saturation points for a typical PA. To avoid in-
termodulation (IM) problems and distortion, the output power needs to be reduced 
below the P1dB. Manufacturers usually back off about 10 dB from the P1dB point.  

 

Fig. 5.1 P1dB and saturation power definition for PAs 
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5.2.6    IP3 

A third-order intercept point (IP3) is a widely used metric in PAs, which gives in-
formation about the linearity of an amplifier. A higher IP3 means better linearity 
and lower distortion generation. It is a theoretical point at which the desired output 
signal and the third-order IM (undesired) signal are equal in levels considering an 
ideal linear gain for the PA. The theoretical input point is the input IP3 (IIP3) and 
the output power is the output IP3 (OIP3).  

The two-tone test, as shown in Figure 5.2, is commonly used to determine IP3, 
which uses two closely spaced frequencies. When two signals at frequencies 1f  

and 2f  are incident on an amplifier, the output of the amplifier contains these two 

signals, as well as IM products at frequencies 1 2mf nf± , where m n+  is known as 
the order of the IM product. The ratio of third-order IM products and the carrier is 
known as third-order IM (IM3). IM3 products are important since their frequen-
cies, 1 22 f f−  and 2 12 f f− , fall close to the desired signal, which makes filtering 

of IM3 an issue. IM3 for 1 22 f f−  is given by:  

1 2
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23( ) 10 log f f

f

P
IM dBc

P
−⎛ ⎞
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⎝ ⎠

  (5.8) 

and IM3 for 2 12 f f−  is expressed by:  

2 1
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23( ) 10 log f f

f

P
IM dBc

P
−⎛ ⎞
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⎝ ⎠

  (5.9) 

where 
1f

p , 
2f

p , 
1 22 f fp − , and 

2 12 f fp −  are the power outputs at frequencies 1f , 2f , 

1 22 f f− , and 2 12 f f− , respectively. IM3 is measured in units of dBc, because it is 

calculated relative to the main tone power output.     
 

 

Fig. 5.2  Third-order intermodulation distortion (IM3) 
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5.2.7   PAPR 

A metric used to quantify required linearity is called the peak-to-average power 
ratio (PAPR), which is the ratio between the peak power peakP  (related to peak 

amplitude) and the average power avgP  (related to mean amplitude) of a signal. It 

is also called the crest factor and is given by: 
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       (5.10) 

5.2.8    Power Back-Off 

An amplifier appears linear for sufficiently small departures from its bias condi-
tions. The power back-off is defined as the ratio between the PA’s saturation pow-
er to the RF signal’s mean power. There are two types of power back-off: input 
power back-off and output power back-off. The back-off at the input of the PA,  

iξ , is obtained by:  

, ,i i sat i meanP Pξ = −   ( )dB                                       (5.11) 

where ,i satP  and ,i meanP  are the saturation power and mean signal power at the in-

put of the PA, respectively. 
Similarly, the back-off at the output of the PA, oξ , is given by: 

, ,o o sat o meanP Pξ = −   ( )dB                                    (5.12) 

where ,o satP  and ,o meanP  are the saturation power and mean signal power at the 

output of the PA, respectively.  
The input power back-off and output power back-off are illustrated in Figure 5.1. 

5.2.9   ACPR   

The adjacent channel power ratio (ACPR) is a critical figure of merit in the evalu-
ation of the IM distortion performance of RF PAs. It is a measure of spectral re-
growth and appears in the signal sidebands. ACPR is defined as the ratio of power 
in a bandwidth adjacent to the main channel to the power within the main signal 
bandwidth.  

The ACPR for the right side of the power spectral density (PSD) can be defined as:  
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Similarly, the ACPR for the left side of the PSD can be obtained as: 
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∫
      (5.14) 

where cf  is the carrier frequency, B  is the bandwidth of the modulated signal, 

and ( )PSD f  is the power spectral density at frequency f . Figure 5.3 illustrates 

the way that ACPR is calculated.   
 

 

Fig. 5.3 Adjacent channel power ratio (ACPR)  

5.2.10    EVM 

The effect of noise, distortion, and in-phase / quadrature (I/Q) imbalance on signal 
quality can be analyzed based on its error vector magnitude (EVM) measurement. 
The EVM is a common metric for the fidelity of the symbol constellation. Ideally, 
a signal sent by a transmitter or received by a receiver would have all constellation 
points precisely at the ideal locations. However, several deficiencies in implemen-
tation, such as I/Q imbalance, noise and carrier leakage, cause the deviation of 
constellation points from their ideal locations. In other words, EVM is a measure 
of how far the actual (measured) points are from the ideal locations. The discre-
pancy between actual and ideal symbol vectors is quantified through an error vec-
tor, as shown in Figure 5.4.  
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The EVM is the ratio of the power of the error vector to the power of the refer-
ence vector related to the ideal constellation. The EVM can be defined in decibels 
(dB) or percentage (%) as:    

10

2 2

10 2 2

( ) 10 log

( ) ( )
10 log

error

ideal

actual ideal actual ideal

ideal ideal

P
EVM dB

P

I I Q Q
mean

I Q

⎛ ⎞
= =⎜ ⎟

⎝ ⎠
⎛ ⎞⎛ ⎞− + −
⎜ ⎟⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠

           (5.15) 
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= ×                                              (5.16) 

where errorP   and idealP  are the root mean square (RMS) power of the error vector 

and the outermost (highest power) point in the reference signal constellation, idealI  

and idealQ  are the ideal in-phase and quadrature signals, and actualI  and actualQ  are 

the transmitted in-phase and quadrature signals.  
EVM can be also represented as: 
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where N  is the number of unique symbols in the constellation.   
EVM is useful in quantifying the amount of noise and distortion in a transmit-

ter. The random distribution of the error vectors is caused by noise, while patterns 
in the error vector measurements correlated with symbol amplitude and phase may 
be caused by distortion.  

It is common to characterize AM/AM (amplitude modulation to amplitude 
modulation) distortion and AM/PM (amplitude modulation to phase modulation) 
distortion, which is shown in Figure 5.5. Variation in the transmitter gain causes 
AM/AM distortion. Phase shifting of the carrier correlated to the signal amplitude 
introduces AM/PM distortion [7]. 

Undesired expansion of the output spectrum is also caused by distortion. Non-
linearity of a PA that can be quantified as AM/AM and AM/PM distortion gene-
rates counterfeit energy near the fundamental and harmonics of the carrier fre-
quency. This broadening in the output spectrum is referred to as spectral regrowth 
or out-of-band distortion, which deteriorates the ACPR. The transmitter output 
spectrum showing spectral regrowth is illustrated in Figure 5.6. Spectral regrowth 
is a potentially significant problem and demands special attention during the 
transmitter design process. The nonlinearity in the device can be compensated for 
using linearization techniques [4], which are covered in Section 5.4.  



5.2   Transmitter Systems Parameters 85
 

 
 
 

 

 

Fig. 5.4 Error vector is the difference between the actual and ideal symbol vectors 
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Fig. 5.5  AM/AM distortion and AM/PM distortion in transmitters 
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Fig. 5.6  Spectral regrowth in transmitter output spectrum 

5.2.11   Memory Effect 

In a two- or multi-tone IM test, if the amplitude or phase of the IM signals is af-
fected by the tone frequency spacing, the PA exposes memory effects. Memory ef-
fects can be explained as time lags between the AM/AM and AM/PM responses of 
the PA. Electrical and thermal are two types of memory effects.  

The electrical memory effect is produced by poor gate and drain decoupling in 
FET and base and collector decoupling in BJT at low frequencies. Electrical 
memory effects cause the distortion of the envelope currents and result in IM 
asymmetry. The memory effect is more significant for class AB PAs than class A, 
with a reduced conduction angle.  

Electrical memory effects are generated by non-constant node impedances 
within frequency bands. Most of them are produced by frequency-dependent 
envelope impedances. The thermal memory effect is generated by the junction 
temperature that is modulated by the applied signal envelope.  

5.3   RF Power Amplifiers 

The wireless and satellite communications communities are always searching for 
radios that are more power efficient. However, the power efficiency is greatly 
dominated by the efficiency of the RF PA in the transmitting path. For a transistor, 
the output power, gain and power efficiency depend on the biasing and matching 
conditions, which define the PA’s class of operation. A diagram showing the con-
duction angles, as well as the input drive levels, is presented in Figure 5.7 for the 
different classes of power amplifiers: (i) continuously driven class A, AB, B and C 
PAs, (ii) saturated PAs and (iii) class D, E and F switching-modes PAs [1].  
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By reducing the conduction angle, the efficiency of the PAs is increased. The effi-
ciency is even higher when operating the PA in a switching mode; however, efficiency 
enhancement is accompanied with linearity degradation. The higher the efficiency 
when passing from one class to another, the poorer is the linearity performance. 

 

 

Fig. 5.7 Classes of power amplifiers [1] 

Time-varying envelope signals are implemented in most communication sys-
tems that have recently been deployed or are to be deployed in the near future. 
PAs are required to operate in their back-off region with such signals to meet the 
required linearity. This linearity is defined either by the ACPR or EVM in the con-
text of wireless applications. The back-off level setting is generally a function of 
the input signal’s PAPR. Unfavorably, the power efficiency of the PA decreases as 
the back-off level increases. Therefore, this leads to the design of very low effi-
ciency amplifiers that need large DC power modules for fixed terminals or shorten 
battery life for mobile terminals. In fact, linearization techniques are being used to 
improve achievable power efficiency [1].  

5.3.1   Linear PAs (Classes A, AB, B, C)  

This section discusses several types of classic RF PAs, which are called classes A, 
AB, B and C. Power amplifiers, depending on the class of operation, behave with 
different levels of nonlinearity and provide different levels of efficiency. These 
PAs, in terms of levels of linearity and power efficiency, are described; and, the 
tradeoff between the linearity and efficiency is discussed.  

A general block diagram of a PA is shown in Figure 5.8, which consists of a 
transistor with its biasing circuits and the input and matching networks. The re-
quired current and voltage to bias the transistors are provided by the biasing  
circuits. The input and output matching networks are designed to transfer the max-
imum power through the PA.  
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The class of operation of the PA relies upon the biasing level of the transistor. 
For instance, the DC current consumption variation of the FET transistor is shown 
in Figure 5.9, as a function of the gate voltage for a given drain voltage. The DC 
current in this figure cuts into two regions. In the first region, the current is zero; 
therefore, the transistor is off. In the second region, the current changes almost li-
nearly with the gate voltage. The gate voltage at the edge of these two regions is 
described as the pinch-off voltage. The gate bias regions corresponding to class A, 
AB, B and C PAs are also illustrated in Figure 5.9. 

 

Fig. 5.8 A general block diagram of a PA 

 
 

 

Fig. 5.9 The DC current consumption versus the gate voltage of the FET transistor 
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In class B operation, the transistor starts conducting as soon as the input RF 
signal is presented at the input of the PA; in fact, the PA consumes power as long 
as the RF signal is present at the input. Operation of the PA in classes A, AB and 
C can be achieved by biasing the transistor at the gate level, below or above the 
pinch-off voltage. In class A, the transistor is on, even when there is no input RF 
signal. Hence, the transistor conducts the input RF signal with no limitation on the 
input power level up to the maximum level that the transistor can handle. In con-
trast, in class C, the transistor is off as long as the input RF signal amplitude does 
not exceed a power threshold. Class A PAs have a linear power transfer function, 
while it becomes nonlinear moving toward class C.   

The conduction angle, α , is defined as the angular period of the input RF sig-
nal cycle in which the transistor conducts. It varies between 0  to 2π , and α π=  
corresponds to class B operation. The conduction angle is calculated by:  

12cos 1 P

gs

V

V
α − ⎛ ⎞
= −⎜ ⎟⎜ ⎟

⎝ ⎠
                                                  (5.18) 

where PV  is the pinch-off voltage, and gsV  is the gate-source voltage.  

It was theoretically proven [8] that the maximum drain efficiency of the PA can 
be related to the conduction angle by the following equation: 

max

sin( )

4sin 2 cos
2 2

α αη
α αα

−=
⎛ ⎞ ⎛ ⎞−⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

  (5.19) 

 

 

Fig. 5.10 The maximum drain efficiency versus the conduction angle 
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Based on the previous equation, the maximum drain efficiency of the PA in-
creases from 50% for a class A PA with a conduction angle of 2π  to 100% for a 
class C PA with a conduction angle of 0. This is achieved by decreasing the con-
duction angle. The theoretical maximum drain efficiency of the PA for a conduc-
tion angle between 0  to 2π  is demonstrated in Figure 5.10. It can be seen that the 
maximum efficiency of the PA increases from class A to class C, where the class 
A PA has a linear power transfer function and the class C PA has a nonlinear 
power transfer function. Indeed, there should be a tradeoff between the efficiency 
and linearity of the PA.     

Considering the preceding discussion, the choice of a proper class of operation 
for a PA in wireless transmitters is fairly challenging. Signal quality degradation can 
be avoided by highly linear PAs, but it results in poor power efficiency. The overall 
linearity and efficiency of wireless transmitters are highly affected by the PA, since 
it is the dominant source of nonlinearities and power consumption. A class AB PA 
supplies an acceptable tradeoff between linearity and power consumption.     

5.3.1.1    Class A PA 

The class A PA has the highest linearity over the other classes of operation.  In the 
class A amplifier, the conduction angle is set to 360α = D ; and, current flows con-
stantly and is not cut off during any part of the cycle, acting as a current source. 
To achieve high linearity and gain, the amplifier’s base and drain DC voltage has 
to be chosen properly so that the amplifier can operate in a linear region. There is 
continuous loss of power in the amplifier, since it is constantly carrying current. 
The class of operation A is distinguished owing to the fact that it is, in theory, per-
fectly linear, but inefficient. 

In a Class A PA, the gate and drain of a FET transistor are biased according to: 

2
P f

gg

V V
V

+
=                                                         (5.20) 

max

2
knee

dd

V V
V

+
=                                                    (5.21) 

where PV  is the gate pinch-off voltage, fV  is the gate diode forward voltage, maxV  

is the maximum tolerable drain voltage of the transistor, and kneeV  is the drain knee 

voltage. PV , fV , maxV , and kneeV  are inherent parameters of a FET transistor and 

can be collected from the device data sheet.  
To achieve the maximum drain current swing without clipping, the maximum 

amplitude of the RF gate voltage should be chosen as f ggV V− , which is illustrated 

in Figure 5.11 (a). The input power corresponding to this gate voltage is  
called the maximum linear input power. Consequently, the device conducts for the  
entire RF cycle. The maximum drain current swing, and thus maximum linear 
output power, can be obtained by proper selection of the load impedance. The gate 
and drain voltages and drain current waveforms for a class A PA are illustrated in 
Figure 5.11, as a function of the angular phase, θ .  
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Fig. 5.11 Class A: (a) gate voltage, (b) drain voltage and (c) drain current waveforms 

The drain current shown in Figure 5.11 (c) is the response of the transistor, 
which is assumed to be an ideal voltage-dependent current source, to the applied 
gate voltage shown in Figure 5.11 (a). The drain voltage is also represented in 
Figure 5.11 (b) with the assumption of providing the optimal load for the maxi-
mum linear output power. The gate and drain voltages and current corresponding 
to the waveforms in Figure 5.11 can be described as:   

( ) sings gg gV V vθ θ= + ⋅ , where g f ggv V V= −    (5.22) 

( ) sinds dd dV V vθ θ= − ⋅ , where d dd kneev V V= −     (5.23) 

( ) sinds dd dI I iθ θ= + ⋅ , where max / 2d ddi I I= =   (5.24) 

Thus, the optimal load, .
A
optR , for the maximum drain current swing can be calcu-

lated as: 

.
max max

2
/ 2

A d dd knee dd knee
opt

d

v V V V V
R

i I I

− −
= = =     (5.25) 
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The maximum output power at peak drain efficiency is obtained if the transistor 
works on a load line of .

A
optR . The required DC power, ,max

A
dcP , maximum RF out-

put power, ,max
A

RFP , and peak drain efficiency, ,max
A
Dη , for class A operation can be 

obtained using the following equations:  
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if 0kneeV = , then ,max

1

2
A
Dη =  . 

The dissipated power in the transistor, which is the difference between the in-
jected DC power to the amplifier and the RF output power produced by the PA, 
can be obtained as: 

2
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diss ds ds dc RF
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P V I d P P

π

θ θ θ
π

⋅
= ⋅ = − =∫     (5.29) 

5.3.1.2    Class B PA 

As shown in Figure 5.9, in the class B PA, the gate of the transistor is biased at the 
pinch-off voltage, and the conduction angle is set to 180α = D .  Hence, the transis-
tor remains in the active region during half of the RF cycle.  A class B PA oper-
ates at zero quiescent current. This half-sine waveform of the drain current reduc-
es the corresponding DC power; therefore, the power efficiency is increased.  

In the class B mode of operation, the gate and drain of a FET transistor are bi-
ased using: 

gg PV V=                                                           (5.30) 

max

2
knee

dd

V V
V

+
=                                              (5.31) 

 
The gate and drain voltages and drain current waveforms for a class B PA are de-
picted in Figure 5.12. As in the class A mode of operation, the load-line imped-
ance at the fundamental frequency is chosen to obtain the maximum drain voltage 
and current swing. The harmonics of the fundamental frequency are ideally short-
ened to ground at the output of the PA.     
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Fig. 5.12 Class B: (a) gate voltage, (b) drain voltage and (c) drain current waveforms 

In the class B mode of operation, injecting a sinusoidal waveform to a transistor 
with the gate biased at the pinch-off voltage results in a half-sine waveform of the 
drain current that consists of fundamental and even harmonic frequencies. The 
drain voltage only includes the fundamental frequency, since all higher harmonic 
voltage components are suppressed by proper harmonic termination. The gate and 
drain voltage equations are exactly the same as those in (5.22) and (5.23), respec-
tively, but with different ggV . The drain current is calculated as: 

max sin
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       (5.32) 

The amplitude of the DC and the fundamental frequency content of the drain cur-
rent of a class B PA can be calculated with the following equations: 
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Assuming the same maximum drain voltage and current as in the class A mode of 
operation can be obtained, the peak output power of class B is equal to that of the 
class A PA, but at the cost of 6 dB more input power requirement. This results in a 
gain that is lower by 6 dB. The reason is that only half of the input RF signal is 
amplified by the PA. However, class B mode of operation achieves higher peak 
efficiency than class A, due to the lower average DC current, and, hence, the low-
er dissipated DC power.  

A class B PA yields maximum power when offered the same optimal load line 
as that of a class A PA, which is calculated in (5.25). The required DC power, 

,max
B

dcP , maximum fundamental RF output power, ,max
A

RFP , and maximum power 

efficiency, ,max
A
Dη , for the class B operation mode can be calculated based on the 

following equations:  
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if 0kneeV = , then ,max 78.5%
4

B
D

πη = =  

The theoretical optimal efficiency of the class B PA is ,max 78.5%B
Dη =  higher 

than that of the class A PA ,max 50%A
Dη = , with the cost of reduction in the lineari-

ty of the device. 
The dissipated power in the transistor for a class B mode of operation can be 

calculated as: 
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1 4
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diss ds ds dc RFP V I d P P V I
π πθ θ θ

π π
−= ⋅ = − = ⋅∫   (5.38) 

In comparison to (5.29), the dissipated power in the transistor in class B PA is 
around 27% of the power dissipation in class A PA for the same maximum output 
power.   

In conclusion, a class B PA yields the same maximum output power as class A 
PA, while producing higher efficiency, but 6 dB less gain. Furthermore, a more 
complex load network is required, due to the requirement of proper harmonic fre-
quency termination.    
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5.3.1.3   Class AB PA 

A class AB PA compromises between class A and class B operation in terms of ef-
ficiency and linearity. The conduction angle is 180 360α< <D D , so that the transis-
tor remains in the active region for more than half of but less than the full cycle of 
the input RF signal. Indeed, the efficiency in the class AB mode of operation is be-
tween 50% and 78.5%. Class AB PAs offer a wider dynamic range than either class 
A or B PAs. The linearity of class AB is quite similar to a class A PA before its in-
put power becomes large enough to cause the drain current clipping from the bot-
tom, which is the time when nonlinearity starts and the gain decreases.  

5.3.1.4    Class C PA 

In the class C mode of operation, the gate bias point is chosen below the pinch-off 
voltage of the device. In a class C PA, the conduction angle is 180α < D , and the 
transistor remains in the active region for less than half of the RF cycle. Hence, in 
order to achieve the maximum transistor drain current, maxI , more input power 

than in the class B is needed. The class C PA has higher efficiency than classes A, 
AB and B, but it is highly nonlinear. It is biased so that the output current is zero 
for more than one half of an input sinusoidal signal cycle.   

In the class C operation mode, the gate and drain of a FET transistor are biased 
according to: 

gg PV V<                                                        (5.39) 

max
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dd

V V
V

+
=                                           (5.40) 

Figure 5.13 shows the gate and drain voltages and drain current waveforms for a 
class C PA. The gate and drain voltage equations are the same as those in (5.22) 
and (5.23), respectively, but with a different ggV . The conduction angle in Figure 

5.13 (c) can be calculated by: 

sinP gg gV V v γ= + ⋅                                           (5.41)    
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πγ θ= − , then, 

1
0 cos P gg

g

V V

v
θ − ⎛ ⎞−
= ⎜ ⎟⎜ ⎟

⎝ ⎠
                                         (5.42) 

Assuming an ideal linear relationship between the drain current, dsI , and the gate 

voltage, gsV , as demonstrated in Figure 5.9, the drain current can be specified as: 
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                             (5.43) 
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Fig. 5.13 Class C: (a) gate voltage, (b) drain voltage and (c) drain current waveforms 

Based on the class C conduction angle and applying (5.22) to (5.43), the drain cur-
rent can be calculated as: 
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π πθ θ θ− ≤ ≤ +
            (5.44) 

This equation is valid for all the classes of operation, if gv , ggV  and 0θ  are suita-

bly chosen. In the class C PA, the drain current waveform includes both odd and 
even harmonic frequency content. Hence, all higher frequency components need 
to be short-circuited at the output to have zero drain voltage at all harmonics ex-
cept at the fundamental frequency.  

Using (5.44), the drain current at DC and the fundamental frequency can be de-
rived in a few steps with the following equations: 
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To achieve peak drain current and, accordingly, maximum output power, the re-
quired RF gate voltage amplitude of a class C PA should be selected as:  

g f ggv V V= −                                                          (5.47) 

Using (5.41) and (5.47), gv  can be calculated as a function of 0θ  as: 

01 cos
f P

g
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θ
−

=
−

                                                       (5.48) 

By substituting (5.48) in (5.45) and (5.46), the following equations can be  
obtained: 
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The class C optimal load line, .
C
optR , for the maximum drain voltage swing is  

calculated as: 
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Biasing the gate deeper in class C decreases the drain current; hence, a larger load 
resistor is needed to achieve the maximum voltage swing.  

The required DC power, ,max
C

dcP , maximum fundamental RF output power, 

,max
C

RFP , and maximum drain power efficiency, ,max
C
Dη , for the class C operation 

mode can be calculated based on the following equations:  
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The dissipated power in the transistor for class C operation mode can be calcu-
lated as:        

2
max max 0 0 0 0 0 0

00

2sin sin cos 2 cos1
( ) ( )

2 4 1 cos
B

diss ds ds dc RF

V I
P V I d P P

π θ θ θ θ θ θθ θ θ
π π θ

⋅ + − −= ⋅ = − = ⋅
−∫  (5.55) 

5.3.2   Switching-Mode PAs (Classes D, E, F)  

In contrast to class A, AB, B and C PAs, where operation in the triode region 
should be avoided, class D, E, and F PAs rely on operation in the triode region for 
optimal efficiency and output power. In these amplifiers, which are also called 
switching-mode amplifiers, the output device is driven by a large square wave 
signal. For signals that have mainly phase and frequency modulation, such as qua-
drature phase-shift keying (QPSK) or Gaussian minimum-shift keying (GMSK), 
the envelope is constant. This means that a nonlinear high-efficiency PA can be 
used to amplify such signals.    

The current and voltage waveforms at the drain level of the transistor can be 
shaped to reduce the power dissipation and enhance the efficiency of PAs. This 
reduction can be achieved by avoiding simultaneous presence of high current and 
high voltage at the drain level of the transistor, since the power dissipation is equal 
to the product of both current and voltage.  

In the ideal case, no power dissipation occurs if the transistor behaves as a loss-
less switch, which makes the transistor operate in two states. In the first state, 
when the transistor is on, the voltage across it is zero and the current is high, i.e., 
the transistor behaves as a closed switch during this part of a cycle. In the second 
state, when the transistor is off, its current is zero and its voltage is high, i.e., the 
transistor behaves as an open switch during this part of a cycle.  

The gate and drain voltages and drain current waveforms for an ideal switch-
like transistor are shown in Figure 5.14.  One way to achieve the switching  
behavior is proper termination of the device at the fundamental and harmonic fre-
quencies, in order to shape the current and voltage waveforms to the switching-
mode operation [9].  

The drain voltage and current corresponding to the waveforms in Figure 5.14 
can be described as: 

max max
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where max

2 dd

V
V= . 
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Fig. 5.14  Ideal switch-like transistor: (a) gate voltage, (b) drain voltage and (c) drain cur-
rent waveforms 

The dissipated power in the transistor for ideal switching-mode operation is calcu-
lated as: 

2

0

1
( ) ( ) 0

2
B

diss ds ds dc RFP V I d P P
π

θ θ θ
π

= ⋅ = − =∫                        (5.58) 

This is because the multiplication of the drain voltage and drain current is zero at 
each angular phase. Hence, all the applied DC power is transfer to RF output pow-
er. The DC power is calculated as: 

max max

4dc

V I
P =                                                   (5.59) 

However, practically, the RF output power of the transistor consists of the funda-
mental frequency power, desired output power, and unwanted harmonic frequencies 
power. The output RF power for different harmonic frequencies can be obtained as: 

0 0
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where 
0,ds nfV  and 

0,ds nfI  are the drain voltage and current amplitudes of the har-

monic signals. Simply, the following equation can be obtained: 

max max

4RF

V I
P =                                                  (5.60) 

As a result, the load harmonic impedance network should be organized such that 
unwanted harmonic power is rejected, while the drain waveforms are controlled to 
keep the dissipated power in the transistor at zero. Consequently, all the DC power 
is transferred to the fundamental frequency output power, and the output power ef-
ficiency theoretically becomes 100%.  

The switch-like behavior of the PA is administered by the gate biasing and the RF 
input signal. The fundamental and harmonic load impedances supplied for the drain 
of the transistor shape the drain waveforms, which define the different classes of 
switching-mode PAs. Switching-mode PAs can be categorized into two groups as: 

 

• Single branch configurations, such as classes E and F, and inverse class F 
PAs; and, 

• Balanced or push-pull configurations, such as voltage mode class D and 
current mode class D PAs.  

5.3.2.1   Class D PA 

The increased efficiency of class D PAs is a result of exploiting transistors as switch-
es. In most cases, a class D PA implements a pair of active devices operating in a 
push-pull mode and a tuned output circuit. Switching-mode PAs with an output filter 
tuned to the fundamental frequency ideally transform all the DC power to fundamen-
tal frequency power, which can be delivered to the load without power losses at the 
harmonics. This results in a power output of 2 2(8 / ) /ddV Rπ  for the transformer-
coupled configuration. The output circuit is tuned to the switching frequency and 
ideally removes its harmonic components, which results in a completely sinusoidal 
signal that can be delivered to the load. Current is drained only through the transistor 
that is on, resulting in a 100% efficiency for an ideal class D PA [6], [10].  

Class D amplifiers can be categorized into two groups as: 
 
• Class D voltage-switching PAs (also designated as voltage mode class D, 

VMCD); and, 
• Class D current-switching PAs (also designated as current mode class D, 

CMCD). 
 

Figure 5.15 shows a circuit schematic of a voltage-switching push-pull class D 
PA, where bC  is the bypass capacitor, oC  is the blocking capacitor, and R  is the 
load resistance. By using the input transformer, both transistors can be driven with 
currents that are 180D out of phase. This can be done by reversing one secondary 
winding on the transformer. The RF connection of the transistor output is in paral-
lel configuration as a result of the grounding effect of a bypass capacitor, bC . 
Hence, the equivalent load resistance is equal to 2R  for each device.  
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Fig. 5.15 Voltage-switching push-pull class D PA 

The voltage and current waveforms are shown in Figure 5.16 for a voltage-
switching push-pull class D PA. The square voltage waveform enables good utili-
zation of the device’s breakdown capability. The maximum amplitude of the half 
sinusoidal current through each transistor is max dcI Iπ= ⋅ . 

 

 

Fig. 5.16 Voltage-switching class D voltage and current waveforms 
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The Fourier series of current waveforms, 1 ( )i tω  and 2 ( )i tω , can be obtained as: 
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The Fourier series of the voltage at a connecting node can be obtained as: 
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The current passing through the load is given by: 

1 2( ) ( ) ( ) sin( )R dci t i t i t I tω ω ω π ω= − = ⋅ ⋅   (5.64) 

Voltage-switching class D PAs are widely used in audio applications. However, 
they have been rarely used at frequencies in the range of 1 GHz or higher. This is 
because of the losses associated with the transition time, parasitic reactance and 
turn-on resistance of the transistors. At high frequencies, the losses in the output 
parasitic reactance, mainly the shunt capacitance, dsC , dominates the loss due to 

the turn-on resistance. The energy, E , dissipated within dsC  per switching cycle 
can be obtained by: 

21

2 ds ddE C V= ⋅                                                        (5.65) 

where ddV  is the voltage across the transistor at switch closure [11].   

To overcome this limitation, current-switching class D PAs have been pro-
posed. In this configuration, a shunt LCR (inductor, resistor, capacitor) output fil-
ter is implemented. In fact, the current waveform becomes a voltage waveform 
and vice versa. A series connection transforms to a parallel connection and vice 
versa. Furthermore, a voltage-source supply to transformer center-tap converts to a 
RF-choke feed (current source) to transformer center-tap.  

The use of the current-switching class D PA cancels out the losses in the shunt 
capacitance by achieving a zero voltage switching. Therefore, current-switching 
class D amplifiers are more appropriate for high-frequency applications resulting 
in higher power efficiency.      

Figure 5.17 shows a current-switching class D PA, in which the two devices are 
connected in parallel. An input transformer is required to drive the devices out-of-
phase, and also an output transformer is required to extract the differential load  
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voltage. As demonstrated in Figure 5.18, the currents through each transistor have 
the shape of square waveforms. In order to have proper switching, large input 
power is required. Voltages 1v  and 2v  have the shape of half-sinusoidal wave-
forms. The maximum amplitude of the half–sinusoidal voltage waveforms is 

max ddV Vπ= ⋅  , and high breakdown voltage is required.  
The Fourier series of voltage waveforms, 1 ( )v tω  and 2 ( )v tω , can be calculated as: 
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The Fourier series of the RLC tank current waveform is given by: 
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The voltage across the load is obtained as: 

1 2( ) ( ) ( ) sin( )load ddv t v t v t V tω ω ω π ω= − = ⋅ ⋅   (5.69) 

 

 

Fig. 5.17 Current-switching class D PA 
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Fig. 5.18 Current-switching class D voltage and current waveforms 

5.3.2.2    Class E PA 

In a class E PA, a single transistor operates as a switch. The drain voltage wave-
form results from the sum of the DC and RF currents charging the drain current 
capacitance. In an ideal class E PA, the drain voltage drops to zero and has a zero 
slope when the transistor turns on (zero voltage switching). This eliminates the 
losses associated with charging the drain capacitance in class D PAs and consider-
ably decreases the switching losses [12].  

In order to optimize the efficiency, the transient response of the load network 
has to be controlled even at the time the switching speed is a considerable fraction 
of the RF cycle. Indeed, class E PAs can be designed to operate at frequencies 
higher than those of class D PAs. Class E PAs can be designed at frequency bands 
up to 3.5 GHz, while attaining high power efficiency.         

In a switching-mode class E PA, it is possible to have simultaneous high vol-
tage and high current during the switching between on and off.  Therefore, a 
switching-mode PA with resistive load has power dissipation during switching 
transitions. Class E can have good efficiency only if switching times are much 
smaller than the waveform period. Figure 5.19 shows current and voltage wave-
forms in a square-wave switching-mode class E amplifier with resistive load.  

Switching power dissipation at every instant of time can be obtained as the 
multiplication of the voltage and current in the active part of the transistor. The 
current and voltage must rise and fall, but not at the same time. In other words, 
when the voltage rises, the current must fall and vice versa. Furthermore, time-
displace voltage and current transitions never have high current and high voltage 
at the same time. In a class E PA, switching has to be performed as fast as possible 
with a reasonable input drive. A class E PA has been utilized for high-efficiency 
amplification at frequencies up to K-band [6].  
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Fig. 5.19 Current and voltage waveforms in a square-wave switching-mode class E PA 

5.3.2.3    Class F and Inverse Class F PAs 

A class F PA is characterized by a load network that has resonances at one or more 
harmonic frequencies as well as at the carrier frequency. Class F amplifiers are capable 
of high efficiency (88.4% for traditionally defined class F or 100% if infinite harmonic 
tuning is used), which results from a low DC voltage current product. In other words, 
the drain voltage and current are shaped to minimize their overlap region.  

Class F amplifier design is challenging mainly due to the complex design of the 
output-matching network [6]. At microwave frequencies, it becomes difficult to 
fabricate class F amplifiers, as capacitors and inductors function poorly; and, pla-
nar structures becomes hard to realize, especially when tuning multiple harmonics.  

If the even harmonics are terminated to short circuits and the odd harmonics are 
terminated to open circuits, the current and voltage waveforms have the shapes of 
half-sinusoidal and square waveforms, respectively. The Fourier series of half-
sinusoidal current and square voltage waveforms, both at the same angular veloci-
ty, ω , are given by: 
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where dcI  and dcV  are the DC current and voltage components, respectively [13].  

This class of operation is called class F or voltage mode class F. The voltage 
and current waveforms of the theoretical class F PA is demonstrated in Figure 
5.20 (a). The power dissipation for this class of operation, which is equal to the 
product of the current and voltage, is zero. Therefore, a class F PA is able to 
achieve 100% efficiency in theory.    

Inverse class F or current mode class F PA operation is obtained by terminating 
the odd harmonics to short circuits and the even harmonics to open circuits. In  
this case, the current and voltage waveforms have the shapes of square and  
half-sinusoidal waveforms, respectively. The Fourier series of current and voltage 
waveforms are in the form of:  
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The voltage and current waveforms of the theoretical inverse class F are shown in 
Figure 5.20 (b). As in class F operation, the power dissipation of inverse class F 
operation is zero; therefore, this class is also capable of achieving 100% efficiency 
in theory [13].  

However, due to some limitations, the theoretical 100% efficiency of class F and 
inverse class F PAs is not possible in practice. In general, an infinite number of 
serial odd-harmonic tank resonators can provide a half-sinusoidal current waveform 
and a square voltage waveform. Figure 5.21 (a) shows such an output-matching 
network with a multiple-resonator output filter that tunes the harmonics to the class 
F operational conditions. All the even harmonics are tuned with one parallel tank 
resonating at the fundamental frequency. Likewise, the harmonic matching for the 
inverse class F operation needs an infinite number of serial even-harmonic tank re-
sonators and one parallel tank resonating at the fundamental frequency. The  
harmonic matching network for the inverse class F is shown in Figure 5.21 (b).  In-
deed, such a harmonic matching circuit is not feasible in practice.  

Berini et al. [14] and Raab [15] showed that the significant effect on the wave-
form shaping and, in fact power efficiency, is only related to the first few harmon-
ics. Tuning more harmonics slightly enhances the efficiency of the PA at the cost 
of increasing design complexity and output matching losses. In addition to the 
matching networks’ complexity and losses, the intrinsic and extrinsic effects of the 
transistor impact the maximum efficiency that can be achieved.       
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Fig. 5.20 Ideal waveforms in switching mode PAs: a) class F and b) inverse class F 

 
 

 

Fig. 5.21 Basic circuits of PAs: a) class F and b) inverse class F 
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5.3.3    Comparison of the Classes of Operation in RF PAs 

Table 5.1 compares the performance of the different classes of operations de-
scribed in the preceding sections, in terms of output power, gain, efficiency, and 
linearity. Table 5.1 shows that the efficiency of the linear amplifiers decreases 
from class A to class C. However, the high linearity of the class A PA trends to 
the high nonlinearity of the class C PA when moving from class A to class C. In 
the case of switching-mode PAs, class D and E PAs have very high efficiencies, 
but they are strongly nonlinear. The class F PA also has very high efficiency and 
is highly nonlinear.       

Table 5.1 Performance Comparison for Different Class of Operations of PAs 

 Class A Class 
AB 

Class 
B 

Class 
C 

Class 
D 

Class 
E 

Class 
F 

Out-
put 
power 

++++ +++ ++ + ++ ++ +++ 

Gain ++++ +++ ++ + ++ ++ +++ 
Effi-
ciency 

+ ++ +++ ++++ ++++ ++++ +++ 

Li-
neari-
ty 

++++ +++ ++ + + + ++ 

5.4    Linearization of RF Power Amplifiers 

The nonlinear behavior of the RF front-end, especially RF transmitters, can signif-
icantly degrade the overall performance of wireless systems. The power efficiency 
of an RF amplifier is optimal when it is operated near saturation [16]. An amplifi-
er operating in this nonlinear range generates IM distortion that interferes with 
neighboring channels. Therefore, there should be compensation for the nonlineari-
ties and distortions of the RF transmitter.  

An efficient PA design reduces the cost of power consumption and increases 
the battery life of wireless mobile transmitters. However, the increase in efficiency 
is usually accompanied by linearity deterioration, which requires a trade-off be-
tween efficiency and linearity. 

The output power, gain and efficiency variations for a typical PA as functions 
of the input power are shown in Figure 5.22. As can be observed from this figure, 
there are two major operational regions for the amplifier. In the first region, the 
amplifier has a linear gain, but the efficiency is low. In the second region, the am-
plifier has high efficiency, but the gain is nonlinear. Linearity deterioration is 
caused by the distortions introduced to the signal by the compression of the PA in 
the saturation region. As a result, the linearity/nonlinearity of the PA depends on 
the input signal power [17].   
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Fig. 5.22  Output power, gain and efficiency of a PA versus input power 

Linearization is a systematic approach to reduce an amplifier’s distortion and is 
inevitable for enhancing the linearity of an amplifier to the high input power drive 
levels and achieving linearity requirements when operating the device over its en-
tire power range [18]. Linearization allows a PA to generate more power and  
operate with higher efficiency for a given level of distortion. There are different 
methods for linearizing an RF amplifier. The three major linearization techniques 
are feedback, feedforward, and predistortion [19]. 

5.4.1   Feedback Linearization  

The feedback linearization technique is a closed-loop system that can provide high 
levels of linearization. It is based on the concept of the feedback loop, which is 
widely used in control theory. As shown in Figure 5.23, the amplifier’s output sig-
nal is fed back and subtracted from the amplifier’s input signal to force the output 
signal to be a linear replica of the input signal. The use of feedback linearization 
has been widely investigated, but has received little use at RF frequencies. The 
most important reason is probably related to issues with amplifier stability and the 
difficulty in production of networks with non-ideal components that function over 
wide frequency ranges [19].  

Indirect feedback techniques are reported to be more widely used. The correc-
tion in two alternative indirect feedback strategies, Cartesian feedback and polar 
feedback, are processed in a baseband domain. Two loops are needed for the am-
plitude and phase. If only one loop is used for the amplitude at lower frequencies, 
the technique is also called an automatic gain control (AGC).   
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There are some limitations with feedback linearization techniques that make 
them unsuitable for wireless communication applications. The gain of the linea-
rized amplifier is reduced to the gain of feedback loop. Furthermore, the delays 
associated with the feedback loop must be small enough to ensure stability, which 
limits the use of feedback linearization techniques to narrowband signals [20].  
 

 
 

Fig. 5.23 Feedback linearization block diagram 

 The frequency bandwidth of feedback linearization is limited by the inverse of 
the propagation delay of the feedback loop. For third-order distortion correction, 
the bandwidth of the loop must be three times the bandwidth of the baseband 
envelope. Moreover, at small signals, the system becomes inefficient, and the 
modulator/demodulator has a limited dynamic range. Operational amplifiers and 
demodulators introduce noise in the system. Stability, noise and orthogonality of 
the modulator/demodulator can be improved if the loop is digitized with a digital 
signal processor (DSP). However, current DSPs cannot reach the speed of the 
equivalent analog systems.  

Different approaches have been proposed to address the limitations, including 
envelope feedback, polar feedback, Cartesian feedback, adaptive double envelope 
feedback, and digital Cartesian feedback.  In envelope feedback linearization, in-
put and output samples are fed into two envelope detectors. As illustrated in  
Figure 5.24, the error between the outputs of the envelope detectors is injected  
to the main signal path via a vector modulator. The use of this error signal to con-
trol the amplifier’s output only allows the compensation for AM/AM nonlineari-
ties of the PA, not its AM/PM nonlinearities.  

Hence, a second feedback loop is added in polar feedback linearization, which 
is shown in Figure 5.25. In polar feedback linearization technique, the addition of 
phase lock loop (PLL) to the envelope feedback linearizer allows the compensa-
tion for both AM/AM and AM/PM nonlinearities of the PA.  
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Fig. 5.24 The envelope feedback linearization technique 

 
Fig. 5.25 The polar feedback linearization technique 

An alternative approach is Cartesian feedback, which separates the signal into 
in-phase and quadrature components. In this technique, the need for phase-shift 
components is eliminated; and, correction of gain and phase is still possible by 
tuning the amplitudes of two orthogonal components. The baseband in-phase and 
quadrature components are compared to control the attenuators in the vector de-
modulator [19].  

5.4.2    Feedforward Linearization   

Feedforward linearization is a powerful technique that has the same fundamental 
error-correcting operation as feedback, but removes the inherent bandwidth and 
stability problems of a conventional feedback loop at RF frequencies. The feed-
forward technique is theoretically correct for all nonlinearity orders.  

In feedforward linearization, a correction signal is injected at the output of  
the PA to cancel its nonlinearity distortions. Figure 5.26 demonstrates the block  
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diagram of the feedforward linearization technique. As can be observed from this 
figure, there are two loops in the feedforward system, which are the signal cancel-
lation loop and the distortion cancellation loop [6]. In the signal cancellation loop, 
a portion of the PA’s output signal is compared to a time-, amplitude- and phase-
aligned replica of the input signal. The signal at the output of the comparator 
represents the additive distortion products at the output of the PA. These products, 
after being amplified to their original magnitudes, are then subtracted from the 
time-aligned version of the PA output, which theoretically leads to perfect cancel-
lation of the distortions generated by the PA [2].   

 

 

Fig. 5.26 Feedforward linearization block diagram 

The feedforward linearization technique is naturally sensitive to changes in op-
erating conditions. However, the development of adaptation methods to compen-
sate for such changes has increased the interest in the technique. Due to the phase  
shifts introduced in the carrier by the amplifiers, the feedforward linearizers are 
very sensitive to the alignment in both loops [16]. Indeed, delay lines must be pre-
cisely tuned in order to achieve desirable performance. Furthermore, feedforward 
linearization is intrinsically non-adaptive and requires adaptive control techniques 
in both loops to retain the proper alignment. The gains of the attenuator and aux-
iliary PA must be very well matched to the gain of the PA. Furthermore, the delay 
line and subtractor in the output path of the PA have to be low loss to achieve an 
effective linearization. 

Feedforward linearizers are commonly used in wireless communication base 
stations. In these linearizers, very high linearity can be achieved (50 dBc or high-
er), and wide bandwidth can be supported (40-60 MHz or more). Power efficiency 
is the major drawback of this technique. Although the main PA is operating at 
high efficiency, the overall efficiency of the linearized amplifier is considerably 
decreased by the error amplifier, which needs to be perfectly linear. The overall 
efficiencies of third-generation (3G) multicarrier PAs linearized by the feedfor-
ward technique are in the range of 10%-15%.  
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behavioral modeling appears as a time and resource efficient process for transmit-
ter performance evaluation and digital predistorter design [4].  

Due to current broadband and highly varying signals, such as code-division 
multiple-access (CDMA), wideband CDMA (WCDMA), andorthogonal frequen-
cy-division multiplexing (OFDM), PAs or wireless transmitters have to be consi-
dered as dynamic nonlinear systems. Therefore, an appropriate architecture has to 
be chosen to extract and identify an accurate and robust forward or reverse model 
for such systems [1].   
 

 

Fig. 5.28 Black-box based behavioral modeling 

The block diagram of a DPD-based linear amplification system is shown in 
Figure 5.29. The signal at the input of the digital predistorer ( _ ( )in DPDx n ) can be 

derived from the signal at the output of the PA block according to: 

_

( )
( ) out

in DPD

x n
x n

G
=                                             (5.74) 

The behavioral modeling of the DUT identifies function DUTf  that satisfies 

( ( )) ( )DUT in outf x n x n= . The synthesis of the DPD function is equivalent to the es-

timation of function DPDf , such that ( ( ) / ) ( )DPD out inf x n G x n= .  

 

 

Fig. 5.29 Block diagram of digital predistortion (DPD) based linear PA 
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Predistorters potentially can handle much wider modulation bandwidths, in-
cluding multicarrier signals. Unlike closed-loop systems, they do not have stability 
problems. Predistorters can be integrated in monolithic microwave integrated cir-
cuits (MMICs). They provide good linearity improvement in traveling tube wave 
amplifiers (TWTAs), but less significant improvement for metal semiconductor 
field-effect transistor (MESFET) classes A and AB. Predistortion linearization 
techniques have a smaller dynamic range than feedforward linearization tech-
niques. In addition, predistorters require temperature compensation or an adaptive 
control mechanism.  

Numerous formulations have been proposed for behavioral modeling and DPD 
of RF PAs and transmitters. Some commonly used formulations are memoryless 
look-up table, nested look-up table, Volterra, memory polynomial, forward, re-
verse and parallel twin nonlinear two-box, envelope memory polynomial, Wiener 
and augmented Wiener, and Hammerstein and augmented Hammerstein models. 
The look-up table and memory polynomial models are described in the following 
sections. More information about the other models can be found in [4]. 

5.4.3.1    Look-Up-Table Model 

The static look-up table (LUT) model is the basic behavioral model for memory-
less AM/AM and AM/PM nonlinearities. The complex gain of the DUT is stored 
in two look-up tables. The output waveform can be shown as: 

( )( ) ( ) ( )out in inx n G x n x n= ⋅                                    (5.75) 

where ( )( )inG x n  is the instantaneous complex gain of the DUT.  

The AM/AM and AM/PM characteristics of the DUT can be obtained from the 
raw measured data using averaging or polynomial fitting techniques.   

5.4.3.2   Memory Polynomial Model 

The memory polynomial model is widely used for behavioral modeling and DPD 
of PAs and transmitters exhibiting memory effects.  The output waveform of 
memory polynomial model is given by: 

1

0 1

( ) ( ) ( )
M N

i

out ji in in
j i

x n a x n j x n j
−

= =
= ⋅ − ⋅ −∑∑   (5.76) 

where N  and M  are the nonlinearity order and the memory depth of the DUT, 
respectively; and, jia  are the model coefficients.  

Figure 5.30 demonstrates typical spectrum results for a linearized Doherty am-
plifier using a memory polynomial based digital predistorter. This figure clearly 
presents the perfect cancellation of the nonlinearities introduced by the DUT. 

There are other variations of the memory polynomial model in the literature, 
including the orthogonal memory polynomial model and the memory polynomial 
model with cross-terms, which is also called as the generalized memory poly-
nomial model [4].   
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Fig. 5.30 Performance of a DPD linearized 30-Watt GaN Doherty PA with four-carrier 
WCDMA signal (PAPR = 11.25 dB) [4]  

5.4.4    Analog Predistortion Linearization  

RF linearizers based on predistortion have been used for several years in satellite 
transponder PAs, either as solid-state power amplifiers (SSPAs) or TTWTAs, to 
correct the nonlinear characteristics. The use of predistorters together with the PAs 
on board a satellite allows for the operation of its transponders at reduced distor-
tion levels and higher power efficiency, while carrying multicarrier traffic [21].  
Analog predistorters (PDs) are still in use for high power applications in the upper 
GHz frequency bandwidths, where medium linearization performance is targeted. 
PDs have less complexity, low implementation cost, wide bandwidth and the  
capability to be added to existing PAs as a separate stand-alone component. Ap-
plications include mobile and handset PAs, which usually requires a simple PD 
network, typically a diode gain amplifier [7].  

A linearizer based on a series diode with a parallel capacitor is a very simple struc-
ture that utilizes the nonlinearity of the series resistance of the diode, which produces 
a characteristic positive gain and negative phase with increasing input power. This is 
a simple linearizer, but requires an additional isolation mechanism between the linea-
rization circuit and the PA. Furthermore, it has very limited control on the achieved 
characteristics and, hence, has very limited practical applications [22].   

The most basic linearization circuit with diodes is shown in Figure 5.31 (a) in a 
head-tail configuration, which consists of semiconductor diodes as a nonlinear re-
sistor. This setup suffers from linear phase distortions in the AM/PM characteristic  
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Fig. 5.32 (a) Single and (b) dual inflection amplitude characteristics 

 
Each linearizer generates a nonlinear reflection coefficient, Γ , that relates the input 

signal, 1a , to the output signal, 4b , using the matrix of the hybrid coupler as follows: 

1 1

2 2

3 3

4

0 1 0

1 0 01

0 0 12

0 1 0 0

b j a

b j b

b j b

b j

−⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− Γ ⋅⎢ ⎥ ⎢ ⎥ ⎢ ⎥= ⋅
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− Γ ⋅
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎣ ⎦

  (5.77) 

where 2 2a b= Γ ⋅  and 3 3a b= Γ ⋅ .  

Further manipulation of the above matrix results in: 

4 1b a= −Γ ⋅                                                       (5.78) 

Considering the input power 2
1| |a  and output power 2

4| |b , the following rela-

tionship can be derived: 

2| |out inP P= Γ ⋅                                                   (5.79) 

 

Fig. 5.33 Analog predistorter architecture for linearization of the distortion with dual inflec-
tion point 
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This equation shows that the PD gain is equal to the square value of the reflection 
coefficient seen from both linearizer branches.  

Figure 5.34 shows the performance of the PD in suppressing the distortion of 
the PA and flattening of the nonlinear part of the AM/AM characteristic of the PA. 
It is obvious that the distortion is considerably compensated for by the PD.  

 

 

Fig. 5.34 Measured AM/AM of AP603 with PD and without PD versus the input power [23] 

5.4.5    Comparison of Linearization Techniques 

Table 5.2 compares the performance of feedback, feedforward, and predistortion 
linearization techniques, in terms of frequency bandwidth, linearity, complexity, 
power efficiency, and adaptation.  

Table 5.2 Performance Comparison of Different Linearization Methods   

 Feedback Feedforward Analog / Digital 
Predistortion 

Frequency 
Bandwidth 

Narrow Wide Ultra/Medium 

Linearity Good Ultra Medium/Ultra 
Complexity Medium High Medium/Medium 
Power  
Efficiency 

High Low High/High 

Adaptation Intrinsically 
adaptive 

Intrinsically non-
adaptive 

Intrinsically non-
adaptive 
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5.5   RF Transmitter Architectures 

Power efficient and linear and linear transmitters, such as polar, linear amplifica-
tion with nonlinear components (LINC), envelope elimination and restoration 
(EER) and delta-sigma transmitters have received increased attention. These ad-
vanced transmitter architectures are theoretically highly efficient and linear, even 
for sophisticated digital modulation signals with non-constant envelopes and large 
PAPRs.        

5.5.1   Polar Transmitter Architecture 

In the polar transmitter, the in-phase (I) and quadrature (Q) baseband signals are 
transformed from the Cartesian representation to the polar representation. The 
Cartesian domain signal representation, ( ) ( ) cos ( ) sinc cS t I t t Q t tω ω= + , can be 

transformed to the polar domain as ( ) ( ) cos( ( ))cS t A t t tω ϕ= + . The transformation 

can be done with the following equations: 

2 2( ) ( ) ( )A t I t Q t= +   (5.80)   

( ) tan( ( ) ( ))t arct Q t I tϕ =   (5.81)    

A major difference between the Cartesian and polar representations is that the po-
lar basis vectors (amplitude and phase) have widely differing spectral properties 
compared to the I/Q basis vectors and the modulated RF output. This is clear in 
(5.80) and (5.81) as ( )A t  and ( )tϕ  are derived from ( )I t  and ( )Q t  through non-

linear operations. The nonlinearities in (5.80) and (5.81) cause the polar basis vec-
tors to lose the bandlimited property of the Cartesian I/Q representation. To design 
the system for high integrity, low EVM and high spectral fidelity, the wideband 
nature of the amplitude and phase paths has to be considered in the architecture 
and circuit-level design [24].  

In a polar transmitter, the phase, ( )tϕ , and amplitude, ( )A t , components of the 

signal are processed separately. Figure 5.35 shows a general structure of the polar 
transmitter. The phase of the carrier is modulated, and it then passes through an 
amplifier, in which the value of the power supply varies proportionally to the 
envelope. The PA is shown as a variable-gain amplifier (VGA) in Figure 5.35.  

Generally, any signal that modulates the amplitude of the carrier can be em-
ployed in a polar transmitter. The phase information extracted from the original 
signal with a constant or non-constant envelope is converted to a constant 
envelope signal. This can be achieved by phase modulation with the help of a 
phase lock loop (PLL) or digital phase lock loop (DPLL) to output the desired 
transmitting frequencies [25]. The output signal can now be amplified without any 
concern of distorting the amplitude information.  
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Fig. 5.35 General structure of the polar transmitter 

5.5.2    LINC Transmitter Architecture  

The principle of the linear amplification with nonlinear components (LINC) am-
plification system is based on converting the highly varying amplitude modulation 
of the input signal, ( )inS t , into phase modulations of two constant envelope sig-

nals, 1( )S t  and 2 ( )S t , which can be obtained using the following equations: 

( )
1 2( ) ( ) ( ) ( )j tS t r t e S t S tφ⋅= ⋅ = +   (5.82) 

max( ) cos( ( ))r t r tθ= ⋅   (5.83) 

hence, 

( ( ) ( ))max
1

( ( ) ( ))max
2

( )
2

( )
2

j t t

j t t

r
S t e

r
S t e

φ θ

φ θ

+

−

⎧ = ⋅⎪⎪
⎨
⎪ = ⋅
⎪⎩

                                       (5.84) 

where maxr  represents the maximum of ( )r t , ( )tφ  is the phase of the baseband 

signal, and ( )tθ  is the additional phase modulation angle related to the amplitude 

of signal, ( )r t , which is given by:   

max

( )
( ) arccos

r t
t

r
θ

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
                                         (5.85)   

The resultant signal, ( )outS t , is a linearly amplified version of the input signal, 

( )inS t : 

( ) 2 ( )out inS t G S t= ⋅ ⋅                                          (5.86) 

where G  is the gain of the branch amplifier.    
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Another way to compute 1( )S t  and 2 ( )S t  can illustrated as:  

[ ]

[ ]

1

2

1
( ) ( ) 1 ( )

2
1

( ) ( ) 1 ( )
2

S t S t j e t

S t S t j e t

⎧ = + ⋅⎪⎪
⎨
⎪ = − ⋅
⎪⎩

                                  (5.87) 

where ( )e t  is obtained by:  

2
max
2

( ) 1
( )

r
e t

r t
= −                                               (5.88)    

Considering that 1( )S t  and 2 ( )S t  have constant envelopes, they can be efficiently 
amplified by means of power efficient or switching-mode nonlinear PAs. The two 
amplified signals are then combined to retrieve a linearly amplified version of the 
original amplitude modulated input signal. Therefore, RF PAs can be operated at 
saturation, which results in maximum power efficiency.  

The structure of a LINC amplification system is shown in Figure 5.36. A vector 
representation of the separated baseband components is also given in Figure 5.37. 
There are three main components in the LINC transmitter: the signal separator, the 
nonlinear amplifiers, and the signal combiner [5].  

Successful implementation of a LINC transmitter is highly dependent on the preci-
sion and control of signal separation, because the LINC architecture is sensitive to  
amplitude and phase balance. Although there are some analog signal component se-
paration implementations, digital signal component separation implementation offers 
the flexibility required to apply a control over the precision of the calculations. A dig-
ital signal separator also allows implementation of correction algorithms to compen-
sate for any residual imbalance in the analog sections. It is possible to implement the 
signal separation by implementation of (5.85) or (5.88).  

 

 

Fig. 5.36 LINC transmitter structure 
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Fig. 5.37 LINC vector decomposition 
  

There are a number of issues that must be addressed in digital implementation 
of the signal component separation block, such as the use of a look-up table tech-
nique, the bit resolution of the computations, the required memory resources, the 
required computation speed, and the choice of digital-to-analog converters [5].    

The PAs should be designed for the highest possible efficiency at saturation, 
based on the selection of the PA’s biasing and impedance matching circuits. For 
this reason, class F and inverse class F PA designs can be used, which have power 
efficiencies of around 80%. While the load changes from matched to very high 
impedance, the PAs should provide a rapid drop-off in DC power consumption in 
an ideal case.  

The bandwidth response of the PA needs to be carefully selected, as the LINC 
separated signals have larger bandwidth than the original envelope-modulated sig-
nal, due to added phase modulation. Additionally, the power amplification block 
should be made of two identical or quasi-identical amplifiers, in order to preserve 
the amplitude and phase balance between the two branches [5].  

The use of two highly efficient PAs operated with constant envelope signals in 
the LINC system does not guarantee that the overall efficiency of the LINC 
transmitter will be high, but the available power at the output of the combiner de-
termines the overall efficiency of the LINC transmitter. In [26], it is shown that 
the average efficiency of the LINC system also depends on the power distribution 
function (PDF) of the signal and the type of combiner used. Hence, the combining 
structure is a key factor in the overall power efficiency and in the linearity of the 
LINC transmitter. The linearity depends on how the combining structure affects 
the impedances seen by the amplifiers and how it combines the output signals.  

In this framework, the combining structures can be categorized into two 
classes: 1) matched and isolated combiners, which are also referred to as hybrid or 
resistive combiners; and, 2) non-matched and non-isolated combiners, which are  
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also referred to as out-phasing or Chireix combiners [5]. The overall system effi-
ciency, LINCη , of a LINC transmitter using an isolated combiner is given by:  

max
LINC PA cη η η= ⋅                                                   (5.89) 

where max
PAη  is the maximum amplifier efficiency, and cη  is the combiner efficien-

cy. This equation concludes that the LINC system efficiency drops rapidly for 
low-level signals. The LINC system efficiency can drop as low as max /10PAη  at 

power back-off operation of 10 dB.   
In order to make the LINC transmitter applicable for implementation in base 

stations, some limitations in the LINC transmitter need to be addressed: the gain 
and phase imbalance between the two branches; and, the bandwidth of the con-
stant envelope signals feeding the PAs. The bandwidths of the phase-modulated 
signals at the output of the signal separator are generally five times wider than that 
of the original input signal.    

5.5.3    EER Transmitter Architecture  

The unmatched efficiency of switching-mode PAs has motivated attempts to use 
them for linear amplification. Envelope elimination and restoration (EER), pro-
posed by L. R. Kahn in 1952, is one such attempt and is presented in Figure 5.38. 
A modulated RF signal is split into its polar components, the amplitude signal and 
the constant amplitude phase-modulated signal by an envelope detector and a limi-
ter, respectively. The limiter output is a constant envelope signal that can be  
amplified by a highly nonlinear but power efficient PA, usually operating  
in switching mode, ideally without adding significant AM/AM and AM/PM  
distortion.  

In the envelope path, the amplitude information is extracted by utilizing an 
envelope detector, which is used to modulate the supply voltage of the PA using 
the amplitude amplifier / bias modulator. In the phase path, a limiter is utilized to 
eliminate the amplitude signal variation, which generates the constant amplitude 
phase-modulated signal to be applied to the PA [6]. The amplitude information is 
restored to the envelope of the transmitted signal by modulating the supply voltage 
of the PA, which leads to the EER distinction.   

The most significant challenges the EER transmitter faces are mainly related to 
the bandwidth of the signals to be amplified. The bandwidths of the phase and 
envelope signals are five times wider than that of the input signal. In fact, both the 
amplitude and RF power amplifiers should operate over a wide bandwidth, which 
inevitably reduces their efficiency. The performance of the EER transmitter is sig-
nificantly affected by the synchronization between the envelope and the RF signal 
paths [27]. The current state of the art is minimization of the worst-case differen-
tial delay between the envelope and RF signal paths.  
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Fig. 5.38 EER transmitter structure 

5.5.4    Delta-Sigma Transmitter Architecture  

A delta-sigma ( ΔΣ ) modulation based transmitter is another advanced amplifica-
tion system that transforms the envelope-varying signal to a constant envelope 
signal and is used with high-efficiency PAs [28]. Figure 5.39 shows the block dia-
gram of an RF delta-sigma based transmitter. Two delta-sigma modulators 
(DSMs), working at frequency, sf , are implemented to produce bi-level signals 

for I  and Q  signals; and, two high-frequency multiplexers, working at frequen-

cy, sNf , are used to up-convert the baseband signals to the carrier frequency, 

c sf Nf= .  

With the use of a third multiplexer, working at 2 sf , the modulated signals pro-

duced by the two multiplexers are combined to generate I  and Q  signals at carri-

er frequency cf . At the output of the third multiplexer, a switching-mode PA is 

employed to amplify the bi-level /I Q  signal. Prior to transmitting the signal 

through the antenna, a bandpass filter is used to suppress all out-of-band distortion 
and also to recover the modulated signal around the carrier frequency [1].  

The general structure of a DSM is demonstrated in Figure 5.40, in which a quan-
tizer embedded in a loop with a digital-to-analog converter (DAC) in the feedback 
path is shown. An integrator is in the forward path of the modulator. The input sig-
nal to the integrator is the difference between the input signal, ( )x t , and the quan-

tized output value, ( )y t , converted back to the predicted analog signal, ˆ( )y t . 

Considering that the DAC is ideal and signal delays are negligible, the differ-
ence between the input signal, ( )x t , and the fed back signal, ˆ( )y t , at the integra-

tor input is equal to the quantization error. The quantization noise is denoted by 
the additive term, ( )E t . This error is added up in the integrator and then quantized 

by a 1-bit analog-to-digital converter (ADC).  
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The output of a DSM is illustrated in the z -domain by: 

( ) ( ) ( ) ( ) ( )Y z H z X z G z E z= +                                     (5.90) 

where ( )X z , ( )Y z  and ( )E z  denote the z -transforms of the input signal, the 

output signal and the quantization error, respectively. 
The signal transfer function, ( )H z , transforms the signal at the desired fre-

quency band; and, the noise transform function, ( )G z , suppresses the quantization 

noise in this band [29].   
 

 

Fig. 5.39 Block diagram of the all-digital delta-sigma transmitter  

In the case of a first-order DSM, which is shown in Figure 5.40, the z -domains of 
the signal and noise transfer functions can be obtained by:  

1( )H z z−=                                                          (5.91) 

1( ) (1 )G z z−= −                                                  (5.92) 

There are two DSM-based transmitter architectures in the literature to transform 
baseband pulsed signals to the desired RF frequency band: the low-pass (LP) 
DSM-based and the bandpass (BP) DSM-based transmitter architectures [30]. 

 

Fig. 5.40 A first-order low-pass DSM general structure 
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Chapter 6  
Transmitter Design for MIMO Wireless 
Communications 

The high demand for broadband multimedia Internet access and wireless connec-
tions has increased the need for more advanced and sophisticated wireless com-
munication systems. However, wireless channels usually provide limited band-
width and lower quality links.  

The next generation of wireless technologies is targeting two essential goals in 
their design and development. One is the provision of high-speed data rates up to 
100 megabits per second (Mb/s) for mobile users and 1 gigabit per second (Gb/s) 
for stationary users. Achieving the goal of improving the data rate and increasing 
the system capacity is feasible through the use of more advanced signal processing 
and coding techniques, such as spectral efficient 64-QAM (quadrature amplitude 
modulation), orthogonal frequency-division multiplexing (OFDM), and multiple 
input multiple output (MIMO) topology.   

6.1    Complexity and Cost in MIMO Systems  

MIMO wireless communication systems are designed to deliver either maximal 
diversity to enhance transmission reliability or to increase maximal multiplexing 
gain to support high data rate [1]. The channel capacity and spectral efficiency of 
a MIMO system is usually much higher than that of a single-input single-output 
(SISO) system. This can be achieved by employing multiple antennas at the 
transmitter and receiver.  

This performance of a MIMO system can be quantified by the spatial multip-
lexing gain. Therefore, it is possible to send parallel independent data streams to 
achieve overall system capacities scaled with ),min( rt NN , where tN  and rN  

are the number of receiving and transmitting antennas [2]. On the other hand, if 
the signal copies are transmitted from or received at multiple antennas, this mul-
tiantenna system can provide a gain that enhances the reliability of a wireless link. 
This gain is known as diversity gain, which is achieved by space-time coding. 
Both diversity and multiplexing gain can be supported by MIMO systems at the 
same time, but there is a fundamental trade-off between them [1].  

In multi-branch transceivers, multiple radio frequency (RF) front-ends are inte-
grated on the same platform. Multiple modulated signals are simultaneously 
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transmitted and received using these RF front-ends. The multi-branch MIMO tran-
sceiver is a simple case of MIMO transceiver architecture, which can improve the 
power and diversity gains of the system. Transmitter and receiver nonlinearity, 
modulator imbalance and other impairments should be considered in the design of 
each branch of a multi-branch transceiver. In addition, when multiple transmis-
sion/reception paths are realized on the same chipset, new issues are generated, 
such as RF crosstalk between the multiple paths, which are due to the proximity of 
the different circuits [3].   

A multi-branch transceiver with N  antennas at the transmitter and N  anten-
nas at the receiver is demonstrated in Figure 6.1. This system uses multiple paral-
lel RF front-ends, and the number of RF front-ends is equal to the number of an-
tennas. At the receiver, the baseband processing unit decodes N  received 
baseband paths to recover the signal and also to obtain the diversity gain.  

 

 

Fig. 6.1 A conventional multiantenna receiver 

The multiple antenna RF front-end architecture design usually leads to higher 
complexity and hardware costs in the RF section. Furthermore, increasing the 
number of antennas causes growth in RF circuit mismatches and coupling. In fact, 
these issues limit the application of a high number of antennas at the transceiver. 
One option to overcome such a problem is the adoption of a single RF front-end in 
a MIMO system, where a single RF path is implemented instead of multiple paral-
lel RF paths [2], [4]. This reduces the complexity and cost of an RF section and al-
so enables a compact design with lower power consumption.        

An orthogonal transmission of multiple RF streams over a single front-end 
must be identified for the realization of a single RF front-end path. Common de-
signs that may be used for a single receiver front-end realization are the antenna 
selection technique [5], frequency-division multiplexing, time-division multiplex-
ing [1], and code-division multiplexing [6].  

6.2   Transmitters Architectures  

Several architectures have been proposed for transmitters in wireless communica-
tions, which are dependent on the performance requirements.   
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6.2.1   Direct Conversion Transmitter 

The direct conversion transmitter architecture has received considerable attention 
for multi-standard, multi-band applications, due to its smaller number of compo-
nents and usability. This architecture consists of a digital baseband processing 
unit, digital-to-analog converters (DACs), a direct up-converter, a PA, and an an-
tenna. The digital baseband processing unit has the responsibilities of digital mod-
ulation, coding and filtering, in order to develop and synthesize an appropriate 
transmission signal from the digital input data.  

The DACs convert the digital in-phase (I) and quadrature (Q) baseband signals 
to analog signals, which feed the quadrature modulator for direct up-conversion. 
Analog signals are directly up-converted to the RF with I and Q carriers. The 
block diagram of a direct conversion transmitter is shown in Figure 6.2. The 
bandpass filter after the signal summation is used to suppress the out-of-band sig-
nals produced by the harmonic distortion of the carrier. The RF signal power is in-
creased by the PA for transmission through the antenna. 

 

 

Fig. 6.2  Block diagram of a direct conversion transmitter 

The direct conversion transmitter is theoretically simple, and there are no in-
termediate frequency (IF) components. The drawbacks of this architecture are lo-
cal oscillator (LO) leakage at RF frequencies, voltage controlled oscillator (VCO) 
pulling, and the requirement of an I/Q mixer at RF frequencies [7]. The direct 
conversion transmitter suffers from unequal complex gains of the I and Q paths. 
This depends on the frequency and operating temperature. The quality of the out-
put RF signal is strongly affected by the I/Q imbalance caused by the modulators.  

In addition, the PA stage has nonlinear behavior, which deteriorates the output 
signal quality and produces out-of-band power emission. Digital predistortion 
(DPD) techniques are suitable candidates to enhance the signal quality and com-
pensate for the out-of-band power. However, the I/Q imbalance at the transmitter 
can considerably reduce the linearization capacity of the digital predistorter [8].    
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6.2.2    Superhetrodyne Transmitter 

The most common double conversion approach is the superheterodyne architec-
ture. A schematic of a superheterodyne transmitter is shown in Figure 6.3. In the 
first stage, the baseband input is up-converted to IF by an I/Q mixer. The first 
bandpass filter, BP1, shown in this figure reduces any spurious out-of-band power 
prior to the second up-conversion. In the second stage, the IF signal goes through 
a second up-conversion to achieve the desired transmit frequency. A second band-
pass filter, BP2, can be utilized to filter additional spurious out-of-band power 
caused by the second mixing operation [9]. The IF frequency is determined by the 
first LO frequency, 1f . Two frequencies are generated by the second mixer stage, 

12 ff +  and 12 ff − .  One of the frequencies is selected by the second bandpass 

filter and the unwanted frequency (image frequency) is rejected.     
The superheterodyne architecture was developed to overcome the inherent 

problems in the direct conversion or homodyne architecture. In this architecture, 
some of the unwanted frequency components originating from nonlinearities (e.g., 
in the mixers) can be removed by filters. Figure 6.4 shows the frequency plan of 
the superheterodyne transmitter with one IF frequency.  

 

 

Fig. 6.3 Block diagram of a superheterodyne transmitter 

 

 

Fig. 6.4 Frequency plan of the superheterodyne transmitter 
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6.3   Brief Overview of MIMO Transmission Schemes  

In telecommunications, multiplexing is a technique by which multiple analog sig-
nals or digital data streams are combined into a single signal to be transmitted over 
a shared medium. The basis of the multiplexing technique is the division of the en-
tire signaling dimensions into parts or channels and the allocation of these parts or 
channels to different users. The most common techniques of dividing signal space 
are along the frequency, time and code axes, which are called frequency-division 
multiplexing (FDM), time-division multiplexing (TDM), and code-division mul-
tiplexing (CDM).  

6.3.1   FDM Technique 

FDM is a technique that combines several signals into one medium by sending sig-
nals in several distinct frequency ranges over that medium, as shown in Figure 6.5 
(a). This is a familiar technique in many industries, such as telephone and commer-
cial radio and television broadcasting. Although the FDM technique can be applied 
to both analog and digital systems, it has been widely used in the analog communi-
cation systems.  

Guard bands are used in the FDM technique to avoid interference between 
channels. The FDM produces a spectral efficiency, which is due to the transmis-
sion rate that is quite close to the maximum rate needed by the user. FDM needs 
frequencies that can provide different carriers with different channels, because the 
transmission in communication systems is continuous.    

6.3.2   TDM Technique  

TDM is a multiplexing technique that allows more than one user to access RF chan-
nels without any interference between them. Figure 6.5 (b) shows how the frequency 
channels are shared at different times. It involves the sequencing of groups of sig-
nals from each individual input, so that they can be associated with the appropriate 
receiver. TDM has been used in digital communication technologies, including sig-
nificant application in cellular phone technologies. The guard times are used in the 
TDM technique to reduce the transmission impairments, such as delay propagation, 
the transient response of the pulse signal, and other impairments.  

6.3.3   CDM Technique  

CDM is a multiplexing technique where several channels share the same frequen-
cy spectrum at the same time, as shown in Figure 6.5 (c). CDM employs spread-
spectrum technology and a special coding method in which each transmitter is  
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assigned a code, allowing multiple users to be multiplexed over a shared physical 
medium. Direct sequence spread spectrum (DSSS) and frequency hopping are two 
forms of the CDM technique. In CDM, the modulated coded signal has a much 
higher bandwidth than the data being communicated. One of the early applications 
for CDM is in Global Positioning Systems (GPSs). CDM techniques are also used 
in wireless networks due to the advantage of reducing the interference among dif-
ferent users.     

 

 

Fig. 6.5 Time and/or frequency sharing in (a) TDM, (b) FDM and (c) CDM techniques  

6.4   MIMO Transceiver Architectures  

MIMO refers to a system where multiple inputs have interaction with multiple 
outputs. In the context of wireless communications, MIMO refers to topologies in 
which multiple modulated signals, separated in the space, time or frequency do-
main are simultaneously transmitted through an RF front-end. A MIMO system 
with modulated signals separated in the space domain is are already known as a 
MIMO system in wireless communication theory. This topology has multiple 
branches of RF front-ends that are involved in simultaneous transmission of sig-
nals. A MIMO system with modulated signals separated in the frequency domain 
is a system in which multiple signals modulated in different carrier frequencies are 
transmitted all together through a single-branch RF front-end.        

6.4.1   Antenna Selection Architecture 

Antenna selection techniques in spatial multiplexing at the transmitter and/or re-
ceiver can lead to simpler RF front-end MIMO systems. Based on antenna selec-
tion techniques, some of the available antennas are chosen; therefore, fewer RF 
chains than the number of transmitter and/or receivers antennas are used. Conse-
quently, this reduces cost and complexity; and, at the same time, the system per-
formance is maintained. The antenna selection technique, both in the transmitter  
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and receiver of a MIMO system, is demonstrated in Figure 6.6. Although the im-
plementation of the antenna selection technique in the receiver is straightforward, 
the implementation in the transmitter needs a feedback path from the transmitter to 
the receiver [2].   

 

 

Fig. 6.6 A MIMO system with antenna selection technique 

 The performance of the antenna selection algorithm is largely dependent on the 
objective function or the selection criterion utilized to construct the subset of an-
tennas. Several criteria have been introduced. A number of common selection cri-
teria are briefly presented in the following subsections.  

6.4.1.1   Maximum Capacity Criterion 

Channel capacity maximization is a typical criterion for antenna selection. An ana-
lytical bound for the channel capacity of MIMO systems with antenna selection 
[1], [10] can be given as: 

∑
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tN
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1
2 1log γρ                                              (6.1) 

where ρ  is the mean signal-to-noise ration (SNR), rK  is the number of selected 

antennas in the receiver, and iγ  represents the squared norm of the i th row of the 

MIMO channel matrix, H , which is ordered from the smallest to the largest. 
Based on the capacity formula in (6.1), the capacities for all possible subsets of a 
receiver’s antennas, Pp∈ , are calculated; and, the subset with the largest ca-

pacity pC  is selected.  
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6.4.1.2   Maximum Minimum Singular Value Criterion 

For each subset of receiver antennas, Pp∈ , the minimum singular value ( minλ ) 

corresponding to different pH  is calculated. Then, the subset with the largest 

minλ  is selected.  

6.4.1.3   Norm-Based Selection (NBS) Criterion 

In the norm-based selection (NBS) criterion, the subset of receiver antennas re-
lated to the rows of H  with the largest Euclidean norm is chosen. Although this 
technique is not optimal when the number of RF front-ends is greater than one 
[11], it remains a popular criterion because of its simplicity.    

6.4.2   Frequency-Division Multiplexing (FDM) Architecture 

In FDM architecture, the signals of different antennas are shifted in frequency 
with mixing by different LOs, added together, and transmitted through a single-
branch RF frond-end. Figure 6.7 shows the general block diagram of FDM  
architecture. The multiple signals from different antennas are separated in the fre-
quency domain. A single RF front-end is used to down-convert the signals, and 
the frequency shifts of the multiple streams are removed in the baseband block. 
The diversity gain is extracted by further processing [4]. Examples of this type of 
system are concurrent dual-band transmitters and multicarrier transmitters.  

A system-level performance of a scenario with two antennas at the receiving 
side was studied in [4]. Considering )(ts  as the passband signal with a center fre-

quency, cf , and a bandwidth, ω , the received signal of the first antenna is 

)()( 11 tntsh +⋅ ; and, the received signal from the second antenna is 

)()( 22 tntsh +⋅ , where )(1 tn  and )(2 tn  are the passband noise, and 1h  and 2h  

are the Rayleigh flat fading channel coefficients. The signal of second antenna is 
combined with a low-frequency oscillator at the same frequency (ω ), then filtered 
to remove the IF term.  

The deficiency of this technique is the requirement of a narrowband filter in the 
RF frequency. The simulation results for binary phase shift keying (BPSK) mod-
ulation using two antennas are demonstrated in Figure 6.8. The variation between 
the ideal and simulated curves for diversities 1 and 2 is related to the filter design 
and its quality factor. 

6.4.3   Time-Division Multiplexing (TDM) Architecture 

The general block diagram of TDM architecture is shown in Figure 6.9. In this ar-
chitecture, the same number of antennas as in the conventional topology is used,  
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Fig. 6.7  Realization of single-branch multiantenna receiver based on FDM 

 

Fig. 6.8 Bit error rate (BER) versus 0/ NEb  for a single frond-end receiver based on FDM 

using BPSK modulation [4] 

but instead of having multiple RF front-ends, a single pole, multiple-throw RF 
switch along with a single RF front-end are used to down-convert the RF signals 
to baseband. Furthermore, the signals are carried to the baseband processing unit 
using a de-multiplexer. The switch is used to capture the signals of all the anten-
nas for every symbol time interval of the modulated signal. This offers some con-
straints on the switching speed. In addition, careful alignment of the data before 
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Figure 6.10 shows the results of a time-multiplexed receiver using a raised co-
sine pulse shape filter with a roll-off factor of 0.5 for single antenna and two-
antenna cases using BPSK modulation. Zero forcing (ZF) receivers are imple-
mented. To compare the TDM architecture with a conventional architecture, the 
bit error rate (BER) of the multiple frond-end systems is demonstrated as well. 
The diversity gain using a single time-multiplexed RF front-end is equal to the di-
versity gain of the multiple RF front-end, as shown in Figure 6.10. This architec-
ture demands a wider bandwidth than the one used in the conventional MIMO re-
ceiving front-end.  

6.4.4   Code-Division Multiplexing (CDM) Architecture 

In code-division multiplexing (CDM), the signals from different antennas are mul-
tiplied by orthogonal codes and added together. At the receiver, a single RF front-
end is used to down-convert the resultant RF signals to baseband, where the sig-
nals are again multiplied by the orthogonal codes, integrated, and de-multiplexed. 
This technique is demonstrated in Figure 6.11. In the case of two receiver anten-
nas, the first and second signals are multiplied by 1( )C t  and 2 ( )C t  codes, respec-

tively, in the symbol duration, and then summed together. These codes should be 
orthogonal, i.e., 1( )C t  is equal to 1 between 0 and sT , and 2 ( )C t  is equal to 1 be-

tween 0 and 2/sT  and equal to -1 between / 2sT  and sT . sT  is the symbol dura-

tion. After summing the signals, the total signal, 

1 1 1 2 2 2( ( ) ( )) ( ) ( ( ) ( )) ( )h s t n t c t h s t n t c t⋅ + ⋅ + ⋅ + ⋅ , is down-converted using a single 

RF front-end. The baseband signal is expressed as 

1 1 1 2 2 2( ( ) ( )) ( ) ( ( ) ( )) ( )h s t n t c t h s t n t c t⋅ + ⋅ + ⋅ + ⋅� � � � .  

Followed by down-conversion in the baseband processing unit block, the signal 
is multiplied by 1( )C t  and 2 ( )C t . This separates the signal into different paths. 

An integrator removes the effect of the other signals in each path. However, the 
effect of the noise of both antennas is preserved in each path. The output of the in-
tegrator in the first path can be obtained as: 
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  (6.2) 

where )(~ ts  is invariable in the symbol duration, sT , and the codes have unit 

energy. The third term is zero, which is due to the orthogonality of  1( )C t  and 

2 ( )C t ; and, )(~ ts  is constant in the symbol duration, sT . The fourth term is non-

zero, because 2 ( )n t�  is stochastic and variable in the symbol duration.  
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The second and fourth terms of the integral have similar power; therefore, the 
output noise power using CDM is twice that of conventional design. The noise 
level is increased by )log(10 N  dB in each branch, when N  antennas are uti-

lized and the signals are down-converted with the CDM technique [12]. Figure 
6.12 demonstrates the simulation results for BPSK modulation using two receiv-
ing antennas. A separation of 3 dB can be noticed between the CDM technique 
and the conventional diversity system [4].  

 

 

Fig. 6.11  Realization of single-branch multiantenna receiver based on CDM 
 

 

Fig. 6.12 BER versus 0/ NEb  for a single frond-end receiver based on CDM using BPSK 

modulation [4] 
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6.5   Distortion and Impairment Compensation in MIMO 
Transmitters 

MIMO topology is a highly efficient solution for improving the spectral efficiency 
of wireless systems. Indeed, moving from SISO transceivers to MIMO transceiv-
ers could theoretically multiply the system capacity or data rate by the number of 
outputs integrated in the MIMO transceiver. However, MIMO topology faces var-
ious implementations issues that can be classified into two major categories. The 
first category consists of issues related to the general transceiver design, such as 
transmitter linearity, receiver dynamic range, and imbalance and leakage in mixers 
[3]. This group is not unique to MIMO systems.  

The second category is specific to MIMO transceivers. In multi-branch MIMO 
transceivers, crosstalk results from the coupling and interference between the sig-
nals of different branches. Crosstalk is more likely to take place between the 
branches, because the signals in different branches use the same operating fre-
quency and have equal transmission power [13]. This is more significant in an in-
tegrated circuit (IC) design, especially when the actual footprint of the circuit is 
small [14].  

RF crosstalk can be categorized as linear and nonlinear. Linear crosstalk occurs 
beyond the output of the transmitter, i.e., at the antenna, and can be modeled as a 
linear function of the interference and desired signals. This means the signal af-
fected by linear crosstalk does not pass through nonlinear components. Converse-
ly, nonlinear crosstalk affects the signal before it passes through nonlinear compo-
nents. This crosstalk that takes place in the transmitter circuit prior the PA is the 
main source of nonlinear crosstalk, since the PA is the main source of nonlinearity 
[3]. The origin and nature of both types of crosstalk are illustrated in Figure 6.13.        

 
Fig. 6.13 Linear and nonlinear crosstalk in dual-branch MIMO transmitters 
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6.5.1   Antenna Crosstalk 

Antenna crosstalk is the effect of the transmitted signal from one antenna element 
to another antenna element, which can be modeled as: 

AY X=
G G

                                                           (6.3)   

where 1 2[ ]TX x x=
G

 and 1 2[ ]TY y y=
G

 are the signals at the input and output of 

the antennas, respectively; and, 
1

A
1

α
β
⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 is the antenna crosstalk matrix. 

For symmetric antenna crosstalk, α  and β  are equal [3].    

With the expansion of (6.3), the signals at the output of the antennas after 
crosstalk can be shown as:  
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 (6.4) 

From this equation, it can be observed that 1y  and 2y  are linear functions of the 

signals at the antennas’ input. 
Linear crosstalk has been addressed in several research studies [15], [16]; and, 

several techniques have been proposed to compensate for it. The compensation is 
simultaneously performed mostly at the receiver side for the composite linear cross-
talk generated at the transmitter and receiver antennas and also by the channel.    

A 22×  MIMO system with three types of linear crosstalk is shown in Figure 
6.14. The total linear crosstalk can be modeled as: 

(BHA) BY X N= +
G G G

                                                  (6.5) 

where A  and B  are crosstalk matrices for the transmitting and receiving anten-

nas, respectively; and, 11 12

21 22

H
h h

h h

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 is a crosstalk matrix for the channel; and, 

N
G

 is an additive white Gaussian channel noise (AWGN) vector.  
The uncorrelated received signal using the matrix inversion algorithm is given by: 

1
. (BHA)uncorrY Y−=

G G
                                                   (6.6) 

Substituting (6.5) into (6.6): 

1
. (HA)uncorrY X N−= +

G G G
                                               (6.7)  

where .uncorrY
G

 is the uncorrelated component of the received signal without the 

noise component [3].   
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From (6.7), it can be observed that the matrix inversion method is practical if 
the (BHA)  matrix is invertible. Furthermore, the crosstalk in the transmitter an-

tenna and MIMO channel may deteriorate the performance of the MIMO system 
due to the noise enhancement, as the last term in (6.7). The performance of the 
MIMO system is not sensitive to the receiver antenna crosstalk as long as matrix 
B  is invertible.     

 
 

 

Fig. 6.14 A 22×  MIMO channel and antenna crosstalk 

6.5.2   Nonlinear RF Crosstalk 

MIMO transmitters need to maintain certain levels of efficiency and linearity in 
the system, similar to those of single-branch transmitters. Actually, the power effi-
ciency and linearity requirements of MIMO transmitters are more restrained than 
those of single-branch transmitters. As demonstrated in Figure 6.13, crosstalk that 
occurs before the PA is recognized as nonlinear. Some sources of this type of 
crosstalk can be the leakage of the RF signal through the common LO [14] and in-
terference in the chipset.  

Considering RF nonlinear crosstalk and transmitters’ nonlinearities, the trans-
mitters’ output in a dual-branch MIMO transmitter can be modeled as: 

)( 2111 xxfy α+=                                               (6.8) 

)( 2122 xxfy += β                                               (6.9)  

where )(1 ⋅f  and )(2 ⋅f  are nonlinear functions that represent the transmitter res-

ponses of each branch; ix  and iy  are the input and output signals, respectively; 

and, α  and β  are the RF nonlinear crosstalk. Since )(1 ⋅f  and )(2 ⋅f  are nonli-

near, a simple matrix inversion is not sufficient to compensate for the effect of 
nonlinear crosstalk.          
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Due to unavoidable RF crosstalk between branches of a MIMO transmitter, in-
dependent modeling of each branch is not adequate to include the effects of RF 
nonlinear crosstalk. Hence, the traditional DPD techniques developed for SISO 
systems are not suitable for MIMO systems. In fact, a new DPD architecture with 
the capability of having more than one input signal is required [3].       

6.5.3   Effects of Nonlinear Crosstalk on DPD Extraction 

In Figure 6.15 (a), a MIMO transmitter is shown as a black box with two inputs 
and two outputs. One way to model the dual-branch MIMO transmitter is inde-
pendent modeling of each branch of the MIMO transmitter, which is illustrated in 
Figure 6.15 (b). The independent modeling is reliable if there are no interactions 
between the two branches. However, as discussed previously, nonlinear crosstalk 
is an inevitable incident in dual-branch MIMO transmitters. As a matter of the 
fact, the transmitters’ output with the effect of crosstalk can be modeled as in (6.8) 
and (6.9). It can be observed from the expressions in (6.8) and (6.9) that the signal 
at the output of each branch is a function of both input signals, in the presence of 
RF nonlinear crosstalk. Hence, independent modeling of each branch, according to 
the input and output signals of that branch, leads in an inefficient model for the 
dual-branch transmitter. Similarly, the use of DPD linearization techniques leads 
to a similar scenario when linearization blocks are realized separately for each 
branch of the dual-branch transmitter.    

 

 

Fig. 6.15 A MIMO transmitter as (a) a black box, (b) two independent parallel models 

The cascade of DPD and the RF frond-end complex transfer function in an 
ideal transmitter without nonlinear crosstalk results in a linear complex transfer 
function. However, in MIMO transmitters, the quality of the DPD extraction de-
grades when nonlinear crosstalk modifies the complex envelope of the RF signal 
at the input of the PA of a transmitter [3]. As shown in Figure 6.16, the DPD coef-
ficients of the upper branch transmitter are extracted using the digital baseband 
signal to be transmitted ( 1z ) and the equivalent complex envelope of the PA RF 

output ( 1y ). The coupled signal from the second path ( 2z ) is also added to signal 



6.5   Distortion and Impairment Compensation in MIMO Transmitters 145
 

 

1z , and the combined signal ( 21 zz α+ ) is amplified by the PA. Hence, the output 

PA signal can be expressed as: 

)( 2111 zzfy α+=                                                (6.10) 

In the DPD extraction process, the DPD function, )(1 ⋅g , is the inverse function of 

)(1 ⋅f , which depends on both input signals, 1x  and 2x , through 1z  and 2z  

terms. Considering that )(1 ⋅g  is only a function of the 1x  input signal, the PA 

output signal is: 

1021111 ))(( xGzxgfy ⋅≠+= α                         (6.11) 

where 0G  is the linear or small-signal gain of the PA.   

Hence, the nonlinear crosstalk influences the extraction and effectiveness of the 
DPD function.   

 

 

Fig. 6.16  DPD and PA with nonlinear crosstalk in a MIMO system 

6.5.4   Impairment and Distortion Compensation 

Most of the techniques proposed so far have addressed either nonlinear distortion, 
the I/Q imbalance of the modulator, or the coupling effects in MIMO transmitters. 
However, there are not many proposed solutions that jointly address all the issues 
at the same time.  In order to characterize the static and dynamic (memory effect) 
nonlinear behavior of the transmitter, the multi-branch polynomial model can be 
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used [17]. The output complex envelope signal at the output of the nonlinear 
transmitter can be expressed as: 

∑∑
=

−

=

−⋅−⋅=
M

j

i
N

i
ji jnxjnxbny

0

1

1
, )()()(                             (6.12) 

where )(nx  and )(ny  are the input and output complex signal envelopes, respec-

tively; jib ,  are the model coefficients of the j th filter tap; and, N  and M  are 

the maximum polynomial order and memory depth, respectively.       
In a MIMO transmitter, for the modeling of the coupling effects in addition to 

the PA nonlinearity, each output of the transmitter should contain cross terms be-
tween the input signals [3]. The memory polynomial model can be extended for a 
dual-input dual-output transmitter with crosstalk effects. The signal at each output 
of the transmitter is given by: 
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 (6.13) 

 

where )(1 nx  and )(2 nx  are the input complex signals envelopes, and )(nyk  is 

the output complex signal envelop at the k -branch of the MIMO transmitter. The 
modeling of the nonlinear crosstalk (memoryless case) in a MIMO transmitter is 
illustrated in Figure 6.17.  

 

 

Fig. 6.17 Modeling of a 22×  MIMO transmitter with nonlinear crosstalk 
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In addition to crosstalk, the I/Q imbalance of the modulator affects the perfor-
mance of the MIMO transmitter. The modeling of the I/Q imbalance of the mod-
ulator is based on the modeling of the cross coupling channels between the I and 
Q components of the modulator signal input. The cross coupling terms can be pre-
sented in the model by utilizing the conjugate of the input signal [18]. I/Q imper-
fections are generally gain and phase imbalance and DC offset. The signal at the 
output of a SISO transmitter suffering from such impairments can be expressed as: 

1
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0 1
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0 1
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where )(nx , )(* nx  and )(ny  are the input, input conjugate and output complex 

signals envelopes, respectively; and, dcb  is a DC term used to estimate the DC 

offset of the modulator.  
Figure 6.18 demonstrates the modeling of the modulator’s I/Q imbalance for a 

SISO transmitter for the memoryless case.  
   

 

Fig. 6.18 Modeling of modulator I/Q imbalance for a SISO transmitter 

Based on the prior models, a dual-input dual-output MIMO transmitter that suf-
fers from PA nonlinearity, modulator I/Q imbalance and coupling effects can be 

counted as a nonlinear system with four inputs ( 1x , 2x , *
1x , *

2x ) and two outputs 

( 1y , 2y ). The outputs can be related to the inputs as: 

[ ] [ ]TT xxxxyy *
2

*
12121 W=                               (6.15) 

where W  is a nonlinear matrix function that characterizes the behavior of the 

transmitter. The signal at the output of the MIMO transmitter suffering from PAs 
nonlinearity, nonlinear crosstalk, modulator I/Q imbalance and DC offset can be 
expressed as: 
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Digital baseband preprocessing techniques can be used to compensate for all the 
effects previously mentioned. Hence, identification needs to be performed to ex-
tract the coefficients of the inverse model. The inverse model is used to generate 
the MIMO transmitter input when fed with the MIMO transmitter output.    
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Chapter 7 
Receiver Design for MIMO Wireless 
Communications 

In the previous chapters, it has been shown that multiple input multiple out (MIMO) 
systems can provide either diversity order improvement or spatial multiplexing ad-
vantages. In this chapter, the receiver front-end architectures in MIMO systems are 
discussed. Starting with the traditional single input single output (SISO) receiver 
front-ends, their extensions are presented for MIMO applications. Moreover, the ca-
pacity reduction due to a noisy front-end and radio frequency interference are ex-
amined.  In addition, a MIMO testbed realization technique is presented using a 
MIMO testbed; and, the more advanced MIMO transceiver implementation tech-
niques are described under the commercial MIMO transceivers section. 

7.1   Receiver Architectures 

7.1.1   Superheterodyne Receiver 

The superheterodyne receiver architecture, which is widely used in wireless com-
munications, includes two mixers. The receiver is shown in Figure 7.1. The first 
mixer down-converts a radio frequency (RF) modulated signal to an intermediate 
frequency (IF) using a local oscillator (LO). The IF signal is generated either 
above or below the LO frequency. The undesired signal is called an image signal. 
The frequency interval between the desired and image signals is 2IF. 

 

Fig. 7.1 The architecture of a superheterodyne receiver 

90o
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It is likely that an unwanted signal is allocated in the 2IF distance of an RF sig-
nal. In this case, the unwanted signal interferes with the desired IF signal. An image 
rejection filter before the down-converter is used to prevent from this problem. 
Moreover, to remove the unwanted components, a highly selective bandpass IF fil-
ter is used at receiver. The next stage is the automatic gain control (AGC) section, 
which should keep the input level of the analog-to-digital converter (ADC) constant 
by adjusting the gain. The IF signal is then down-converted to the baseband signal 
using an IF oscillator.  Finally, the baseband signal is processed in the digital signal 
processor (DSP) after analog-to-digital conversion. The DSP can demodulate any 
modulation format within its processing and data conversion bandwidth [1], [2].  

7.1.2   Direct Conversion Receiver 

The direct conversion, or zero IF, receiver is proposed to overcome the need to use 
of an IF section at the receiver. This architecture down-converts the RF modulated 
digital signal directly to a baseband signal. A typical architecture of this receiver is 
shown in Figure 7.2. The oscillator frequency in this receiver is the same as the 
carrier frequency of input signal.  The channels are selected by tuning the LO and 
removing unwanted signals using a low-pass filter [2]. 

The architecture of a direct conversion receiver is simpler than that of a super-
heterodyne receiver. This results in a smaller sized and lower cost receiver. How-
ever, there are more design challenges in these receivers. The main design issues 
are due to the RF impairments, such as DC offset, I/Q imbalance, and second-
order distortion.  On the other hand, this architecture provides less spurious power,  
making it very attractive for the receiver applications.  
 

 

Fig. 7.2 The architecture of a direct conversion receiver 

7.1.3    Low IF Receiver 

The architecture of a low IF receiver is shown in Figure 7.3. This architecture has 
been proposed in order to take advantage of both direct conversion and superhete-
rodyne receivers [3]. The lack of DC offset is the main advantage of a low IF re-
ceiver over the direct conversion structure. However, the image rejection poses 
greater difficulty compared to the superheterodyne receiver, because the image 
frequency is closer to the RF frequency.  

(@ )LO RF
90o
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The IF frequency in this architecture is usually selected from half the channel 
bandwidth to several times the channel bandwidth. This creates more challenges in 
removing the image signal.  If the low IF frequency is selected to be equal to at 
least half the channel bandwidth, the adjacent channel interference and image in-
terference can be filtered out by a bandpass filter known as a polyphase filter [3]. 

7.1.4    Image Rejection Receiver 

The image reject receiver was developed to overcome the image problem in superhete-
rodyne receivers. The most common image reject receiver architectures are Hartley 
and Weaver. The architecture of image reject receivers is shown in Figure 7.4.  

 

Fig. 7.3 The architecture of a low IF receiver 

 

Fig. 7.4 The architecture of image rejection receivers: (top) Hartley architecture and (bot-
tom) Weaver architecture 
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7.1.5   Six-Port Receiver 

A six-port receiver consists of two inputs and four outputs. In direct conversion 
receiver applications, the RF and LO signals are applied to the two input ports, as 
shown in Figure 7.5. The six-port structure produces four various combinations of 
RF and LO signals and injects them to four power detectors, so that the outputs 
can be obtained [4]. If the six-port junction is a linear network, the four outputs of 
the multi-port structure are as follows: 
 

 
(7.3a) 

 
 (7.3b) 

 (7.3c) 

 

 

Fig. 7.5 Block diagram of a direct conversion based six-port receiver  

where Sij is the scattering parameter of the multi-port structure.  

Assuming the RF signal with digital modulation has the same frequency as the LO 
signal, the RF and LO signals can be represented by: 

 
 (7.4) 

 
 (7.5) 

where I and Q are in-phase and quadrature-phase modulating signals.  
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By substituting (7.4) and (7.5) into (7.3) and using the relations of: 

 (7.6a) 

 (7.6b) 

the expressions of the output powers can be derived as: 

                   (7.7) 

where  and .  

Assuming that the LO power is known, the unknown parameters are (I2+Q2), I, 
and Q. Thus, (7.7) can be written as: 

            (7.8) 

where Mi, Li and Ni are constant governing parameters for given operating condi-
tions, which are functions of scattering parameters and the power of LO and re-
ceived RF signals.  

Equation (7.8) presents N equations with three unknown parameters. From 
(7.8), the six-port equations can be written in matrix form as: 

                                   

 (7.9) 

where DT is a matrix defined as: 
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If the determinant of the DT matrix is non-zero, (7.9) can be solved with respect to 
unknown parameters: 

 (7.11.1) 

 (7.11.2) 

Equation (7.9) shows the general demodulation equations in six-port structures.  

7.1.6   Five-Port Receiver 

As seen in (7.9), there is a dependent equation that leads to a fixed value in the 
first element of the calculated matrix [4], [5]. This dependent equation is the result 
of the known LO power. This assumption is reasonable, because the LO power is 
known to the receiver designer and can be removed from the unknown parameters.  

 

 

Fig. 7.6 A five-port receiver 

Nevertheless, if the LO power is so unstable that it cannot be treated as a con-
stant, the DC terms of each output can be easily removed by DC cancellation  
methods (in a simple case, by a capacitor), which are always used in direct con-
version receivers for the DC offset cancellation. Therefore, the slow variation of 
the LO signal with the other DC terms is removed, and it is not necessary to know  
 

1 1 2 2 3 3 4 4I P P P Pα α α α′ ′ ′ ′= + + +
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or calibrate the LO power exactly. Note that blindly removing LO power cannot 
cause any problems, since the information needed for I/Q detection exists in terms 
of the alternating current (AC) outputs. Note that the (I2+Q2) parameter is variable 
and cannot be removed from demodulation calculations.  

This is the reason for reducing the number of outputs from four to three; there-
fore, (7.9) may be changed to: 

                                     (7.12) 

where the matrix D is defined as: 

 

(7.13) 

where the determinant of matrix D is non-zero. Therefore, the demodulation equa-
tions will be: 

 (7.14.1) 

 (7.14.2)        

It should be mentioned that the additional equation in the common six-port struc-
ture is only used to simplify I/Q calculations. In this case, it is sometimes better to 
reduce the number of ports from six to five, if the complexity of the calculation 
remains the same. In regards to (7.9) and (7.12), the additional equation in the six-
port architecture leads to more calibration parameters, which may increase the er-
rors of the I/Q calculations due to errors in the calibration procedure. A low-cost 
generation of an I/Q signal, as shown in Figure 7.6, uses conventional Op-Amp 
(operational amplifier) circuits [5], although the accuracy may be slightly reduced. 

7.2   Smart Antenna Receiver Architectures 

The principle of operation of a smart antenna is presented in Figure 7.7 [6]. In this 
model, a set of antenna elements is arranged in space; and, the output of each ele-
ment is multiplied by a complex weight and summed. New patterns result from 
combining the radiation patterns of the individual elements with phases and  
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amplitudes, depending on the weights applied. The weights may be allowed to 
vary in time, and the adaptive array is then realized. This array can be used to im-
prove the performance of a mobile communication system by choosing the 
weights so as to optimize some measure of the system performance [1], [6].  

 

Fig. 7.7 Principle of operation of smart antennas 

■ Example 7.1:  

This example shows how adaptive antennas at a receiver can be used to minimize 
the impact of interference [6]. Figure 7.8 shows a desired radiator and an interfer-
ing antenna transmitting co-channel signals s1 and s2, respectively. The signals are 
received at a receiver with two independent antenna elements. The signals re-
ceived by the antenna elements are multiplied by complex weights, w, and 
summed, yielding the output, y, which would then be demodulated.  

 

Fig. 7.8 Two elements smart antenna 
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It is assumed that there is complete channel state information (CSI) at the re-
ceiver, where the channel coefficients, hij, are known.  One can set the weights, wj, 
in such way the output y minimizes the output due to the interferer, while leaving 
the desired signal unaffected.  The signals received at the antenna elements are: 

 

where x1 and x2 are the received signals at element 1 and element 2. The output of 
the combiner is: 

 

The output can be written as: 

 

If the output must be the same as the signal from the desired mobile, the term mul-
tiplying s1 should be set to 1 and the term multiplying s2 must be set to 0. Accor-
dingly, the weighting functions are obtained as [6]: 

 

As may be seen from this example, the selection of the weighting functions is the 
main task in the realization of smart antenna architecture. There are different me-
thods to select and adaptively adjust the weighting functions using DSP.  The 
common techniques to implement the weighting functions are shown in Figure 7.9.  

Figure 7.9 (a) shows the implementation of the weighting functions in RF. The 
weighting functions are usually realized using the variable attenuator and the vari-
able phase shifter. This technique has also found some applications for uncom-
pressed high-definition (HD) video transmission in a 60 GHz link and is being 
supported by IEEE 802.15 [7].  

Figure 7.9 (b) shows the implementation of the weighting functions in the IF 
section. Figure 7.9 (c) shows the weighting functions implementation in LOs: this 
technique is more suitable for superheterydyne receivers. In this design, the varia-
ble gain modules and variable phase shifter are implemented in IF. The weighting 
function implementation in baseband is illustrated in Figure 7.9 (d). This tech-
nique is very common, due to its ease of implementation. 
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(a) 

 

(b) 

 

(c) 

Fig. 7.9 The realization of the smart antenna receiver: (a) weighting function in RF, (b) IF 
weighting function in IF, (c) weighting function in LO, and d) weighting function in baseband 
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(d) 

Fig. 7.9 (continued) 

Figure 7.10 illustrates a simple implementation of the smart antenna and beam-
forming structure using weighting functions in baseband and having only an RF 
front-end [8]. This structure uses parasitic antenna concepts and is very promising 
for the provision of low-cost smart antenna and beamforming systems. The design 
technique for this receiver is discussed in Chapter 10. 

 

 

Fig. 7.10 Adaptive smart antenna receiver using parasitic elements 

7.3   MIMO Receiver Architectures 

The MIMO receiver front-end is traditionally realized using parallel SISO receiv-
ers. In baseband, it is usually assumed that the spatial and temporal properties of 
the MIMO impulse response, H(t), can be separated as:   

                                 
(7.15)

 
where u(t) is the pulse shape.   
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The matched filter, , in the MIMO baseband receiver can, therefore, be 

decomposed into a cascade of a space-only column matrix, H*, and followed by a 

bank of time-only matched filters, . This is a common assumption in nar-

rowband models [9]. It is also usually considered that the channel is known on the 
receiver side.   

In this section, three architectures are discussed to implement an RF front-end 
for MIMO receivers. All these architectures use parallel SISO front-ends. There 
are also alternative designs that use a single RF front-end for MIMO receivers 
[10]. This technique is discussed in details in the last chapter. 

7.3.1    Superheterodyne MIMO Front-End 

A MIMO superheterodyne receiver is illustrated in Figure 7.11. As can be seen, 
the architecture is basically designed based on N parallel SISO receivers. Howev-
er, common LOs, both in RF and IF, are used.  The common LO minimizes the 
voltage controlled oscillator (VCO) / synthesizer power dissipation and chip area 
and prevents pulling between multiple VCOs on the same die [39]. The parallel 
down-converted streams are delivered to the baseband section using analog-to-
digital sections. The signals are then detected by decomposing the spatial and 
temporal properties of received signals using (7.15). Furthermore, the detected 
signals are combined depending on their encoding format. The encoding can be 
used to increase the reliability, known as space-time coding, or can be used to in-
crease the rate, referred to as spatial multiplexing.  

 

Fig. 7.11 The architecture of a MIMO superheterodyne receiver 
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Having N antenna elements in this architecture, N SISO front-ends are required. 
This makes the receiver expensive and increases the power consumption of the re-
ceiver.  The RF impairments, such as phase noise and I/Q imbalance, also impact 
on the performance of this receiver. On the positive side, this design has the ad-
vantages of the SISO superheterodyne front-end.  

7.3.2   Direct Conversion MIMO Front-End 

The architecture of a MIMO direct conversion receiver is shown in Figure 7.12. 
This design uses an LO in the same frequency as the input RF signal. Accordingly, 
it removes the IF section and uses fewer components compared to superhetero-
dyne architecture.  

Moreover, the size and cost of this architecture are usually less than those of the 
superheterodyne design. However, the direct conversion design suffers from DC 
offset impairment [2]. The modeling and compensation of the DC offset impair-
ment in direct conversion receiver is discussed in the future chapters. 
 

 

Fig. 7.12 The architecture of a MIMO direct conversion receiver 
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7.3.3   Six-Port MIMO Front-End 

The architecture of a MIMO six-port receiver is presented in Figure 7.13. This ar-
chitecture essentially belongs to the direct conversion class, where only an LO is 
used to convert the RF signal to baseband signals. However, due to the use of  
passive circuits and detector diodes instead of mixers, it promises simple and low-
cost implementation, particularly at high microwave and millimeter-wave fre-
quencies. Moreover, this technique provides lower power consumption compared 
to the other designs. Meanwhile, the RF impairments in this technique are similar 
to those in the direct conversion receivers.  

 

Fig. 7.13 The architecture of a MIMO six-port receiver 

7.4   Capacity Reduction of MIMO System due to the Front-End  

As seen in (4.32), an antenna can be modeled by a Thevenin equivalent circuit 
with the open circuit voltage as u and the impedance, . This model 

can be readily extended to an antenna array [11].  The open circuit array voltage is 
obtained as: 

                                      
(7.16) 
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where xi is the transmitted signal, hi is the spatial channel vector, and no is the 
thermal noise, and , where B is bandwidth in Hertz 

and is the impedance matrix of the antenna array.      

The front-end may include parallel sets of amplifiers, mixers and filters [13-
15]. The impedance matrix of the frond-end is represented as . Figure 7.14 al-

so shows that the front-end contributes noise to the delivered signal to the load 
[12], [16]. Accordingly, the output signal can be related to input signal, u, as: 

                                
 (7.17)  

where n=no+z, z is the noise contribution from the front-end,  

and,  where  is the covariance matrix of noise, and  is 

the covariance matrix of the channel. 
For the correlated antenna, the Ergodic capacity with complete channel state in-

formation (CSI) at the receiver and power constraint  can be ob-

tained as [15]: 

 (7.18) 

where 

 (7.19) 

This matrix (7.19) is called the signal-to-noise ratio (SNR) matrix as it is analog-
ous to the SNR of a SISO system [16]. By extending relation (4.33) of the SISO 
case to the MIMO system, the noise factor matrix for the MIMO front-end can be 
defined as: 

  (7.20) 

The SNR matrix may be also presented, in terms of noise factor matrix, as [16]: 

  (7.21) 

It is derived that two otherwise identical MIMO systems, having front-ends with 
noise factor matrices of , result in corresponding capacities of , 

with equality if and only if  [16]. 
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Fig. 7.14 A circuit model for a receiver front-end 

7.5   Radio Frequency Interference on MIMO Receivers 

Radio frequency interference (RFI) is a combination of independent radiation 
events that usually have non-Gaussian statistics. As an example, a computer has 
emissions of varying intensities that interfere with wireless transceivers. Some in-
terfering sources from computer subsystems are shown in Table 7. 1.  

Table 7.1  Example of Computer Subsystems Interfering with Wireless Standards [18] 

 

The impact of computational platform generated RFI on wireless local area 
network (WLAN, IEEE 802.11b/g) data communication transceivers has been 
studied [19]. It was shown that computational platform generated RFI may in-
crease the receiver noise floor ten-fold, causing a more than 50% loss in range and 
a significant impact on the throughput performance. As an illustration, the impact  
of LCD (liquid crystal display) noise on the throughput of an IEEE802.11g em-
bedded receiver is presented in Figure 7.15 [18]. As may be seen, the LCD interfe-
rence may highly reduce the throughput of the wireless system. 
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Fig. 7.16 The performance of spatial multiplexing (SM) and Alamouti coding  MIMO re-
ceivers in presence of Gaussian and bivariate Middleton class A noise © Springer [20] 

7.6   MIMO Testbed Design  

Wireless MIMO communications have necessitated a variety of performance ex-
aminations; therefore, a MIMO testbed, which shows the system performance and 
examines the analytical results, is required in research laboratories in both acade-
mia and industry.  Moreover, the performance degradation of the system over  
realistic and imperfect channels needs to be accurately characterized.  The first 
narrowband MIMO prototype was vertical BLAST (Bell Laboratories Layered 
Space-Time) or V-BLAST (Vertical BLAST) architecture [21]. This was followed 
by several MIMO testbeds that have been reported in the literature, e.g. [22]-[32]. 
A modem MIMO testbed design needs flexibility in software, since firmware im-
plementation of different transmission schemes, such as space-time processing, is 
typically tedious work. In this section, a typical MIMO test-bed is described. 

7.6.1   Testbed Architecture 

Figure 7.17 shows a functional block diagram of a testbed. For a given data 
stream, a program in a PC builds up frames by using a desired transmission 
scheme. These frames are then transmitted to the field-programmable gate array 
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(FPGA) board and are buffered in its internal RAM (random access memory). Af-
ter some processing, these signals are converted to analog signals by four digital-
to-analog converters (DACs). The analog converted signals are fed to the RF 
transmitters.   

On the receiver side, the received signals are down-converted by means of four 
synchronous superheterodyne receivers. The digitized signals are fed to the FPGA. 
An energy detector is implemented in the FPGA to detect the frame position [33]. 
The received frames are sent to the PC for processing.  

The testbed specifications are presented in Table 7.2, and the various sections 
of the testbed are described in the following subsections. 

 

 

Fig. 7.17 Functional block diagram of the testbed 

Table 7.2 Testbed specifications 

Parameter Description 

Radio Frequency 2.4~2.5 GHz 

Bandwidth <4 MHz 

Modulation Any 

Channel Up to 4×4 

TX DAC Resolution 12 bit 

RX ADC Resolution 12 bit 

TX Output power <18 dBm 

TX IF 21.4 MHz 

RX IF1 268 MHz 

RX IF2 10.7 MHz 
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7.6.1.1   RF Transmitter 

The RF transmitter module for a path is shown in Figure 7.18.  The RF transmitter 
consists of an I/Q mixer, a common oscillator for all modulators and a power am-
plifier with 18 dBm maximum output power. The input signal to the transmitter 
block is fed by a DAC. A common LO with a power level of -7 dBm is used to 
provide the oscillator signals for all paths. It is shown in Figure 7.19.  

 

 

Fig. 7.18 The transmitter module 

 

 

Fig. 7.19 Transmitter oscillator in 2358.6 MHz 
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7.6.1.2   RF Receiver 

The RF receiver diagram is shown in Figure 7.20 The RF receiver consists of a band-
pass filter (BPF), a low-noise amplifier (LNA), an image rejection (IMR) filter, an RF 
to IF down-converter, two common oscillators for all down-converters and an auto-
matic gain control (AGC) amplifier. The first stage of the receiver is a micro strip 
BPF filter to protect the following LNA from blocking by other radio applications. 
An IMR filter is used to additionally suppress image frequency signals.  

The down-conversion to both the first and second IF frequencies is performed by a 
double-balanced mixer. The LO signals with a power level of +12 and +7 dBm are 
applied for the first and second mixers, respectively. A bandpass SAW (surface 
acoustic wave) filter is applied at the first IF stage to limit the noise bandwidth of the 
RF system to 4 MHz and to filter undesired spectral components. An AGC amplifier 
with 68 dB dynamic range is in the last stage of the receiver. The 10.7 MHz IF signal 
feeds the ADC. The RF receiver module is shown in Figure 7.21. 
 

 

Fig. 7.20 Receiver functional diagram  

 

Fig. 7.21 Receiver module  
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The developed testbed is shown in Figure 7.22 In addition, a channel simulator 
can be implemented in MATLAB software and is placed after MIMO transmitter.  
The overall system is shown in Figure 7.23. This testbed is used in the future 
chapters to investigate the performance of MIMO transceivers. 
 

 

(a) 

 

(b) 

Fig. 7.22 Block diagrams of (a) the RF receiver, and (b) the RF transmitter 



7.7   Commercial MIMO Transceivers 173
 

 

 

Fig. 7.23 Block diagram of the overall testbed 

7.7   Commercial MIMO Transceivers 

Some manufacturers have recently introduced a few MIMO transceivers to the 
wireless market. These transceivers usually target commercial applications, in-
cluding WiMAX (Worldwide Interoperability for Microwave Access) and LTE 
(Long Term Evolution).  

7.7.1   UXA234 MIMO Transceiver from NXP-Philips 

The functional block diagram of the UXA234 MIMO transceiver from NXP-
Philips is shown in Figure 7.24. The UXA234 covers the frequencies from 2.3 
GHz to 3.8 GHz using conversion transceiver structures. A direct conversion ar-
chitecture is used to achieve the lowest power consumption and the least number 
of external components [34]. On the receiver side, the signal enters at the LNA, is 
mixed down in an I/Q mixer to a zero-IF. It is then low-pass filtered and buffered 
before being fed to the ADC (located in the baseband chip). On the transmitter 
side, I/Q signals are created by the current mode DAC of the baseband integrated 
circuit (IC) and converted on to the transceiver’s IC to a voltage. The signal is 
then passed through reconstruction filters before being mixed up to the RF and 
amplified. The LO signal is shared between the receiver and transmitter.  

On the receiver side, the high- and mid-gain modes of the LNA are imple-
mented with active circuitry, while the low-gain mode is passive. Over the whole 
receiver band, the RF front-end requires a very low noise figure of 3 dB.  The cir-
cuit has been fabricated with SiGe (silicon-germanium) BiCMOS technology  [3]. 
Without calibration, the receiver’s error vector magnitude (EVM) is reported at 
about -32dB and, after calibration, is about - 38dB [35].  
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Fig. 7.24 Functional block diagram for the UXA234 MIMO transceiver © NXP-Philips 
[35] 

7.7.2    MAX2842 MIMO Transceiver from MAXIM 

The functional block diagram of the MAX2842 MIMO transceiver is shown in  
Figure 7.25 [36]. The MAX2842 is a direct conversion zero-IF RF transceiver that 
operates from 3.3 GHz to 3.9 GHz.  It has two transmitters and two receivers and 
may be used to realize a 2x2 MIMO system. The receiver noise figure is 3.8 dB. This 
transceiver supports channel bandwidths of 3.5 MHz, 5 MHz, 7 MHz, and 10 MHz. 
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Fig. 7.25  Functional block diagram for the MAX2842 MIMO transceiver © MAXIM [36] 

The IC integrates an on-chip AM (amplitude modulation) detector for measur-
ing the transmitter’s I/Q imbalance and LO leakage. An internal transmit-to-
receive loopback mode allows for receiver I/Q imbalance calibration. The 
MAX2842 completely eliminates the need for external SAW filters by implement-
ing on-chip programmable monolithic filters for both the receiver and transmitter 
for channel bandwidths from 3.5MHz to 10MHz [36].  

7.7.3   PM8800 MIMO Transceiver from PMC-Seirra 

The functional block diagram of the PM8800 MIMO transceiver is shown in Fig-
ure 7.26 [37]. The PM8800 2x2 is a zero-IF MIMO transceiver. It has two inde-
pendent radio paths (2 transmitters and 2 receivers) and supports operation in the 
2.3 GHz to 2.9 GHz band or the 3.3 GHz to 3.8 GHz band.  
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Fig. 7.26  Functional block diagram for the PM8800 MIMO transceiver © PMC-Seirra [37] 

The EVM in the transmitting path is about -36 dB at output power of  0 dBm 
(2.5 GHz) and -34 dB at output power of 0 dBm (3.5 GHz). Moreover, the EVM 
in the receiver path is about -36 dB  at 2.5 GHz and -34 dB  at 3.5 GHz.  The noise 
figure of the receiver is about 3 dB. Moreover, the adjacent channel power ratio 
(ACPR) for 64QAM (quadrature amplitude modultion) is about 26 dB [37]. 

7.7.4    AD9356 MIMO Transceiver from Analog Devices 

A functional block diagram of the ADS9356 MIMO transceiver is shown in  
Figure 7.27 [38]. The AD9356 is an RF transceiver with dual receivers and trans-
mitters and operates in the 2.3 GHz to 2.7 GHz range. This transceiver supports 
channel bandwidths of 3.5 MHz, 4.375 MHz, 5 MHz, 7 MHz, 8.75 MHz, and 10 
MHz. The receiver uses direct conversion architecture. The transmitting path has 
excellent spectral purity with sideband noise of less than -130 dBc/Hz at an 8 MHz 
frequency offset and offers an EVM of -40 dB. Two high dynamic range ADCs, 
followed by decimation and channel filters, digitize the received signals and pro-
duce 12-bit output signals at a sample rate determined by the bandwidth mode.  

The transmitting path takes 12-bit input data and interpolates before converting 
to the analog domain and up-converting to the carrier frequency [38].  This chip 
can be used in MIMO base station design by adding suitable power amplifiers and 
duplexers. This is presented in Figure 7.28.  
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Fig. 7.27  Functional block diagram for the AD9356 MIMO transceiver © Analog Devices 
[38] 

 

Fig. 7.28 2×2 MIMO base station transceiver architecture using the AD9356 MIMO tran-
sceiver ©Analog Device [40]. 
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Chapter 8 
RF Impairments in OFDM Transceivers 

Orthogonal frequency-division multiplexing (OFDM) is a very attractive transmis-
sion technique for future high data rate wireless multimedia communication sys-
tems. OFDM has been developed for wideband wireless digital communication 
and is used in applications such as Digital Video and Audio Broadcasting (DVB, 
DAB, respectively), wireless networking and broadband Internet access [1]-[3].  

OFDM has advantages, such as high spectral efficiency, easy adaptation to se-
vere channel conditions without complex equalization, and efficient implementa-
tion using fast Fourier transform (FFT). However, it also has some disadvantages, 
such as sensitivity to frequency offset, a high peak-to-average-power ratio (PAPR) 
and sensitivity to noises [1], [4], [5].  

As discussed in Chapter 3, OFDM is successfully used in MIMO systems. This 
chapter is devoted to investigate the various RF impairments, specifically noise 
and nonlinearity, and their mutual impacts on OFDM transceivers. 

8.1   OFDM Transceivers 

Orthogonal frequency-division multiplexing is a frequency-division multiplexing 
(FDM) scheme utilized as a digital multicarrier modulation method. A large num-
ber of closely spaced orthogonal subcarriers are used to carry data, which are di-
vided into several parallel data streams or channels, one for each subcarrier. Each 
sub-carrier is modulated with a conventional modulation scheme, such as quadra-
ture amplitude modulation (QAM) or phase-shift keying (PSK) at lower symbol 
rates, maintaining total data rates similar to conventional single-carrier modulation 
schemes in the same bandwidth [2], [20]. Figure 8.1 shows a block diagram of an 
OFDM transceiver system. 

The input data is first de-multiplexed into N parallel streams, and each one is 
mapped to a (possibly complex) symbol stream using some modulation constella-
tion (QAM, PSK, etc.). An inverse FFT is computed on each set of symbols,  
giving a set of complex time-domain samples. These samples are then quadrature-
mixed to passband in the standard way. The real and imaginary components are 
first converted to the analog domain using digital-to-analog converters (DACs); 
and, the analog signals are then used to modulate cosine (real) and sine (imagi-
nary) waves at the carrier frequency, fc. These signals are then summed to give the 
transmission signal, . ( )S t
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8.2.1   Phase and Amplitude Noise 

An oscillator is a system that generates a periodic signal with a specified or con-
trollable frequency. There are the two kinds of noise in radio frequency (RF) oscil-
lator output, namely amplitude noise and phase noise. The output voltage of an 
oscillator can be represented by [6]: 

 (8.1) 

 (8.2) 

where  is the average amplitude of the output signal,  is nominal frequency 

of oscillation, and and  represent the time-varying components of the 

amplitude and phase, respectively. These components are considered noise, be-
cause an ideal oscillator would have constant amplitude  and phase varying at a 

constant rate of . 

It can be shown that the white noise power of the amplifier electronics is equal-
ly partitioned into amplitude and phase noise components with a zero mean and 

variances of  and , respectively [13]. The SNR performances that can be 

achieved in an OFDM system with a noisy oscillator can be approximated by inte-
grating its phase and amplitude noise power density functions (PDFs) over the 
channel bandwidth. The phase noise PDF of an oscillator is approximated by a Lo-
renzian function with uniform phase distribution. It is parameterized by its total 
integrated phase noise, K, and -3dB bandwidth, B, to which we superimpose a 
noise floor (set at 35dB above the thermal noise), as shown in (8.3) [5]: 

  (8.3)  

  (8.3)  

Figure 8.2 shows phase noise PDFs for different K and a -3dB bandwidth of 100 
Hz. The amplitude noise PDF of an oscillator is similar to the phase noise PDF, 
but is, on average, n dB less than it is in spectrum bandwidth, where n for a prac-
tical parameter of an oscillator is normally between 10 to 20 dB relative to the os-
cillator’s quality [21]. Therefore, the phase and amplitude noise variances are:  
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Table 8.1 Phase and Amplitude Noise Variances for Different K , n 

Bs(Hz) 107 
K -30 -20 -10 -5 0 

 0.0010 0.0100 0.1 0.3158 1 

 

n = 100 1e-13 1e-12 3.158e-11 1e-10 1e-10 

n = 20 0.00001 0.0001 0.0032 0.0100 0.0100 

n = 15 
0.00003

2 
0.00032 0.0100 0.0316 0.0316 

n = 10 0.0001 0.0010 0.0316 0.1000 0.1000 

n = 5 0.00032 0.0032 0.1000 0.3162 0.3162 

8.2.2   Analysis of Phase and Amplitude Noise Impacts in OFDM 

As shown in Figure 8.1, if N subcarriers are used, and each subcarrier is mod-
ulated using M alternative symbols, the OFDM symbol alphabet consists of MN 
combined symbols. The low-pass equivalent OFDM signal is expressed as [1]: 

  (8.5) 

where ,  is the data symbol for the kth subcarrier, N is the number of 

subcarriers, and T is the OFDM symbol time.  
The subcarrier spacing of 1/T makes them orthogonal over each symbol period. 

 is corrupted by the phase and amplitude noise of the transmitter’s local os-

cillator (LO). The received signal is also influenced by the phase and amplitude 
noise of the receiver’s LO. It can be assumed that the phase and amplitude noises 
of the LOs at the transmitter and the receiver are independent and identical. There-
fore, it is expressed as follows: 

    (8.6) 

where n(t) is the complex Gaussian noise, and  are 

the time-varying phase and amplitude noise processes generated by the RF LO at 
the transmitter (TX) and the receiver (RX), respectively.  
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The sampled signal for the kth subcarrier after the FFT processing stage in the 
receiver can be written as: 

 

             (8.7) 

where  is a sampled FFT version of the AWGN noise multiplied by the phase 

and amplitude noise of the RX LO with a variance of .  and  are 

defined as : 

    (8.8) 

and  is given by : 

  (8.9) 

The received signal is composed of three contributions:  is the kth desired sub-

carrier, are the other subcarriers, and  is the AWGN [7], [9], [10], [13]-[15]: 

                                             (8.10) 
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The expected value of  is the desired signal component; therefore, the de-

sired signal power can be found as: 

  (8.12) 

where: 

 (8.13) 

 (8.14)  

Therefore: 

  (8.15) 

The variance of  is the phase and amplitude noise power caused by com-

mon phase error (CPE); and,  is calculated as follows: 

    (8.16) 

where: 

  (8.17) 

Therefore: 

    (8.18) 
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Next, is the interference component caused by ICI (inter-subcarrier 

interference). So,  can be calculated as: 

  (8.19) 

where: 

   (8.20) 

Therefore: 

 (8.21)

 is a sampled FFT version of the AWGN noise multiplied by the phase and 

amplitude  noise of the RX LO, as seen in (7). Hence, for the sake of simple analy-
sis, we consider  as that of the AWGN [38]: 

  (8.22) 

From (8.12) to (8.22), the SNR, including the phase and amplitude noise, can be 
arranged as : 
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The above-mentioned powers can be used to evaluate the performance degradation 
of the OFDM system in the presence of phase and amplitude noise of LOs. There-
fore, the degradation factor (DF) is calculated as follows: 

 

(8.24) 

In (8.24),  is the variance of random variables and , and  is the va-

riance of random variables  and . These are calculated by integrating the 

power spectrum density of the total output phase and amplitude noise. 

8.2.3   Impacts of Phase and Amplitude Noise on OFDM Systems 

This section presents a performance analysis of an OFDM communication system 
influenced by the phase and amplitude noise of the RF LO in an AWGN channel. 
It is difficult to compensate for the phase and amplitude noise in the OFDM sys-
tem. Therefore, it is important to quantify the permissible levels of phase and am-
plitude noise in the LO to maintain system performance and to design the LO with 
limited maximum phase and amplitude noise. 

The BER formula for a system performance analysis can be found by the SNR 
with phase and amplitude noise, instead of the SNR without phase and amplitude 
noise. Equations (8.25) and (8.26) shows the probability of the bit error per carrier 
and the probability of the bit error for QAM modulation, respectively. 
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where k is the number of bits per symbol, M is the number of symbols in the mod-
ulation constellation, Eb is the energy per bit, and N0 is the noise power spectral  
density. Equations (8.27) to (8.30) are the fundamental BER formulas that can be 
used in the system using the Gray-encoded 4,16,64,256QAM modulation method 
and the coherent detection technique in the AWGN channel [23]. 

                           (8.27) 

   (8.28) 

  (8.29) 

     (8.30)  

where  is the SNR with phase and amplitude noise in the OFDM sys-

tem as in (8.23).  

The phase and amplitude noise variances, , achieved in the  previous 

section can be used to analyze the BER performance in OFDM system with phase 
and amplitude noise. Figures 8.4 to 8.7 show the theoretical and simulation BER 
performances of an OFDM communication system employing 4,16,64,256QAM 
modulations in the AWGN channel [38].  IER stands for irreducible error rate. 

Detailed results for a BER of 10-6, every phase noise variance and different am-
plitude noise order relative to it are shown in Table 8.2. As shown in Figures 8.4 
to 8.7, the relative SNR penalty (degradation) to attain a BER of 10-6 for different 
amplitude noise orders, n, are presented in Table 8.3. 

The results from Tables 8.2 and 8.3 shows that, if the amplitude noise order rela-
tive to phase noise, n, is higher than 15 dB (15-20 dB), we can ignore the amplitude 
noise effect in the performance analysis. However, if it is less than 15 dB (10-15 
dB), we must consider the amplitude noise for an exact analysis and determination 
of the tolerable level of amplitude noise. 

Figure 8.8 shows the combination of two effects (CPE, ICI) on a 4QAM-
OFDM signal after demodulation caused by phase and amplitude noise. The first 
scatter plot (a) corresponds to the demodulated signal when the variance of the 
phase noise that affects the OFDM signal is zero. The second scatter plot (b) cor-
responds to the demodulated signal when the variance of the phase noise is 0.0316 
and the amplitude noise order relative to the phase noise is n = 100 dB (ideal). The 
third scatter plot (c) corresponds to the demodulated signal when the variance of  
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Table 8.2 Phase and Amplitude Noise Degredation in 4,16,64,256 QAM-OFDM for 
BER=10-6. 

2
ϕσ  0.0316 0.01 0.0032 0.001 

Pe Modulation AM-Noise Degradation (dB) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

10-6 
 

 
 
 

4QAM 

n=100 
(ideal) 

6.083 1.218 0.351 0.104 

n=20 6.211 1.232 0.354 0.105 

n=15 6.500 1.260 0.362 0.107 

n=10 7.568 1.348 0.386 0.113 

n=5 17.01 1.648 0.464 0.135 

 
 

16QAM 

n=100 IER 3.619 0.872 0.254 

n=20 IER 3.674 0.881 0.256 

n=15 IER 3.796 0.901 0.262 

n=10 IER 4.208 0.967 0.279 

n=5 IER 5.849 1.179 0.334 

 
 

64QAM 

n=100 IER IER 2.904 0.720 

n=20 IER IER 2.945 0.727 

n=15 IER IER 3.035 0.744 

n=10 IER IER 3.334 0.797 

n=5 IER IER 4.442 0.971 

 
 

256QAM 

n=100 IER IER IER 2.599 

n=20 IER IER IER 2.635 

n=15 IER IER IER 2.713 

n=10 IER IER IER 2.969 

n=5 IER IER IER 3.897 
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the phase noise is 0.0316 and the amplitude noise order relative to the phase noise 
is n = 10 dB. As shown in Figure 8.8, clouds in the constellation of (c) have the 
higher spreading tendency and cause higher performance degradation. 

Table 8.3 Relative Degradation for Amplitude Noise Order in 4,16,64,256 QAM-OFDM 
for BER=10-6 and Specified Phase Noise 

 0.0316 0.01 0.0032 0.001 

Modulation 4QAM 16QAM 64QAM 256QAM 

Pe AM-Noise Relative Degradation (dB) 

10-6 

n=100 
(ideal) 

0 0 0 0 

n=20 0.1272 0.0554 0.0412 0.0356 
n=15 0.4168 0.1778 0.1314 0.1136 
n=10 1.4854 0.5892 0.4300 0.3700 
n=5 10.9285 2.2301 1.5376 1.2977 

 

   
(a)  

SNR=20dB, 
 

,  

n=100 dB  
(ideal) 

(b)  

SNR=20dB,  

,  

n=100 dB  
(ideal) 

 

(c)  

SNR=20dB,  

,  

n=10dB 
 

Fig. 8.8 Constellation point of 4QAM signal 

8.3   Nonlinearity in OFDM Transceivers  

According to the theory of smoothly nonlinear systems, we can represent a com-
ponent’s transfer function by a truncated power series around the DC operating 
point. The power series law can be used to describe the transfer characteristics of 
any two-port component, as long as a frequency independent model can represent 
it [24]. All the internal nonlinearities, such as parasitic capacitances and  
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inductances, are assumed to have insignificant frequency dependence within the 
frequency band of operation. Moreover, it is assumed that the circuit is smoothly 
nonlinear and the circuit output, , can be approximated by the 
first five terms of its Taylor series expansion: 

  (8.31) 

The above approximation is realistic for a wide range of RF devices, such as am-
plifiers and mixers [25]-[30]. It is important to note that even-order distortion (n 
even) is mapped to bands that are far from the original OFDM signal passband. It is 
assumed that these components are filtered out and do not influence the BER. 
Therefore, only odd-order distortion is of importance. Without loss of generality, 
we may neglect the DC term, , and express the output of the nonlinear circuit as: 

  (8.32) 

where ,  and  are the linear gain, third-order and fifth-order nonlinearity 

coefficients, respectively, while  is the input OFDM voltage.  
In the case of OFDM and other multi-tone signals, it can be inferred from the 

above description that a large number of intermodulation distortion (IMD) prod-
ucts are generated. We calculate the number of IMD products using the generating 
function technique [17]-[19]. As discussed in Chapter 4, in order to assess nonli-
near characteristics, circuit designers make use of either the 1-dB compression 
point or the input/output inferred third-order intercept points (IIP3/OIP3) [31]. 
Three coefficients, ,  and , can be derived from the electrical amplifier 

parameters, such as the gain of amplifier ( ), the third-order output intercept 

point ( ) and the 1dB compression point ( ), as below [32]: 

  (8.33) 

  (8.34) 

  (8.35) 
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Fig. 8.9 Illustration of 1-dB 
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The sampled signal for the kth subcarrier after the FFT processing stage in the re-
ceiver can be written as: 

 (8.39)

 
or: 

 

(8.40) 

where is a sampled FFT version of the AWGN noise, ,  and  are 

given by : 

  (8.41-a) 

  (8.41-b) 

    (8.41-c) 

The received signal is composed of four contributions: is the kth desired sub-

carrier,  is the interference component caused by third-order intermodulation 

(IM) of the subcarriers,  is the interference component caused by fifth-order 

IM of the subcarriers, and  is the AWGN: 

  (8.42) 
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or: 

 

  (8.43) 

where  and  are the number of integer solutions of the equations: 

     &      
 

(8.44) 

with condition: 

 , . 

The number and  are derived as below [30]. 

 (8.45) 

  (8.46)  

The desired signal component can be found as: 
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If we consider a normalized OFDM signal as in (8.49), the amount of Ps can be 
calculated as in (8.50): 

  (8.49)  

                                                        (8.50) 

Therefore: 

 (8.51) 

The power of interference component caused by third- and fifth-order IM of the 

subcarriers, and  can be calculated respectively as : 

 (8.52)  

Therefore: 

     (8.53) 

and 

               (8.54)
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  (8.55) 

221 [ ( )] 2

0 ( ) 0

. . 1
TX

TX

ktN j t
T

OFDM Signal k k s
k t

P E X e N E X N P
π φ

φ

− +
−

= =

= = = =∑

1
sP

N
=

2 2 2 2
2 3 3 5 5
1 2 4

( , ) 9 ( , ) 25

16 64
s s

s desired s

U N k a P U N k a P
P a P

N N
−

× × × × × ×
= + +

3IMP 5IMP

1 2 3 1 2 3

1 2 3

1 2 3

21
2 3 23

3 32
, ,

,

9
[ [ ]] . .( ( , ))

16

N

IM k k k k k k k s
k k k b k

k k k k

a
P E X X X Q P U N b

N

−

+ − −
≠

+ − ≠

×′= =∑ ∑

2
23

3 34

9
. .( ( , ))

16
IM s

b k

a
P P U N b

N ≠

×
= ∑

2
5

5
2

2
5

2
1

,
,,,,

5

)),(.(.
64

25

]][[
54321

54321

54321

54321

∑

∑

≠

−−−++

−

≠−−++

×=

′=

kb
s

kkkkkk

N

kkkkkk
kkkkk

kkkkkIM

bNUP
N

a

QXXXXXEP

2
25

5 56

25
. .( ( , ))

64
IM s

b k

a
P P U N b

N ≠

×
= ∑



200 Chapter 8 RF Impairments in OFDM Transceivers
 

 

The power of noise, , can be calculated as: 

  (8.56)  

From (8.48), (8.53), (8.55) and (8.56), the SNR including the nonlinearity can be 
arranged as: 

 (8.57)

 (8.58)

The expected value of (8.58) for  has been used in simulation as the 
SNR. Next, the above-mentioned powers are used to evaluate the performance de-
gradation of the OFDM system in the presence of the nonlinearity factor. There-
fore, the degradation factor (DF) is calculated as follows: 

 (8.59) 

 (8.60) 

 ■ Example 8.1: Impact of Nonlinearity in OFDM Systems 

OFDM modulation has a high peak-to-average power ratio (PAPR), necessitating 
high linearity active devices to be able to process the signal with low distortion. 

For validation of the analytical results, we shall consider one linear high power 
amplifier with nonlinear coefficients. The power amplifier product is WPS-
495922-02. It operates over a 4.9 GHz to 5.9 GHz band with 11 dB gain and 32 
dBm output power at the 1dB compression point. 

Thia product uses high linearity device technology, which allows us to address the 
important 802.11 Wi-Fi and the emerging 802.16 WiMAX (Worldwide Interopera-
bility for Microwave Access) infrastructure markets [34]. The electrical parameters 
and corresponding polynomial coefficients of the amplifier are shown in Tables 8.4 
and 8.5 by considering the datasheet of the amplifier and  the above equations. 
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Table 8.4 Electrical Parameters of Amplifier WPS-495922-02 

Electrical  
Parameter 

WPS-
495922-02 

Application 

G0 11.0 dB 802.16 
WiMAX 

256 carriers 
64 QAM 

OIP3 (dBm) 47 dBm 
P1dB(dBm) 32 dBm 

 

Table 8.5 Polynomial Coefficients of Amplifier WPS-495922-02 

Polynomial  
Coefficients 

WPS-495922-02 

a1 3.55 
a3 -5.94*10-4

a5 -8.39*10-6

 
Figure 8.10 shows the theoretical and simulation BER performances of an 

OFDM communication system employing 64QAM modulation and 256 subcar-
riers with the electrical parameters of the WPS-495922-02 power amplifier. Figure 
8.11 shows the theoretical and simulation performance degradation of an OFDM 
communication  system with the electrical parameters of the WPS-495922-02 
power amplifier and different numbers of subcarriers. It is shown that increasing 
the number of subcarriers causes higher performance degradation. 

 

Fig. 8.10 64QAM-OFDM systems with specified electrical parameter and 256 subcarriers 
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Fig. 8.11 Performance degradation of OFDM system with specified electrical parameters 
and different subcarriers 

8.4   Concurrent Analysis of Nonlinearity and Phase Noise  
in OFDM Transceivers 

8.4   Con cu rre nt An alysi s of No nlinearity and  Phase  Noise  
 

This section investigates the concurrent circuit nonlinearity and phase noise ef-
fects on the OFDM signal. Their effects are investigated analytically, and the 
closed form SNR expressions are derived. By using a truncated power series to 
represent the nonlinear behavior of an RF circuit and a Lorentzian function to 
model phase noise, the effects of nonlinearity and phase noise on OFDM signals 
are examined. A closed form expression is obtained for the SNR degradation due 
to third-order nonlinearity and phase noise effects.  

Considering linear and cubic terms alone, OIP3 is defined as [35]: 

                                                   (8.61) 

Also, the OIP3 of N stages in cascade is as: 

 (8.62)
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In the following studies, we consider  and the typical range of OIP3 to be 30 

dBM to 50 dBm. On the other hand, According to (8.4), the phase noise variance is: 

  (8.63) 

where  is the OFDM bandwidth.  

8.4.1   Theoretical Analysis 

As shown, the low-pass equivalent OFDM signal corrupted by transmitter oscilla-
tor phase noise is expressed as: 

  (8.64) 

where  is the data symbol for the kth subcarrier, N is the number of subcarriers, 

 is the transmitter LO phase noise, and T is the OFDM symbol time. The 

subcarrier spacing of 1/T makes them orthogonal over each symbol period.  
The output voltage can be obtained by passing a low-pass equivalent OFDM 

signal through a nonlinear circuit and the substitution of (8.64) into (8.65). The de-
rivation calculus can be found in [38]. 

                                      (8.65) 

    (8.66) 

The received signal is: 

                                              (8.67) 

where n(t) is the complex Gaussian noise. Moreover, the received signal is influ-

enced by the phase noise of RX LO ( ) as: 

                     (8.68) 
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 (8.69)

where .  

It can be assumed that the phase noise of the local oscillators at the transmitter 
and receiver are independent and identically distributed (i.i.d.) with a zero mean 

and variance of ; hence,  [38]. 

The sampled signal for the kth subcarrier after the FFT processing stage in the 
receiver can be written as: 

 (8.70) 

where  is a sampled FFT of the AWGN noise multiplied by the phase noise of 

the receiver LO with a variance of , , and  and 

 are given by: 

 (8.71) 

  (8.72) 

The received signal is composed of four contributions: is the kth desired sub-

carrier, is the interference component caused by inter-subcarrier interference, 

 is the interference component caused by intermodulation of the subcarriers, 

and is the AWGN, i.e.:  
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or: 

  (8.73) 

where  is the number of integer solutions of the equation 

 with condition  ,  [38].  

The expected value of  is the desired 

signal component. Hence, the desired signal power can be obtained as: 

  (8.74) 

where  and .  Accordingly: 

  (8.75) 

Using of a normalized OFDM signal, the amount of  can be calculated as: 

 (8.76) 

Therefore: 

 (8.77) 

The variance of  is the phase noise power 

caused by the common phase error (CPE) and  is calculated as:  (8.78)
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where  and . Hence, one may 

obtain  as: 

   (8.79) 

On the other hand, in (8.78), is the interference component caused 

by the inter-subcarrier interference (ICI). So,  can be calculated as: 

  (8.80) 

where  and . The derivation 

calculus of  and  is described in detail [38],[38]. Accordingly: 

 (8.81) 

Moreover, in (8.71), the term  is the interference 

component caused by intermodulation of the subcarriers. Hence,  can be cal-

culated as: 

 (8.82) 

 (8.83) 

As mentioned,  is a sampled FFT of the AWGN noise multiplied by the phase 

noise of the receiver LO. Therefore, for the sake of simple analysis, we consider 

 as that of the AWGN, since it has a zero mean, the variance is  
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unchanged on the basis that the FFT process is linear, and the phase noise corrupt-
ing the AWGN works as the phase rotation factor. 

  (8.84) 

From the above relations, the SNR, including the nonlinearity and phase noise, 
can be arranged as: 

                     (8.85) 

    (8.86) 

where . 

The expected value of (8.84) for  has been used in simulations as the 
SNR. In addition, the above-mentioned powers are used to evaluate the perfor-
mance degradation of the OFDM system in the presence of nonlinearity and phase 
noise factors. Therefore, the degradation factor (DF) is calculated as follows: 

                               

 (8.87) 

 (8.88) 

If we ignore from nonlinearity and suppose that OIP3 = ∞ (a3 = 0), the SNR be-
comes equal to equation (8.87), which is consistent with the literature [38], [39]: 

 (8.89) 

Figure 8.12 shows simulation results of (8.87) for the BER of a 4-16-64-
256QAM-OFDM system with different phase noise variances, which has been 
compared with available results. 
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Fig. 8.12 QAM-OFDM systems with phase noise variances  

8.4.2   Performance Analysis 

The OFDM system performance is degraded by the nonlinear power amplifier and 
noisy local oscillator. The simulation model to investigate this degradation is pre-
sented in Figure 8.13. In this simulation, the behavioral model for RF circuits has 
been used. As mentioned, the phase noise power density function of the oscillator 
is modeled with a Lorentzian function with specified parameters and the nonlinear 
transfer function is modeled with a third-order memoryless polynomial model. 

 

 

Fig. 8.13 OFDM simulation model  
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It is generally difficult to compensate for the circuit nonlinearity and phase 
noise degradation in the OFDM system. Therefore, it is important to quantify their 
permissible levels in RF tuners, inorder to maintain the system performance. This 
leads to design RF tuners with limited maximum nonlinearity and phase noise. 
The BER formula for system performance with phase noise and nonlinearity can 
be found based on SNR. By use of the Gray-encoded 4,16,64,256QAM modula-
tion method and the coherent detection technique in the AWGN channel, the BER 
in QAM can be obtained as [38]. 

 (8.90-a) 

 (8.90-b) 

  (8.90-c) 

 (8.90-d) 

where   is the SNR with phase noise and nonlinearity in an 

OFDM system. This can be used to analyze the BER performance in the OFDM 
system with nonlinearity and phase noise.  

Figure 8.14 shows the BER performance of the OFDM system employing 
4,16,64,256QAM modulations in the AWGN channel. For each modulation 
scheme, we only considered the nonlinearity with OIP3 in the range of 37 dBm to 
41dBm for 256 and 1024 subcarriers in an OFDM system. Figure 8.15 shows the 
BER performance of the OFDM system employing 4,16,64,256QAM modulations 
with different subcarriers and a specified OIP3; and, Figure 8.16 shows the BER 
performance of the same system with different OIP3 and specified subcarriers.  

Figure 8.17 shows the combination effect of phase noise and nonlinearity for 
different phase noise variances and OIP3 on the BER performance employing 
4QAM modulation with different subcarriers. In addition, Figure 8.18 shows the 

constellation of a 16QAM-OFDM system with OIP3 = 40dBm and  

for 64,256,1024,2048 subcarriers in OFDM system. 
Using these results, engineers are given a trade-off for choosing the best values 

for the parameters of an OFDM transceiver system, such as the constellation size 
of modulation, number of subcarriers, phase noise variance of an oscillator and 
third-order intercept point of a power amplifier, to meet the acceptable BER in a 
specified SNR.  

For example, if RF devices with a specified phase noise and nonlinearity exist, 
designers can choose a suitable scheme for modulation and an appropriate number 
of subcarriers; or, if an OFDM system with a specified scheme of modulation and  
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Fig. 8.14 QAM-OFDM systems with different OIP3 and 256 subcarriers 

 

 

   

Fig. 8.15 QAM-OFDM systems with different subcarriers and specified OIP3 (SNR = 14dB) 

 
 
. 
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Fig. 8.16 QAM-OFDM systems with different OIP3 and specified subcarriers (SNR = 
14dB) 

 

Fig. 8.17  QAM-OFDM system with different OIP3 and specified subcarriers and phase 
noise variances (SNR = 10dB) 
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number of subcarriers exists, engineers can choose RF devices with acceptable 
phase noise and nonlinearity to meet the acceptable BER in a specified SNR 

8.4.3   Fifth-Order Nonlinear Circuit and Phase Noise Modeling 

Without loss of generality, we may neglect the DC term, , and express the out-

put of the fifth0order nonlinear circuit as: 

 (8.91) 

where ,  and  are the linear gain and third- and fifth-order nonlinearity 

coefficients, respectively, while  is the input OFDM voltage. The coefficients 

are as determined in (8.33), (8.34), and (8.35). 
 
 

 

Fig. 8.18 Constellation points of 16QAM signal for different numbers of subcarriers (SNR 
= 14dB, OIP3 = 40dBm, ) 
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Here, the AM/AM effects on the performance of the OFDM system are studied. 
The AM/PM effects are excluded because the AM/AM effects on the OFDM per-
formance have been found to be much more significant than those of AM/PM. 

Similar to the third-order nonlinearity, the SNR with the nonlinearity and phase 
noise for the fifth-order nonlinearity can be arranged as: 

  (8.92) 

 (8.93) 

where: 

 

The expected value for  has been used in simulations as the SNR. In ad-
dition, the above-mentioned powers are used to evaluate the performance degrada-
tion of the OFDM system in the presence of nonlinearity and phase noise factors. 
Therefore, the degradation factor (DF) is calculated as follows: 

 (8.94) 

  

(8.95) 

In this analysis, if we ignore the nonlinearity and suppose that a3 = a5 = 0, the SNR 
becomes consistent with previous works [23], [26]: 
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 (8.96) 

Figure 8.19 shows simulation results for the BER of a 4-16-64-256QAM-OFDM 
system with different phase noise variances that have been compared with availa-
ble results. 

 

Fig. 8.19 QAM-OFDM systems with phase noise variances 

■ Example 8.2: Performance Analysis 

We consider the parameters of one actual and applicable high power amplifier 
with fifth-order nonlinear coefficients. This power amplifier product is WPS-
495922-02. It operates over a 4.9 to 5.9 GHz band with an 11 dB gain and a 32 
dBm output power at the 1dB compression point. The electrical parameters, cor-
responding polynomial coefficients and application of amplifier are shown in  
Table 8.6, by considering the datasheet of the amplifier and the above equations.  

Figure 8.20 shows the combined effect of phase noise and nonlinearity with a 
specified parameter and different output back-offs (OBOs) on the BER perfor-
mance of an OFDM communication system employing 4QAM with different sub-
carriers. Figure 8.21 shows the constellation of a 4QAM-OFDM system with an 
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OBO = 10dB and  for 64,256,1024,2048 subcarriers in an OFDM sys-

tem. The SNR is 14 dB. Figure 8.22 shows the BER performance of an OFDM 
communication system employing 64QAM and 256 subcarriers with specified pa-
rameters for different OBOs. 

Table 8.6 Electrical Parameters of WPS-495922-02 

Electrical Parameter 
Polynomial 
Coefficients 

Application 

G0 11.0 dB a1 3.55 802.16 Wi-
MAX 

256 carriers 
64 QAM 

OIP3 (dBm) 47 dBm a3 -5.94*10-4

P1dB (dBm) 32 dBm a5 -3.89*10-6 

 

 

Fig. 8.20 QAM-OFDM system with specified parameters and different OBOs and subcar-
riers (SNR = 10dB) 

Figure 8.23 shows the performance degradation of an OFDM communication 
system with specified parameters for different subcarriers and OBO = 10 dB. Us-
ing these results, one has a metric to select the suitable values of parameters in 
OFDM transceivers. These parameters can be the constellation size, number of 

2 0.001φσ =
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subcarriers, phase noise variance of an oscillator, and the OBO of a power am-
plifier. These are used to meet the acceptable BER in a specified SNR. For in-
stance, if RF devices with specified phase noise and nonlinearity are assumed, one 
can choose a suitable scheme of modulation and an appropriate number of subcar-
riers. On the other hand, if an OFDM system with a specified scheme of modula-
tion and number of subcarriers is considered, a device with acceptable phase noise 
and nonlinearity must be selected. 
 

 

 

Fig. 8.21 The constellations of 4QAM-OFDM system with different numbers of subcar-

riers, OBO = 10dB and  
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Fig. 8.22 64QAM-OFDM system with specified parameters and different OBOs 

 

 

Fig. 8.23 Performance degradation of an OFDM system with specified parameters for dif-
ferent subcarriers and OBO = 10 dB
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8.5   OFDM Signal with Phase Noise Passing through Dynamic 
Nonlinear Circuits 

In this section, the SNR degradation due to the effects of dynamic nonlinearity and 
phase noise is investigated. 

8.5.1   Dynamic Nonlinear Circuits 

In reality, the output of a nonlinear dynamic circuit, such as a high power amplifi-
er, depends on the previous inputs as well as the current input. This phenomenon 
is called memory effects or simply temporal dynamics. These memory effects are 
due to thermal effects and long-time constants in DC bias circuits [30].  

The Volterra series is a general nonlinear model with memory, but its practical 
application is strongly restricted due to its complexity. A simpler and particular 
case of the Volterra series is the memory polynomial model (MPM), which is less 
complicated and more analytically tractable [40]-[45]. The MPM consists of sev-
eral delay taps and nonlinear static functions. This model is a truncation of the 
general Volterra series, consisting of only the diagonal terms in the Volterra ker-
nels. The number of parameters is, therefore, significantly reduced compared to 
the general Volterra series. The model is shown in Figure 8.24. 
 

 

Fig. 8.24 Memory polynomial model [28] 

The baseband MPM is now widely used to describe nonlinear effects in a pow-
er amplifier with memory effects. As can be seen in Figure 8.24, the general form 
of a baseband MPM can be written as [40]: 
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where  are complex memory polynomial coefficients;  is an integer number; 

 and  are the discrete input and output complex envelope signals of 

 sample, respectively;  is the memory interval and equal to the 

sampling interval, ; and,  and  are the maximum memory and polynomial 

order, respectively. Equation (8.97) only contains odd-order terms, because the 
signals obtained from the even-order terms are far from the carrier frequency. Eq-
uation (8.97) can also be rewritten in a compact form if : 

 (8.98) 

where: 

 (8.99) 

The least mean square error method can be used to find the complex polynomial 
coefficients, . The least mean square solution for (8.98) is

. 

where: 

, , 

. 

In a memoryless polynomial model, the coefficients can be calculated relative to 
the electrical parameters as in (8.35), (8.36), and (8.37). Moreover, the phase noise 
power density function of a noisy oscillator is approximated by a Lorentzian func-
tion with a uniform phase distribution. It is parameterized by its total integrated 
phase noise, K, and the -3dB bandwidth, B. 

8.5.2   Modeling and Analysis  

When the low-pass equivalent OFDM signal corrupted by transmitter oscillator phase 
noise passes through the third-order memory nonlinear circuit that is modeled as: 
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The output voltage, , by using the third-order nonlinearity model can be ob-

tained as:  

  (8.101) 

The approximated received signal is expressed as (8.101), where n(t) is the com-
plex Gaussian noise.  

  (8.102) 

Moreover, the received signal is influenced by the phase noise of the receiver 

(RX) LO ( ) as:  

  (8.103) 

or, alternatively: 

 (8.104) 

Similar to the previous calculation [39], the performance degradation of the 
OFDM system is determined in the presence of dynamic nonlinearity and phase 
noise factors; therefore, the degradation factor (DF) is calculated as follows: 

 (8.105) 

( )s t

1 2 3

1 2 3

1 2 3

21 [ ( ) ( )]

1
0 0

2
[( ) ( ) ( )]3

0 , ,

( )

3

4

s TX s

s TX s

Q N j k t qt t qt
T

q k
q k

Q j k k k t qt t qtq T
k k k

q k k k

s t a X e

a
X X X e

π φ

π φ

− − + −

= =

+ − − + −

=

=

+

∑ ∑

∑ ∑

1
0

( ) ( ) . ( )
Q

q
q

r t s t a n t
=

+∑�

( )RX tφ

( ) ( ) ( )
1

0

( ) ( ) ( ) . ( )RX RX RX

Q
j t j t j t

out q
q

v t r t e s t e a n t eφ φ φ

=
= = +∑

1 2 3

1 2 3

1 2 3

221 [ ( ) ( )]

1
0 0

22
[( ) ( ) ( )]3 ( )

1
0 , , 0

( )

3
. ( )

4

s
TX s RX

s
TX s RX

RX

kqtQ N j k t t qt t
T T

out q k
q k

kqtQ Qj k k k t t qt tq j tT T
k k k q

q k k k q

v t a X e

a
X X X e a n t e

ππ φ φ

ππ φ φ φ

− − + − +

= =

+ − − + − +

= =

=

+ +

∑ ∑

∑ ∑ ∑

{ , }

{ , }

( )
10log

( )

Without Nonlinearity

With Nonlinearity

S

NDF
S

N

φ

φ

=



8.5   OFDM Signal with Phase Noise Passing through Dynamic Nonlinear Circuits 221
 

 

  

(8.106) 

In this analysis, if we ignore the memory and suppose that , the SNR is 

consistent with the memoryless models previously extracted. Figure 8.25 shows 
the simulation results of (8.106) for the BER of a 4QAM-OFDM system with dif-
ferent OIP3 and specified subcarriers and phase noise variances.  

If we ignore the memory and nonlinearity simultaneously, the SNR is: 

       (8.107) 

Figure 8.26 shows the simulation result of (8.107) for the BER of a 4-16-64-
256QAM-OFDM system with different phase noise variances that has been com-
pared with available results. Figure 8.27 shows the theoretical and simulation BER 
performances of an OFDM communication system with phase noise and memory 
and without nonlinearity, employing 4-16-64-256QAM modulations. For each 

modulation, we only considered  and .  

Figure 8.28 shows the theoretical and simulation BER performances of an 
OFDM communication system employing 4QAM modulation with different sub-
carriers and memory length and specified OIP3 and phase noise. Figure 8.29 
shows the BER performance of the same system with different OIP3 and memory 
length and specified subcarriers and phase noise. 
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Fig. 8.25 4QAM-OFDM system with different OIP3 and specified subcarriers and phase 
noise variances (SNR=10dB) 

 

 

Fig. 8.26 QAM-OFDM systems with phase noise variances 
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Fig. 8.27  QAM-OFDM systems with different memory lengths and specified phase noise 
variances 

 

 

Fig. 8.28 4QAM-OFDM system with different subcarriers and memory length and speci-
fied OIP3 and phase noise variances (SNR = 12dB) 
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Fig. 8.29 4QAM-OFDM system with different OIP3 and memory lengths and  specified 
subcarriers and phase noise variances (SNR = 12dB). 
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Chapter 9  
RF Impairments in MIMO Transceivers  

 

Direct conversion transceivers are very attractive in wireless communications, due 
to their simplicity and ease of integration. However, their performances are de-
graded with radio frequency (RF) impairments. On the other hand, multiple input 
multiple output (MIMO) wireless communication systems promise higher spectral 
efficiency than what is possible with single input single output (SISO) wireless 
communications [1], [2]. However, the significant improvement in wireless sys-
tem performance using MIMO is achieved by increasing the system complexity, 
which may result in higher sensitivity and lower performance in practical systems. 
Therefore, the degradations due to system impairments must be studied to evaluate 
the realistic behavior of the MIMO systems. Moreover, compensation techniques 
can be applied by understanding the effects of these impairment factors.  These 
impairments may be noticed as phase noise, DC offset, in-phase / quadrature (I/Q) 
imbalance, and power amplifier nonlinearity [3]. In this chapter, the impairments 
due to phase noise, DC offset and I/Q imbalance are analyzed and the different 
techniques for their prevention and compensation are discussed. The power am-
plifier nonlinearity effects are investigated in the following chapter. 

9.1   Phase Noise in MIMO Transceivers 

Among various RF impairment factors, phase noise is one of the major sources of 
performance reduction in wireless communications systems. This section is main-
ly focused on the characterization and evaluation of phase noise effects on MIMO 
systems.  By modeling the performance degradation due to the phase noise, a clear 
understanding of the system and compensation techniques are provided. On the 
other hand, by providing analytical relations to model the phase noise effects, the 
performance can be evaluated without the requirement of conducting very time-
consuming simulation studies.    

9.1.1   Phase Noise Model 

Two types of phase noise models exist. When the system is phase locked, the result-
ing phase noise is low; and, it is modeled as a zero-mean, stationary, finite-power 
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random process [4]. On the other hand, when the system is only frequency locked, 
the resulting phase noise slowly varies, but is not limited; and, it is modeled as a ze-
ro-mean, non-stationary, infinite-power Wiener process [5]. We assume the system 
employs a phase-locked loop (PLL) for its local oscillators (LO); hence, we use the 
first model. For simplicity, it is assumed for simplicity that the phase noise ( nθ ), is a 

zero-mean Gaussian distributed random variable [6], [7]: 
2

221
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n

n

nf e θ
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σ

θ

θ
πσ

−

Θ =       (9.1) 

where 2

nθ
σ   is the phase noise power.  

In the first step, we extract the bit error rate (BER) of a SISO system with phase 
noise. If a SISO system has phase noise in the receiver, the received signal is ex-
pressed as:  

nj
kr ha e wθ= +                                                           (9.2) 

where r is the received signal, h denotes the channel gain, ka  is the transmitted 

symbol, nθ  is the random phase caused by the phase noise, and w is the additive 

white Gaussian noise (AWGN), which is a statistically independent and identical-
ly distributed (i.i.d.) complex-valued Gaussian random variable with a variance of 
N0. It is assumed that h is a complex random variable. 

The BER relation for MQAM (M-ary quadrature amplitude modulation) using 
the signal-space concept is extracted as [8]:  
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It is shown that, using only the first term in (9.3), the BER can be closely approx-
imated as [8]: 
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It is a straightforward task to extract the BER of MQAM due to a sample function 
of nθ  using same procedure as in [8], [9]: 
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(9.5) 

where sγ  denotes the received signal-to-noise ratio (SNR) 

(i.e. 2/s wreceived signal powerγ σ= ) and M is the constellation size. Hence, the 
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BER can be approximated as 
2

( )
( )

log ( )
n

b n

SER
p

M

θθ ≅ . This relation provides the same 

results as in [8], [9], if 0nθ = .   The average BER is obtained by taking the ex-

pected value of (9.5) with respect to the probability density function (pdf) of nθ  ; 

therefore:  
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= ∫ .      (9.6) 

SISO Case Study 

In a SISO scenario, one transmitter and one receiver are connected in an AWGN 
channel. The analytic, simulation and measurement results of the SISO system 
over the AWGN channel using a very low phase noise oscillator are presented in 
Figure 9.1. The measurement setup is discussed in the appendix. As can be seen, 
the simulation agrees very well with the analytic results. However, there is a gap 
of about 1 dB between the analytical and measurement results. This is due to im-
plementation loss and the phase noiseless assumption of the signal generators that 
operate as LOs.  Nevertheless, there is good agreement between analytical and 
measurement results. Figure 9.2 shows the results of the SISO system over the 
AWGN channel with phase noise. As shown, the measurement and analytical re-
sults are well matched.  
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Fig. 9.1 BER of AWGN SISO without phase noise 
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Fig. 9.2 BER of AWGN SISO with phase noise (PN) 

9.1.2    Impact of Phase Noise on MIMO Systems 

A flat-fading MIMO channel with NT transmitting antennas and NR receiving an-
tennas is considered. Assuming perfect synchronization, the input-output relation-
ship is given by: 

y=Hx+w                                                             (9.7) 

where y is an NR×1 vector of the received signal, H denotes the NR×NT channel 
matrix, x is an NT×1 vector of transmitted symbols, and w is an NR×1 additive 

white Gaussian noise vector. The channel coefficients { } ,

1, 1

R T
N N

hμυ μ υ= =
 are statistically 

i.i.d. complex-valued Gaussian random variables with a variance of 1. Compo-
nents of the noise vector have the same distribution with a variance of N0. 

If singular value decomposition (SVD) is applied to H , it can be expressed as 

H=UDVH                                                          (9.8) 

where (.)H  denotes the conjugate transpose; D is an NR×NT matrix with singular 

values of H, and { }
1

m

i
i

λ
=

 and min( , ),t rm N N
Δ
=  are its main diagonal elements;  
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U and V are NR×NR and NT×NT unitary matrices with left and right singular vectors 
of H as their columns, respectively. Substituting (9.8) into (9.7) we have: 

y Dx w′ ′ ′= +   (9.9) 

where:  

Hy U y
Δ
′= , Hx V x

Δ
′= , Hw U w

Δ
′=  (9.10) 

Since U and V are unitary matrices, the powers of x  and x′ are the same, as well 
y  and y′ , w  and w ′ . The equivalent model of the system is depicted in Figure 

9.3, which shows that the MIMO channel is converted into m  parallel SISO sub-
channels by SVD.  
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Fig. 9.3 MIMO system and equivalent model 

Due to the randomness of the entries of H , the subchannel power gain ( λ ) is a 
random process. The marginal pdf of the unordered eigenvalues is [10]  
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Fig. 9.4 MIMO system and equivalent model with phase noise 

 

The MIMO system model with phase noise is presented in Figure 9.4. The input-
output relationship is given by: 

y= Hx+ wΘ Θ                                               (9.13) 

where Θ  is an NR× NR matrix of phase noise and is defined as follows:  
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Equation (9.13) can be rewritten as: 

H HU H Uy Vx w′ ′= +Θ Θ  (9.15) 

Since the Θ  is diagonal, (9.13) can be written as (9.15); and, since the Θ  is di-
agonal and its entries have unit norm and random phase, the entries of w′Θ  are 
complex Gaussian random variables with a zero mean and a variance of N0. It is 
easy to see that the received signal can be again converted into m  parallel SISO 
subchannels by SVD. The difference from the previous situation is that each sub-
channel is affected by similar phase noise. 

HU Hy Vx w Dx w′ ′ ′ ′ ′= + = +Θ Θ Θ Θ  (9.16) 

MIMO Case Study 

The results of the MIMO system with adaptive modulation using NT = NR = 4 are 
presented. The Rayleigh fading channel is used in the channel simulator. Moreo-
ver, we used zero forcing receivers for MIMO detection.  Figure 9.5 shows the re-
sults. As shown, there is good agreement between the analytic and measurement 
results. 

9.1.3    Adaptive Modulation MIMO System  

In the adaptive modulation scheme, the channel is estimated in the receiver and 
fed back to the transmitter. The transmitter adapts the transmitting signal, consi-
dering the feedback information, in order to maximize the spectral efficiency. We 
assume that the feedback path does not introduce any errors and delay. The avail-
ability of channel information at the transmitter allows it to adapt its transmission 
power and rate relative to the channel variation [9].  

A variable-rate variable-power (VRVP) adaptation scheme is considered here. 
According to the above decomposition, the adaptive modulation MIMO problem 
can be considered as an adaptive modulation SISO problem using the unordered 
eigenvalue distribution [12]. Hence, the following problem should be solved by 
maximizing the average spectral efficiency (ASE) [13]: 
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where 1λ  is the first unordered subchannel power gain, and 1P , 1k  and 1BER  are 
the power, rate and instantaneous BER in the first unordered subchannel, respec-
tively. We use only square MQAMs; therefore, the available rates are:  
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Fig. 9.5 Rayleigh MIMO: (a) without phase noise, (b) with phase noise 
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Fig. 9.6 An adaptive modulation  MIMO structure 
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The solution to the problem in (9.17) has been given in [3]. Therefore, the optimal 
power and rate policy is: 
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where 0μ >  and is the Lagrangian multiplier that is determined from the average 

power constraint equation: 
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After obtaining μ , the average spectral efficiency can be achieved from:  
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9.1.4    BER of Adaptive Modulation MIMO System with Phase Noise  

The average BER of the system can be expressed as: 
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where ( )e jP M  is the BER corresponding to jM , and 1 1( )j jP υ λ υ +≤ <  is the 

probability that 1λ  falls in the jth region, so that: 
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From (9.17), the received signal power ( recP ) due to adaptive modulation can be 

expressed as: 
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From (9.5) and (9.25), for a sample  function of nθ , ( )e jP M  can be written: 
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 (9.26) 

The BER of the system for a constellation size of jM is obtained by taking the 

expected value of (9.26) with respect to nθ  , so that: 
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Therefore, the total BER of the adaptive modulation MIMO system under the im-
pact of phase noise can be expressed in a closed form as: 
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Case Study: Adaptive Modulation MIMO  

The performance of the adaptive modulation MIMO system under the impact of 
phase noise is presented in this section. The measurement results of the adaptive 
modulation MIMO system are presented for a set of average SNRs, NT = NR = 4 
and { }1 1( ) 0,2,4,6,8k λ ∈ . The Rayleigh fading channel is used in the channel si-

mulator. A BERtgt of 10-2 is selected for our measurements. Perfect channel state 
information (P-CSI) is assumed at both the transmitter and receiver [14], [15]. 
However, the phase noise affects the channel estimation. The channel is estimated 
in the receiver and fed back to the transmitter. To determine the training sequence 
length, we use the available algorithm [16]. Due to P-CSI, the total average spec-
tral efficiency, which is only related to channel model and average SNR, is the 
same as the case without phase noise. This is validated in Figure 9.7 using simula-
tion and measurement results. 
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Fig. 9.7 ASE of adaptive modulation MIMO system under impact of phase noise 
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In Figure 9.8-a, the measurement results of an adaptive modulation MIMO sys-
tem in a Rayleigh channel without phase noise are depicted. As shown, the mea-
surement results are close to the analytical results.The measurement results of an 
adaptive modulation MIMO system over a Rayleigh channel with phase noise are 
shown in Figure 9.8-b. This figure shows an unusual behavior, where by increasing 
the average SNR, the BER is more degraded. This is due to the use of higher con-
stellation sizes in larger SNRs by the adaptive modulator. The higher constellation 
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sizes are more sensitive to the phase noise. Hence, the total impact of higher con-
stellation sizes and greater sensitivity to phase noise results in BER degradation. As 
can be seen in this figure, there is good agreement between the measurement and 
analytical results.  
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Fig. 9.8 BER of an adaptive MIMO system: (a) without phase noise, (b) with phase noise 
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The average spectral efficiency (ASE) of an adaptive modulation (AM) MIMO 
system for six various antennas configurations are shown in Figure 9.9. The re-

sults are obtained with 310tgtBER −= and { }1 1( ) 0,2,4,6,8,10k λ ∈ ,and agree with 

the available literature [12].  
The average BER rate versus the variance of phase noise, 2

nθ
σ , for different 

SNR values are shown in Figure 9.10. The average BERs are presented for a 

tgtBER  equal to .01 and .001. As expected, by increasing the phase noise power, 

the BER is more degraded. 
 

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

40

SNR (dB)

A
S

E
 o

f 
M

IM
O

 a
d

ap
ti

ve
 m

o
d

u
la

ti
o

n
, R

(b
p

s/
H

z)

 

 

analytic result
simulation result

(4,4)

(16,4)

(8,4)

(8,2)

(4,2)

(2,2)

 

Fig. 9.9 ASE of an AM MIMO system ( 310tgtBER −= , { }1 1( ) 0,2,4,6,8,10k λ ∈ , 

2
n

P
SNR

σ
= ) 

9.2   DC Offset in MIMO Transceivers 

The DC offset is the other impairment that reduces the performance of MIMO 
transceivers. In this section, the DC offset impairment is investigated. The com-
plete removal of the DC offset in the receiver can be very difficult; therefore, the 
baseband compensations are usually required [19]. 
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9.2.1   DC Offset   

The DC offset sources can be broken down into static DC error and dynamic DC 
[20]. Static DC errors are generally caused by self-mixing of an LO within the re-
ceiver itself. On the other hand, dynamic DC errors are caused by time-varying ef-
fects within the receiver environment. Some examples of the dynamic DC offset 
errors are [21], [22]: 
 

• Reflections of the receiver LO, which is radiated from the receiver anten-
na and are picked up by receiver and down-converted to DC. 

• Rapid changes in signal strength (such as those caused by fading), which 
are not tracked quickly enough by the receiver automatic gain control 
(AGC). The receiver is overloaded for a short period of time, and second-
order nonlinearity causes the DC offset. 

DC offset degrades the BER of the receiver. It may also saturate the baseband ana-
log-to-digital converters (ADCs), which dramatically reduces their dynamic range. 
Therefore, the DC offset must be removed by means of a calibration method.  
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Sometimes a capacitive coupling can be used, although it removes some of the 
wanted signal energy. When the signal has significant energy at or close to DC, 
capacitive coupling is not an option; however, it is possible to perform DC calibra-
tion, which is done by injecting an appropriate DC level to cancel the DC offset.  

The measurement process is typically performed in the digital domain by long-
term averaging. The calculated DC offset is subtracted from the received signal 
(typically in the analog domain). DC calibration has a disadvantage in that it is not 
capable of completely compensating for dynamic DC offsets, whereas static DC 
offsets can just be removed. In the remainder of this section, wherever DC offset 
mentioned, it means the uncompensated part of the DC offset. Since the nature of 
a dynamic DC offset is random and is best modeled by a zero-mean complex 
Gaussian distributed random variable [23], we assume the same model for the un-
compensated part.  

9.2.2   BER OF MQAM Modulation under Impact of DC Offset 

In this section, a closed form expression for the MQAM BER under the impact of 
DC offset is extracted. The relation between the input and output of a digital 
communication system can be written as:  

's s c w= + +                                                      (9.29) 

where I Qs s js= +  is the transmitted signal, I Qc c jc= +  is the DC offset, s’ is the 

received signal, and w is the AWGN.  
It is assumed that static DC offsets have been removed entirely and that the re-

maining DC offset is modeled as a zero-mean, complex Gaussian distributed ran-
dom variable. It is considered that the channel varies very slowly, as well as the 
DC offset; and, the channel is constant in the transmission interval of a frame. 
(Since the sources of dynamic DC offset are related to the time-varying effects 
within the receiver environment, the same flat model as the channel model is ac-
ceptable for DC offset.) 

The constellation diagram of a square QAM signal is depicted in Figure 9.9. 
This figure shows the s  and s′  points with Gray-encoded bit mapping. If we use 
the method of signal-space concepts or the method of [25], the BER for a specific 
realization of c  is: 
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Fig. 9.9 The constellation diagram of a 16-QAM signal 

where d is the Euclidean distance of two adjacent points. The Q function is very 
low for a large argument, so we can approximate relation (9.30) to:  
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 (9.31) 

It is known that Ic  and Qc  are Gaussian with a zero-mean value and a variance of 
2 2cσ  and that: 
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2

w

received signal power
sγ σ
=

 
 is the received symbol SNR, and 2

wσ  is the AWGN 

variance.  
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After some calculations, the MQAM BER under the impact of a DC offset is 
approximated as: 
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where 2

c

P
mSDCR σ

Δ

= (signal-to-DC ratio).  

9.2.3   MIMO System Model 

Each receiving path is impaired by a DC offset, which causes BER degradation in 
comparison with the ideal case. The input signal, x  ( 1tN × ), and the output sig-

nal, y  ( 1rN × ), are related by: 

y Hx w c= + +  (9.33) 

where w  ( 1rN × ) is the AWGN and its entries are independent and 
2~ (0, )i ww σCN ; and, c ( 1rN × ) is the DC offset.  

The following definitions are supposed: 

min( , ),t rm N N
Δ
=  max( , ),t rn N N

Δ
= d n m

Δ
= −  (9.34) 

If singular value decomposition (SVD) is applied to H , (9.33) is converted to: 

y Dx w c′ ′ ′ ′= + +  (9.35) 

where: 

y U yH
Δ
′= , x V xH

Δ
′= , w U wH

Δ
′= , c U cH

Δ
′=   (9.36) 

and U , V  and D  are the decomposing elements of H , which means H=UDVH .  
U and V  are unitary matrices, so the powers of x  and x′ , y  and y′ , w  and 

w ′ , c  and c′ are the same, respectively. D  is a diagonal matrix with the singular 

values of H , with { }
1

m

i
i

λ
=

as its main diagonal elements. As discussed in the 

previous section, a MIMO channel by SVD is converted into m  parallel SISO 
subchannels. 
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9.2.4    BER of Adaptive Modulation MIMO under the Impact  
of DC Offset  

In this section we investigate the impact of DC offset on adaptive modulation in 
MIMO systems. It is assumed that all subchannels have been impaired by the DC off-
set with identical variances, so the total bit error probability is equal to the average 
BER in each subchannel. The average BER in each subchannel can be expressed as: 
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where ( )DC jP M  is the BER that corresponds to jM , and 1 1( )j jP υ λ υ +≤ <  is the 

probability that 1λ  falls  in  the jth region, so that: 
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The adaptation scheme is  
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From (9.32), the ( )DC jP M , under the impact of DC offset in the adaptation 

scheme, can be written as: 
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Therefore, the total BER of MIMO adaptive modulation under the impact of DC 
offset can be achieved as: 

TBER Average BER=  (9.41) 
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where TBER  is the total BER of the adaptive MIMO system, including the effect 

of the DC offset. 

9.2.5   BER Upper Bound of Adaptive Modulation under the 
 Impact of DC Offset  

In [26], the following upper bound relation is used for computation of the AM 
power gain boundaries:  

1.5
0.2exp

1
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M

γ−⎛ ⎞≤ ⎜ ⎟−⎝ ⎠
 (9.42) 

where sγ  is the symbol SNR.  

To improve the DC-affected AM system, adaptation should be done with re-
spect to the DC offset, because a DC offset degrades the AM MIMO BER, allow-
ing it to become greater than tgtBER . If we change the mechanism of adaptation 

by considering DC offset, we may have a BER better than tgtBER . 

In order to obtain the optimal power and rate adaptation for different modula-
tion schemes, we need an expression for each modulation technique’s BER in 
AWGN that is easily inverted, with respect to rate and power.  

Unfortunately, the approximated DC affected BERis neither easily invertible 
nor easily differentiable in its argument, but these properties are needed for  
adaptive modulation design. Therefore, we now introduce a new tight BER ap-
proximation for MQAM affected by DC offset in AWGN, which can be easily dif-
ferentiated and inverted. The following upper bound for (9.32) is an acceptable 
approximation for optimal adaptation: 
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 (9.43) 

As can be seen, the variance of noise ( 2
wσ ) has been added to the variance of the 

DC offset ( 2

c
σ ); and, an upper bound relation for the BER in the presence of DC 

offset has been calculated from (9.42) (replacing 2
wσ  by 22

cwσ σ+ ). It is a logical 

approximation due to the nature of the dynamic DC offset, as explained in Section 
4. The accuracy of this approximation has been verified by simulation and is shown 
in Figure 9.12. Based on this upper bound, a new adaptation mechanism is used: 
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and μ is calculated from: 
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Fig. 9.12 The accurate and approximate BER under the impact of DC offset     
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In this case, the BER is calculated as:  
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The ASE is calculated from (9.22) with iυ′ instead of iυ .  

9.2.6    Throughput Analysis 

The throughput is defined as the ratio of the average number of bits in packets that 
are successfully transmitted in any given time interval, divided by the number of 
attempted transmissions in that interval [29]. It is a key measure of quality of ser-
vice (QoS) for wireless data transmission systems. The transmitter constructs the 
packet and transmits it through the air. The receiver processes the received packet. 
Upon detecting the packet, the receiver sends an acknowledgment, either positive 
or negative, back to the transmitter. For ease of analysis we assume this feedback 
packet goes through a separate control channel and arrives at the transmitter in-
stantaneously and without error. If the receiver detects any error and issues a nega-
tive acknowledgement, the transmitter uses a selective repeat protocol to resend 
the packet. It repeats the process until the packet is successfully delivered.  

We define the throughput of a system as the number of payload bits received 
correctly per second:  

b sp

L C
T R P

L

−=  (9.48) 

where T  is the throughput, L  is the packet length, C  is the non-information bits 
in a packet, bR  is the bit rate, and spP  is the packet success probability. It is as-

sumed that L C>> , so 
L C

L

−
 is ignored; therefore, b spT R P= .  

bR  is the bit rate, so it is equal to 
1 2

...b s i s iR R r R r= + +  

1
( )

m ms i s i iR r R r r+ = + +… , where 
1i

r  is the number of bits per each symbol in the 

first subchannel, 
2i

r  is the number of bits per each symbol in the second subchan-

nel … to 
mi

r , which is the number of bits per each symbol in the last subchannel. 
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sR  is the symbol rate in each subchannel. Each packet contains 
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b iP r− , which is the probability that all the bits are transmitted success-

fully in the last subchannel .  
Since any bit error in the packet results in a loss of the packet, the spP  in our 

VRVP AM system is calculated as: 
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where sN  is the number of symbols in each subchannel, , 1,...,
jir j m=  is the 

number of bits per each symbol of the jth subchannel, and ( )
jb iP r  is the error 

probability of a bit. Now the throughput can be calculated as: 
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(9.50) 

where sR  is the symbol rate of the system and is the same for all subchannels. Fi-

nally, the average throughput is obtained as: 

1

1

1 1

1 1

1 1 1

( , , )

( , , )

m

m

m m

N N

i i
i i

i i i m i

AT T r r

p υ λ υ υ λ υ
= =

+ +

= ×

≤ < ≤ <

∑ ∑… …

…
 (9.51) 

where 
1 11 1 1( , , )

m mi i i m ip υ λ υ υ λ υ+ +≤ < ≤ <…  is the probability that the constella-

tion size in the first subchannel is 12 ir   and in the second subchannel is 22 ir and … 

to 2 im
r

 in the last subchannel. The probability is calculated using the joint proba-
bility density function (pdf) of the unordered eigenvalues [28].  

Relation (9.51) is very complicated, so we may approximate it with a simpler 
relation. For an approximation of (9.51), we may replace the ( )

jb iP r , 1,...,j m= , 

with the average BER ( TBER ) by using the average value approximation. On the 

other hand, the average of 
1

( )
mi ir r+ +…  is equal to ASE, defined as R.  Equation 

(9.51) can be approximated as:  
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( )1 sASE N
s TAT ASE R BER

×≈ × −  (9.52) 

where TBER  is calculated from (9.41).  

Equation (9.52) is very simple and easy to detect, but it causes approximation 
when calculating the average throughput (AT). Accordingly, the BER degradation 
of AM MIMO systems under the impact of DC offset can be evaluated. The com-
ponent modulation schemes are uncoded quadrature amplitude modulations 
(QAMs) with 1 1( )k λ ∈ {0,2,4, 6,8,  }10 .  

We set 310tgtBER −= . It is assumed that the channel is known perfectly. At 

first, the effect of the DC offset on rgw adaptation design is not considered; hence, 
the ASE remains unchanged (similar to corresponding curves in [28], but later, in 
the new design of AM, ASE alters). Six transmit-receive antenna configurations 
are achieved and depicted in Figure 9.13. The simulation results are also depicted 
in Figure 9.13. For all receiving branches, the DC offset is set to 20SDCR dB= . 

The TBER  curve can be achieved from (9.41). 

Figure 9.14 shows the TBER  curve for 6 different configurations of transmit-

receive antenna in the non-ideal case ( 20SDCR dB= ) and the ideal case 

( SDCR Inf= ). As can be seen in Figure 9.14, by increasing the number of anten-

nas, the MIMO adaptive modulation BER is less degraded. The SISO system is 
more degraded in comparison with the MIMO systems. The (2,2) configuration 
has the worst BER performance, and the (16,4) has the best BER performance 
among the MIMO systems. This is expected, since according to the definition,  

2
cσ  is proportionate to the reverse of m .  

The BER of MIMO adaptive modulation under various SDCR values for (2,2) 
and (4,4) structures is depicted in Figure 9.15.  Moreover, Monte Carlo simulation 
results are shown in Figure 9.15. As expected, by decreasing the SDCR , the 
MIMO adaptive modulation BER is more degraded. Due to the adaptation me-
chanism in the ideal case, the actual instantaneous BER lies below the tgtBER .  
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Fig. 9.13 ASE of AM MIMO in 6 various system configurations by supposing 
310tgtBER −= , versus 2

w

PSNR
σ

=  

When the SNR is low or the DC offset is not critical, the actual BER is as good as 
the ideal case; however, when DC offset gets more severe, the BER becomes 
greater than tgtBER .  

Figures 9.14 and 9.15 also show that the impact of DC offset on the BER is 
higher for higher SNRs, meaning that the BER is more degraded in the high SNR 
region. This is because the AM system uses high order component modulations in 
this region, which are more sensitive to the DC offset.  This result can also be seen 

easily with considering that 
( )1

s

M

γ
−

 is constant in VRVP AM systems. It can al-

so be seen that, in low SNRs (low P ), the effect of the DC offset is very small, 
which is also shown in Figures 9.14 and 9.15. The BER of a new design for an 
AM MIMO system for a (2,2) configuration is depicted in Figure 9.16 
( 15SDCR dB= , 25dB ). As shown in this figure, in the new design of AM, the 

BER remains below 
 

310tgtBER −= .  

In Figure 9.17, the ASE of the new design of an AM MIMO system for a (2,2) 
configuration is depicted ( 15 ,25SDCR dB dB= ) and compared to the ASE of the 

traditional design of an AM MIMO system.  It is shown that the ASE of the new 
design of an AM MIMO system is decreased. Thus, improvement of the BER 
leads to a lower ASE. The proposed AM mechanism helps to avoid BER degrada-
tion by adjusting the spectral efficiency.  
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The throughput results for the (2,2) configuration are shown in Fig. 9.18. It has 
been supposed that 1 /sR M Symbols S=  and 50sN = . In this figure, the 

throughput of an AM MIMO system under the impact of a DC offset 
( 25SDCR dB= ) is compared to the throughput of ideal case (i.e. without DC off-

set) and the throughput of the new design of an AM MIMO system. As can be 
seen in this figure, the DC offset degrades the throughput dramatically, and the 
new design of AM improves it. Due to the BER degradation, the throughput is de-
creased in the high SNR region. There is an acceptable agreement between simu-
lation results and analytic results in most situations.As may be seen, the difference 
between the analytical and simulation results is higher with larger SNRs.  Howev-
er, this is predictable, due to the use of larger constellation sizes by the system in 
higher SNRs. As discussed, the analytical relation only predicts the performance 
degradation due to the DC offset imperfection.  

The imperfections due to the other parameters, such as phase noise and I/Q im-
balance, also have impacts that are more noticeable in larger constellation sizes, 
which correspond to larger SNRs. Accordingly, the difference between the simula-
tion and analytical results will be greater with high SNRs than those with small 
SNRs.  
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Fig. 9.18 Average throughput of AM MIMO in the presence of DC offset. 50sN =  
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The calculated closed form expressions for BER and throughput give us a use-
ful tool to determine whether an ideally designed VRVP AM MIMO system can 
work in the presence of DC offset.  

9.3   I/Q Imbalance in MIMO Transceivers 

The I/Q (in-phase/quadrature) imbalance in MIMO systems is also a limiting fac-
tor.  In this section, the impact of I/Q imbalance on adaptive modulation MQAM 
MIMO systems is investigated. 

9.3.1   I/Q Imbalance Model 

The distortion parameters, iμ  and iυ , are related to the amplitude and phase im-

balances between the I and Q branches of each receiving path in the RF/analog 
demodulation process.  
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Fig. 9.19 I/Q imbalance in a direct conversion receiver 

A simplified model for this distortion is the assumption that there is an ampli-
tude imbalance, α, and a phase imbalance, θ, between the I and Q paths of the 
mixer, as depicted in Figure 9.19. For such a case, the iμ  and iυ  parameters can 

be written as [31]: 
  

cos( ) sin( )
2 2

j
θ θμ α= +  

cos( ) sin( )
2 2

j
θ θυ α= −

(9.53)
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9.3.2    MIMO System Model  

A flat-fading MIMO channel with Nt transmitting antennas and Nr receiving an-
tennas is considered. Assuming perfect synchronization and perfect channel state 
information (CSI) at the receiver, the input-output relationship is given by: 

y=Hx+w                                                       (9.54) 

where y is an Nr×1 vector of the received signal; H denotes the Nr× Nt channel ma-
trix; x is an Nt×1 vector of the transmitted symbols; and, w is an Nr×1 additive 
white Gaussian noise (AWGN) vector. The entries of w are also assumed to be 
 

 independent and 2(0, )iw σ∼CN . The channel coefficients, { } ,

1, 1

N Nr thμυ μ υ= =
, are 

statistically independent and identically distributed (i.i.d.) complex-valued Gaus-
sian random variables with a variance of 1. 

Components of the noise vector have the same distribution with a variance of 
N0. The received signal, y, after distortion by I/Q imbalances becomes [32]:  

*z=μy + υy                                                          (9.55) 

where 

r
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…

.  

The distortion parameters, iμ  and iυ , are related to the amplitude and phase im-

balances between the I and Q branches of each receiving path in the RF/analog 
demodulation process. A simplified model for this distortion is the assumption that 
there is an amplitude imbalance, α, and a phase imbalance, θ, between the I and Q 
paths of the mixer, as depicted in Figure 9.20.  

For such a case, the iμ  and iυ  parameters can be written as [31]: 

    
cos( ) sin( )

2 2
i i

i ij
θ θμ α= +  

cos( ) sin( )
2 2
i i

i i j
θ θυ α= −  (9.56) 

We define min( , )t rm N N
Δ
= , max( , ),t rn N N

Δ
= d n m

Δ
= − . If the singular value de-

composition (SVD) is applied to H , it can be expressed as: 

H=UDVH
                                                        (9.57) 
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Fig. 9.20 An adaptive modulation MIMO structure 

where (.)H  denotes the conjugate transpose; D is an Nr× Nt matrix with singular 

values of H, and { }
1

m

i
i

λ
=

 are its main diagonal elements; and, U and V are Nr× Nr  

and Nt× Nt  unitary matrices with left and right singular vectors of H as their col-
umns, respectively. For the detection and estimation process, the MIMO system 
should be converted to an m  parallel SISO system.  Hence, z  should be multip-

lied by HU  [33]:  

H H * * H H *z =U μUD U υU D U μ U υ′ ′ ′+ + +x x w w       (9.58) 

where ′
Δ

Hz = U z  and ′
Δ

Hx = V x . Since U and V are unitary matrices, the powers of 
x  and x′  are the same, as well z  and z′ . If we assume that Iμ μ′ = − , where I  

is the identity matrix; then, (9.58) is written as: 

z =D′ ′ ′ ′ ′H H * * H H *x - U μUDx + U υU Dx + U μw + U υw          (9.59) 

Because D is a diagonal matrix, the elements of z′ can be written as: 

1 2 3i i i i i iz x n n nλ ′ ′ ′ ′′ = + + +     (9.60) 

where ′ ′ ′ ′H H * *
1 i in = -u μ UDx + u υU Dx  , H

i=u μ′2n w  and H
i=u′ *

3n υw .  

From (9.60), we can see that the I/Q imbalance introduces 1in′  as the cross 

channel interference; therefore, the subchannels are no longer parallel. Although 
in reality the elements of x′  usually have values chosen from a set of finite sym-
bols, we assume the entries of ′x  are i.i.d. Gaussian variables, i.e. [33]: 
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(0, )i

P
x

m
′ ∼CN

  
(9.61) 

where 
P

m
 is the average transmitting power constraint of each subchannel.  Under 

this assumption, n′  is a zero-mean complex Gaussian random variable with the 

variance of 2
inσ ′ . We can calculate 2

nσ ′  as: 

( ) ( )

2

H H H * * H T 2 H *

[ ] [ ] [ ]

μ UDD U μ U DD U μμ
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i w i

E E E
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u u

m

σ

σ
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′ ′= + + +

H H H
1 1 2 2 3 3

* *
i i

n n n n n n

u υ υ u υυ
 (9.62) 

9.3.3    Impact of I/Q Imbalance on BER of Adaptive Modulation 
MIMO  

The BER of an MQAM signal in an AWGN channel can be approximated as: 

2

4(1 1 ) 3
( )

log ( ) 1
i s

i
i i

M
BER M Q

M M

γ⎛ ⎞−
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�  (9.63) 

where sγ  is the symbol of the received SNR.  

As seen,  the received signal power ( recP ) due to adaptive modulation can be 

expressed as: 

( )
2

1 1 1

2 ln(5 )
( ) 1

3
tgt w

rec i

BER
P P M

σ
λ λ

−
= = −   (9.64) 

One can approximate the BER of a subchannel by considering (9.63) as: 

2

2
2

2 ln(5 )4(1 1 )
( , )

log ( )
tgt wi

IQ i
i n

BERM
BER M H Q

M

σ
σ ′

⎛ ⎞−− ⎜ ⎟
⎜ ⎟
⎝ ⎠

�   (9.65) 

( , )iBER M H  has the joint pdf of unordered eigenvalues [35]. We can approx-

imate the subchannel BER by averaging the 2
nσ ′  using: 

( ) ( )2 H * * 2 H * *
1[ ] μ μ μμH n i i w i i

P
E u u u u

m
σ λ υυ σ υυ′ ′ ′= × + + +   (9.66) 

where 
11 1 1 10
( )Pdf dλλ λ λ λ

∞
= ∫ .  
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If we consider: 
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An approximated upper bound for the BER can then be achieved:  

2
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The average BER of the adaptive modulation MIMO system impaired by I/Q im-
balance can be expressed as: 

2 1 1
1

2 1 1
1

( ) log ( ) ( )

log ( ) ( )

N

IQ j j j j
j

ave N

j j j
j

BER M M P
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    (9.69) 

where 1 1( )j jP η λ η +≤ <  is the probability that 1λ  falls in the jth region as: 

1

11 1 1 1( ) ( )
j

j
j jp Pdf d

η
λη

η λ η λ λ+

+≤ < = ∫   (9.70) 

9.3.4    I/Q Imbalance Compensation in Adaptive Modulation 
MIMO Systems 

To compensate for a distorted adaptive modulation MIMO system, adaptation 
should be done with respect to the I/Q imbalance. In order to obtain the optimal 
power and rate adaptation for different modulation schemes, we need an expres-
sion for the BER in AWGN that is easily inverted, with respect to rate and power. 
Accordingly, we now introduce a new BER approximation for the MQAM dis-
torted by an I/Q imbalance in AWGN.  

From the results of the last section, the following upper bound can be intro-
duced for optimal adaptation as:  

( ) 2

1.5
( ) 0.2exp

1
w

s
IQBER M

M σ

γ
Δ

⎛ ⎞−⎜ ⎟≤
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  (9.71) 

The values of α and θ  are not known at the receiver; therefore, for the implemen-
tation of a new adaptation scheme, we use the average of Δ , in terms of α and θ  
statistics:  
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Based on the definitions of α and θ , [ ] [ ] 0E Eα θ= = . If we assume a small θ : 
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  (9.74) 

Now the BER relation is approximated as: 
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Based on this approximation, we introduce a new adaptation mechanism as: 
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where the compensation factor ( CF ) is defined as: 
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 (9.77) 

and 1

1

i i

i i
i

M M CFr r K

μη −

−

−
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The Lagrangian multiplier, β , is calculated as: 
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and the ASE is calculated as: 
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(9.79)
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9.3.5    BER Analysis  

In this section, an experimental study is presented; and, the analytical relations are 
compared with measurement results. The effect of an I/Q imbalance (for two sets  
of phase and amplitude errors) on the BER of adaptive modulation MIMO is de-
picted in Figure 9.21. The BER of an ideal adaptive modulation MIMO is also il-
lustrated in this figure. The comparison between the ideal and impaired systems 
shows the extreme degradation of the adaptive MIMO system due to the I/Q im-
balance. Good agreement between the measurement results and the simulation re-
sults can be observed in this figure. It can be seen that the approximated analytic 
BER upper bound follows the simulation and measurement results very well. The 
impact of different parameters on BER is determined from this analytic expres-
sion. Figure 9.21, however, shows an unusual behavior: by increasing the average 
SNR, the BER became more degraded. This response is expected, because the 
adaptive modulator uses high-order components, which are more sensitive to I/Q 
imbalance, in the modulation of high SNR regions. 
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Fig. 9.21  BER of an adaptive modulation MIMO system with I/Q imbalance  

 
Figure 9.22 (top) shows the BER of an adaptive modulation MIMO system im-

paired by an I/Q imbalance before and after the compensation operation by 

supposing 0.3dBασ =  and 5θσ = D .  
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Fig. 9.22 (Top) BER of an I/Q imbalance compensated adaptive modulation MIMO system, 
and (bottom) ASE of an I/Q imbalance compensated adaptive modulation MIMO system 
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Chapter 10 
Single RF Front-End MIMO Transceivers 

 

The main limitation of using a multiple antenna architecture is the complexity and 
high cost of the hardware in the radio frequency (RF) section, which rise with an 
increase in the number of antennas. In addition, RF circuit mismatches [1-3] and 
coupling [4] grow with an increase in the number of antennas; consequently, these 
factors also limit the use of high numbers of antennas at the transceiver.  

One solution to compensate for the extra hardware cost and RF circuit imper-
fection is the utilization of a single RF front-end in a multiple input multiple out-
put (MIMO) system, where a single RF path is used instead of multiple parallel 
RF paths. This results in an RF section that has lower complexity and cost, a simp-
ler RF design, a compact size, and lower power consumption.  

A conventional MIMO receiver with N antennas at the receiver is shown in 
Figure 10.1. The receiver uses multiple parallel RF front-ends, where the number 
of RF front-ends is equal to the number of antennas. In this architecture, the base-
band processing section decodes N received baseband paths to recover the signal 
and obtain the diversity or spatial multiplexing gain. To realize a single RF front-
end path, orthogonal transmission of multiple RF streams over a single front-end 
must be recognized. In the following subsections, the different techniques to real-
ize a single RF front-end in a MIMO system are discussed. 

 

 

Fig. 10.1 A conventional MIMO system 
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10.1   RF Front-End MIMO Using Antenna Selection 

MIMO systems increase spatial diversity; and, in proper channel conditions, the 
data rate may be increased using spatial multiplexing implementation. As dis-
cussed in Chapter 2, diversity methods improve the robustness of the communica-
tion system, in terms of BER, by exploiting the multiple paths between the  
transmitting and receiving antennas. This is achieved by space-time coding. The 
space-time codes are capable of delivering a diversity order of NrNt, where Nr and 
Nt are the number of receiving and transmitting antennas, respectively. A MIMO 
system can be also designed to provide spatial multiplexing. In this implementa-
tion, the receiver descrambles signals that are transmitted simultaneously from 
multiple antennas. Accordingly, it is possible to send parallel independent data 
streams and achieve overall system capacities that scale with min(Nr, Nt).  

The performance enhancement of MIMO systems comes with an increased RF 
hardware complexity and cost. This problem can be mitigated using antenna selec-
tion technique at the transmitter and/or receiver to realize a simpler RF front-end 
MIMO system [5]. By using such a technique, some of the available antennas are 
selected, and the MIMO system uses fewer RF chains than the number of trans-
mitter and/or receiver antennas. Therefore, the complexity and cost are reduced 
while maintaining the system performance.  

The antenna selection system, both in the receiver and the transmitter, is pre-
sented in Figure 10.2. In this technique, the received signal-to-noise ratio (SNR) 
values must be known on both the receiver and transmitter sides. Although imple-
mentation of antenna selection in the receiver is very straightforward, antenna selec-
tion in the transmitter requires a feedback path from the transmitter to the receiver. 
 

 

Fig. 10.2 A single antenna selection system 

A common criterion for antenna selection is channel capacity maximization. An 
analytical bound for the channel capacity of MIMO systems with antenna selec-
tion is [6]:  

                                   (10.1) 
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where  is the mean SNR, Lr is the number of selected antennas in the receiver, 

and γ(i) represents the squared norm of the ith row of H after ordering from the 
smallest to the largest. They are obtained by ordering a set of Nr independent and 
identically distributed (i.i.d.) chi-square random variables with 2Nt degrees of free-
dom (DOF). Without loss of generality, when the receiver selects the best Lr anten-
nas that maximize capacity, the resulting channel capacity can be upper bounded [6].  
It has been shown that most of the capacity of the MIMO system is retained with an-
tenna selection, provided that the number of selected antennas on one end should be 
at least as many as the number of available antennas on the other end.   

Some suboptimal antenna selection algorithms have also developed [8], [9]. The 
fastest algorithm starts with zero antennas and adds one antenna per step, where the 
added antenna is the greatest contribution to the channel capacity [9], [7]. 

The other criterion in the selection of antennas is outage probability [7], [10]. 
When the information transmission rate is greater than the instantaneous mutual 
information, an outage event occurs. In quasi-static fading, since the fading coeffi-
cients are constant over the whole frame, we cannot average them with an ergodic 
measure. In such an event, channel capacity does not exist in the ergodic sense. 
The probability of such an event is normally referred to as outage probability. 

The outage probability, when the best Lr receive antennas are selected, can be 
upper bounded as [7]: 

 (10.2) 

where R is the information transmission rate in bits per second per hertz,  P(x,a) is 
the normalized in complete gamma function, and: 

 (10.3) 

Expression (10.2) suggests that the diversity order is maintained with antenna se-
lection for any , and Lr.  If one selects , a single RF transceiver 

can be realized for a MIMO system. The single antenna selection diagram is 
shown in Figure 10.3. 
 

 

Fig. 10.3 A single antenna selection system 
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10.2   Single RF Front-End MIMO Using FDM 

The frequency-division multiplexing (FDM) technique is presented in Figure 10.4. 
In this method, the signals of different antennas are shifted in frequency with mix-
ing by different local oscillators (LOs) and added together; therefore, the multiple 
signals of different antennas are separated in the frequency domain. After down-
conversion using a single RF front-end, the frequency shifts of the multiple 
streams are removed in the baseband section. 

By further processing, the diversity gain is extracted. The method is also applica-
ble when different signals are transmitted, e.g., Vertical Bell Laboratories Layered 
Space-Time (V-BLAST) or other spatial multiplexing MIMO transmission.  

The system-level performance of a scenario with two antennas at the receiving 
side is studied. Assuming  as the passband signal with a center frequency, , 

and a bandwidth, . The received signal of the first antenna is  and 

that of the second antenna is , where  and  are the pass-

band noise and  are the Rayleigh flat-fading channel coefficients. The signal 
of the second antenna is mixed with a low-frequency oscillator at the same fre-
quency ( ) and filtered to removed the unwanted terms. The drawback of this 
technique is that a narrowband RF filter and extra oscillators are required.  

 

 

Fig. 10.4 Realization of single-branch multiantenna receiver based on FDM 
 

The performance of this structure has been investigated using binary phase-
shift keying (BPSK) modulation over two receiver antennas and is depicted in 
Figure 10.5. The difference between the ideal and simulated curves for diversities 
1 and 2 is related to filter design and its quality factor. 
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Fig. 10.5 The BER versus Eb/N0 for single front-end receiver FDM 

10.3   Single RF Front-End MIMO Using TDM 

The idea of the time-division multiplexing (TDM) technique in MIMO receivers is 
the use of an RF switch and a single receiver, where signals from different antennas 
were selected, captured and digitally processed separately. In this regard, the pur-
pose of the switch is the capture of the signals of all the antennas for every symbol 
time interval of the modulated signal. This introduces constraints on the switching 
speed and also requires a careful alignment of the data before and after the multip-
lexing and de-multiplexing of the multiple signals in the MIMO receivers. 

In this section, we investigate the possibility of using the TDM technique to 
simultaneously transfer and extract the data of multiple antennas through a single 
RF front-end. This receiver can be realized as a single RF architecture by time-
multiplexing the antennas’ signals using a single-pole, multiple-throw RF switch. 
The received signals are de-multiplexed after RF processing according to a diver-
sity algorithm. Figure 10.6 shows a general block diagram of this architecture. 
This architecture uses the same number of antennas as the conventional topology; 
however, instead of having multiple parallel RF front-ends, a single-pole, mul-
tiple-throw RF switch along with a single RF front-end is used to down-convert 
the RF signals to baseband. Finally, the signals are conveyed to the baseband sec-
tion using a de-multiplexer. The proposed architecture reduces the number of RF 
front-ends from N to 1, which significantly reduces the overall cost and size of the 
multiantenna receiver and also decreases the RF design mismatch.  
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Fig. 10.6 Realization of single-branch multiantenna receiver based on  TDM 

The results of the time-multiplexed receiver using a raised cosine pulse shape 
filter with a roll-off factor of 0.5 for single antenna and two-antenna cases using 
BPSK modulation are shown in Figure 10.7. The zero-forcing (ZF) receivers are 
used [11], [16], [21]. To compare the proposed architecture with a conventional 
receiver, the bit error rate (BER) of the multiple front-end receivers is plotted as 
well. As can be seen, the diversity gain using a single time-multiplexed RF front-
end was equal to the diversity gain of the multiple RF front-end.   

In the following subsections, the performance of a single front-end MIMO re-
ceriver is investigated both theoretically and experimentally. 
 

 

Fig. 10.7 The BER versus Eb/N0 for single front-end receiver using TDM 
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10.3.1   Input Signal 

The received signal considered is an MQAM (multiple or M-ary quadrature ampli-
tude modulation) signal with a carrier frequency of fc. The MQAM modulated sig-
nal, sm(t), can be represented as:  

           (10.4) 

where u(t) is a signal pulse shape, fc is the carrier frequency, Amc and Ams are the 
in-phase and quadrature signal amplitudes, M is the constellation size, and 

.  
The nature of the received signal can be assumed to be deterministic, in order to 

simplify the representation of the incoming signal in the frequency domain. The 
spectrum of sm(t) can, therefore, be represented as: 

  (10.5) 

where  and  are the Fourier transforms of sm(t) and u(t), respectively.   

Meanwhile, it can be easily shown that the power spectral density of an 
MQAM modulated signal is [12]: 

  
(10.6) 

where  is the variance of the information sequence in the in-phase and quadra-
ture paths. The spectral efficiency of the MQAM signal is controlled by the base-
band pulse shape, u(t). 

10.3.2    Switch Model 

According to the block diagram of the architecture in Figure 10.6, the received 
MQAM signals are sampled using a single-pole, N-throw (SPNT) RF switch. It is 
assumed herein that the switch takes K samples from each antenna signal during 
the symbol period, T. The switch function, which obtains a sample from the first 
antenna, can be shown as: 
 

                                          
(10.7)
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The switch waveform and its spectrum are shown in Figure 10.8. The Fourier 
transform of this switch waveform can be shown as: 

    
(10.8)

 

The number of antennas is considered to be equal to N; therefore, the switch 
waveform can be written as: 

 
(10.9)

The sampling of different signals must use the concept of orthogonal signals in the 
time domain to prevent overlapping among the different samples. According to 
(10.9), in an ideal condition, the relation between the duty factor and the period is 

obtained as .   

 
Fig. 10.8 (a) the time domain switch waveform and (b) its spectrum 
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antenna signal is called X1 in Figure 10.6. The signal, after passing through the 
filter, can be represented as: 

 (10.10) 

where  and  are the real and imaginary parts of the channel coeffi-

cient corresponding to the first antenna, respectively, and are assumed constant 

over the symbol duration, T; and, and  are the real and imaginary parts 

of the AWGN at the output of band-pass filter (BPF), respectively. This signal is 
sampled by the RF switch and is represented as: 

                 

 (10.11) 

where the superscript ‘s’ represents the sampled signal.   
These samples then pass through the single front-end receiver. It is assumed 

herein that the receiver has enough bandwidth that an RF pulse can pass through it 
without any distortion. The other RF samples also pass through the receiver at the 
different time intervals, and the samples from different antennas are orthogonal in 
each symbol duration. Eventually, the sample of the first antenna is delivered to 
the corresponding port in the baseband processing section using a low-pass filter 
(LPF). This port is called Y1 in Figure 10.6.  

Complete synchronization between the RF switch and the de-multiplexer is as-
sumed. If a coherent LO is used at the receiver (i.e., xLO(t)), the output signal, y1(t), 
is expressed as: 

                                    
(10.13) 

where the LO signals in the receiver in the in-phase and quadrature paths are 

 and , respectively. The signal  

also encompasses the second harmonic frequency component, , which is 

eventually eliminated using a LPF in the baseband section. Accordingly, the out-
put signals can be shown as:  

 
(10.14-a) 

 
(10.14-b) 

where and  are the in-phase and quadrature components, respective-

ly, of the received signals.  
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The switch effect is also considered by . If  in (10.14-a) and 

(10.14-b), these two equations are true for in-phase and quadrature components of 
the first antenna’s baseband received signals. In baseband, the receiver samples 
each antenna’s signals and performs matched filtering and maximum ratio com-
bining. If the sampler takes K samples in each symbol duration, T, (10.14-a) and 
(10.14-b) are accurate for the output of the sampler when  is the same as 

(10.7) and . Therefore, these equations are the same for the common re-
ceiver and the time-multiplexed receiver. 

10.3.4   Baseband Processing 

According to Figure 10.6, the received signals are delivered using a de-
multiplexer to the baseband processing section. The LPFs are used to extract the 
sampled signals, which must be processed in the baseband section to extract the 
spatial diversity or spatial multiplexing gain. This is a common assumption in nar-
rowband models [13], where the spatial and temporal properties of the MIMO im-
pulse response, H(t), can be separated as:  

  (10.15)

where u(t) is the pulse shape.  The matched filter, , in the MIMO base-
band receiver can, therefore, be decomposed into a cascade of a space-only col-
umn matrix, H*, and followed by a bank of time-only matched filters, . It is 

also assumed that the channel is known on the receiver side.  
In a classic multiantenna receiver with N antennas and N RF front-ends, K 

samples are taken from the baseband signal of each antenna after down-
conversion. The matched filter then combines the samples and improves the SNR 
from the samples of each antenna. Consequently, the transmitted symbol is esti-
mated with the information of each fading channel coefficient. The same proce-
dure can be followed in this system, where there is a corresponding baseband sig-
nal for each antenna signal.  A zero-forcing receiver to recover the transmitted 
symbols [20,21] can be used. When the channel coefficients are known, the sym-
bols are estimated as: 

  (10.16a)

  (10.17a)

where  and  are the estimated in-phase and quadrature signal amplitudes, 
respectively.  
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10.3.5   Experimental Studies 

Experimental studies can evaluate the performance of the proposed time-
multiplexed single RF front-end receiver and validate the concept of the topology 
in practical scenarios. The experimental studies were conducted for a 16-QAM 
modulation scheme, where the number of receiving antennas was selected as  
N = 2. The 16-QAM signaling scheme was eight times oversampled and passed 
through a raised cosine filter with a roll-off factor of 0.3 [14]. The channel model 
was a Rayleigh fading channel with . The maximum ratio combining 

method was used at the receiver, in order to achieve the maximum diversity.  
The objective was a demonstration of the potential of using the proposed time-

multiplexed single-branch receiver instead of conventional multiantenna receivers. 
The measurement setup is shown in Figure 10.9. It consisted of two identical signal 
generators, which were used to emulate the signal received from the two antennas 
through uncorrelated fading channels. These two signal generators were connected 
through a general purpose interface bus (GPIB) connection and controlled with a 
computer. An evaluation board (MAX2830) was used as the receiver.  

 
 

 
 
Fig. 10.9 Block diagram of the measurement setup 

The MAX2830 is a completely integrated solution for the implementation of 
RF transceivers: it contains two RF inputs, an antenna diversity switch, a low 
noise amplifier (LNA), a programmable voltage-gain amplifier (VGA), an RF-to-
baseband down-converter and a programmable LPF. Finally, the output of the re-
ceiver board was connected to a baseband vector signal analyzer (VSA), which 
was controlled with the computer [14].  
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Fig. 10.10 Block diagram of the measurement setup 

Two signal sources transmitted the RF signal with the same carrier frequency. 
The faded 16-QAM modulated signals were downloaded to each source. The out-
puts of the two sources were connected to the two RF inputs of the receiver board. 
The received signals through the RF inputs were time-multiplexed using the inte-
grated antenna diversity switch on the receiver board. The switch was controlled 
by a function generator, where the switch speed was adjusted based on the sam-
pling rate of the modulated signal. In this case, the sampling rate was 

; therefore, the switch speed was set to . The re-

ceiver board was programmed to down-convert the RF signal to a low intereme-
diate frequency (IF) signal with . The IF signal was then captured 

with the VSA.  
Finally, an off-line process was carried out for down-conversion, de-

multiplexing, maximal ratio combining and low-pass filtering of the captured sig-
nal, in order to evaluate the performance of the proposed topology based on the 
measured BER.  A picture of the measurement setup is shown in Figure 10.10. 
Figure 10.11 shows the measured power spectra of the received signal after time-
multiplexing and RF down-conversion, but before de-multiplexing. The signal 
power spectra is split into three lobes: the main one is at , and the 

two side lobes are at . This spectrum was exactly as ex-

pected from the analytical explanation in the previous section. 
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Fig. 10.12 Comparing the time domain signals before and after the proposed time-
multiplexed single branch receiver: (a) antenna 1 and (b) antenna 2 
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Fig. 10.13 BER comparison of the simulation and measurement for 16-QAM modulated 
signal over a Rayleigh fading channel. 

10.4   Single RF Front-End MIMO Using CDM 

In code-division multiplexing (CDM),  e.g. [15], the signals of different antennas 
must be multiplied by orthogonal codes and then added together, where a single 
RF front-end is used to down-convert the summed RF signals to baseband. In the 
baseband section, the signals are multiplied by the orthogonal codes, integrated 
and de-multiplexed. This technique is depicted in Figure 10.14.  

In this method, the first signal is multiplied by the  code and the second 

signal by the  code in the symbol duration and then added together. These 

two codes are orthogonal, i.e.  is equal to 1 between 0 and Ts, and  is 
equal to 1 between 0 and Ts/2 and to -1 between Ts/2 and Ts, where Ts is the sym-
bol duration. The signal  is then down-

converted using a single RF front-end. The baseband signal is represented as
. 
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Fig. 10.14 Realization of single-branch multiantenna receiver based on CDM 
 

In the baseband section, the signal is multiplied by  and  and sepa-
rated into different paths. In each path, an integrator can remove the effect of the 
other signal; however, the effect of the noise of both antennas is maintained in 
each path. 

 

(10.17) 

This is the output of the integrator in the first path, where is constant in the 

symbol duration, Ts, and the codes have unit energy. The first term of the integral 
is  and the second part of integral is the integration of the first antenna noise. 

The third term is zero, because the two codes are orthogonal and is invariable 
in the symbol duration, Ts.  

The fourth term of the integral is not zero, although  and  are ortho-

gonal, because  is stochastic and is not constant in the symbol duration. This 
term has the same power as the second part. Hence, in each subchannel in base-
band, the output noise power using CDM is twice of that of a traditional design. 
Indeed, the noise level is increased by 10log(N)dB in each path when N antennas 
are used and the signals are down-converted with CDM method.  

The simulation result for BPSK modulation using two receiving antennas is il-
lustrated in Figure 10.15. A distance of 3 dB can be observed between the conven-
tional diversity system and this technique. 

An integrated circuit is designed and fabricated using CDM technique to realize 
a single front-end receiver for two antennas [16]. Figure 10.16(a) illustrates the 
different sections in the integrated circuit (IC) and Figure 10.16(b) shows the die 
photo of the receiver in 5 GHz.   
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Fig. 10.15 The BER versus E
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Eb/N0 for single front-end receiver using CDM 
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(b) 

Fig. 10.16 (continued) 

10.5   Single RF Front-End MIMO Using a Parasitic Antenna 

The concept of digital beamforming (DBF) antenna arrays is based on the classic 
phase array method. This technique may be used in different wireless communica-
tions systems. According to Figure 10.17, signals received by individual antenna 
elements are down-converted into baseband signals. These signals are digitized 
and fed into the digital signal processing (DSP) chip in which the algorithms re-
side. However, RF circuit branches connected to the array elements, analog-to-
digital converters (ADCs) and the baseband DSP chip consume a considerable 
amount of DC power. Furthermore, each channel connected to the array sensor has 
the same structure, so the cost of fabrication increases with the number of array 
elements [22], [23]. These factors limit DBF applications in the wireless commu-
nications systems. The parasitic array has been proposed to provide the solutions 
for the disadvantages of DBF technique [24]. 

The functional block diagram of a parasitic antenna digital beamformer is 
shown in Figure 10.18. In this structure, one central element is connected to the 
single RF front-end, and the surrounding parasitic elements realize the array. 
Beamsteering is achieved by tuning the load reactances at the parasitic elements 
surrounding the central active element. The loads may be realized with the use of 
varactor diodes. The power consumption of this architecture is very small. Fur-
thermore, the system has only one RF front-end, and the small inter-element spac-
ing can be as small as 0.05λ [24]. 
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Fig. 10.17 Block diagram of digital beam forming (DBF) antenna array 

 

Fig. 10.18 Block diagram of steerable parasitic array radiator (ESPAR) antennas  

To analyze the operation of the architecture, we assume that the parasitic array 
operates in the transmitting mode. The antenna generates a directional beam based 
on tuning load reactances  on the parasitic monopoles. Signals 

transmitted from the central RF front-end excite the parasitic monopoles with sub-
stantial induced mutual currents. Vectors I and V represent the currents and the 
voltages on the monopoles, respectively: 

      (10.18) 

  (10.19) 

where ,  represent the current and voltage on the central element, respectively.  

1Element −

DSP

1W, #1RF frontend
2Element −

Element n−
2W

nW

Baseband

, # 2RF frontend

, #RF frontend n

Output

Active

Element

Adaptive

Beamforming

Algorithm

,RF frontend

Baseband

1

Tunable

Load −

Ref.

#1

Parasitic

Element

#

Parasitic

Element n Tunable

Load n−

Output

1 2( , , , )nx x x"

0 1( , , , )T
nI i i i= "

0 1( , , , )T
nV v v v= "

0i 0v



284 Chapter 10 Single RF Front-End MIMO Transceivers
 

 

One may show the mutual admittances by using a Y matrix, where yij is the mu-
tual admittance between the ith element and the jth element. The induced currents 
are represented with mutual admittances as follows: 

  (10.20) 

The parasitic array has a symmetrical structure; therefore: 

 

 

 

 

 

The admittance matrix can thus be determined only by n parameters. The voltages 
on the active central monopole and the mth parasitic monopole are obtained as: 

  (10.21) 

  (10.22)
 

where 
  

 and is the characteristic impedance of 50 at the RF port, 

and represents the transmitted voltage signal source with the amplitude and the 

phase from the driving RF port at the central element. These equations can be 
represented in a matrix form as: 
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The matrix induced current is then obtained as:  

 (10.25) 

Or, similarly, we can have: 

 (10.26) 

This is called an equivalent weight vector [22]. 
The far-field radiation pattern is the superposition of all monopoles’ radiation 

patterns. Therefore, the far-field current signal in the azimuth direction with its 
amplitude, and the phase is represented as: 

 (10.27) 

The steering vector, , is defined based on the array geometry: 

                                     (10.28) 

According to the reciprocity theory for radiation patterns, if the antenna is work-
ing in the receiving mode, the voltage signals, u(t), at the RF port are: 

                                          (10.29) 

where  represents the far-field incident current waves with the amplitude and 

phase in the azimuthal direction ( ), W is dependent on the reactance at each pa-
rasitic monopole.  

The desired beam patterns can be formed by tuning the reactances 
. This is achieved by changing the control voltages of the diodes, 

which are connected to the parasitic elements. This relation is the same form as 
the beamforming equation in the array processing literature [23].  Signals received 
at the antenna receiver are the sum of the weighted samples at individual antenna 
sensor elements. This technique is also known as steerable parasitic array radiator 
(ESPAR) antennas.   

The ESPAR technique is used on the transmitter side for implementing 
MIMO/MISO transmitters for BPSK and QPSK (quadrature phase-shift keying) 
modulation [25].  Moreover, it has been implemented to realize a single RF front-
end MIMO system for MPSK (multiple phase-shift keying) modulation [26].  
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