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Preface 

This AISC volume contains the papers presented at the First International Conference 
on Information Systems Design and Intelligent Applications (INDIA-2012) with a 
theme ‘Role of India Inc in Global Scenario’ held during 5–7 January 2012 organized 
by Computer Society of India, Vishakhapatnam Chapter in association with  
Vishakhapatnam Steel plant, a Navaratna Company. 

INDIA-2012 is the beginning of the prestigious international conference series that 
is targeted to bring researchers from academia and industry to report, deliberate and 
review the latest progresses in the cutting-edge research pertaining to intelligent 
computing, data engineering, networking among few others. 

We received research submissions in the various advanced technology areas and 
after a rigorous peer-review process with the help of our program committee members 
and external reviewers finally we accepted papers with an acceptance ratio of 0.48.  

The conference featured many distinguished keynote address by eminent speakers 
like Dr. Ajith Abraham,Technical University of Ostrava, Czech Republic, Dr. T.R. 
Gopalakrishnan Nair, RIIC, Bangalore, Dr. Louise Perkins,University of Southern 
Mississippi, Dr. Sumanth Yenduri, University of Southern Mississippi, Dr. Sanghamitra 
Bandyopadhyay, ISI Kolkota. We also had galaxy of speakers from industries such as 
Mr. M. Moni, DDG, NIC, New Delhi, Sri U. Rama Mohan Rao, SP, CID, Cybercrimes, 
Hyderabad, Mr. Venkatesh Kallu, NouveauGEN Solutions, Canada. 

We take this opportunity to thank authors of all submitted papers for their hard 
work, adherence to the deadlines and patience with the review process. The quality of 
a referred volume depends mainly on the expertise and dedication of the reviewers. 
We are indebted to the program committee members and external reviewers who not 
only produced excellent reviews but also did these in short time frames. 

We would also like to thank CSI, Visakhapatnam Chapter having coming forward 
to organize this first ever conference in the series. Computer society of India (CSI) 
was established in 1965 with a view to increase information and technological 
awareness among Indian society, and to make forum to exchange and share the IT-
related issues. The headquarters of the CSI is situated in Mumbai with a full-fledged 
office setup and is coordinating the individual chapter activities. It has 70 chapters 
and more than 400 students' branches operating in different cities of India. The total 
strength of CSI is above 70000 members. CSI, Visakhapatnam chapter is having more 
than two decade long history. This chapter is one of most active in CSI-INDIA. All 
the top executives of the industry and academia are life members in this chapter. CSI-
Vizag developed and maintains its website www.csi-vizag.org which is regularly 
updated with a treasure of IT information and presentations. It has felicitated the 
doyens of industries and at the same time always encouraged the students in various 
forms. It has conducted many IT-awareness programmes at Regional, National and 
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International level Conferences/Seminars for members. Vishakhapatnam Chapter 
maintains eNews quarterly and also provides resource persons to Student Branches on 
Quarterly basis free of charge from Academia and Industries. To give a fillip to the 
Computer Science and IT students, CSI-Vizag has constituted a first of its kind CSI 
award since 2010 for the meritorious students ‘CSI Meritorious students awards’ and 
gave away the awards to the toppers of the Universities within the chapter 
(Srikakulam, Visakhapatnam, VZM, EGDist, WGDist these five districts covered this 
chapter). CSI-Vizag also started ‘Best Performance Awards’ to the Student Chapters 
to encourage their active performance since 2010. For all these activities this chapter 
was adjudged with BEST Chapter award for two times in the years 2005 & 2010. 

We are indebted to Visakhapatnam Steel plant (Always Back bone to CSI-Vizag in 
all activities) for their immense support to make this international conference possible 
in such a grand scale. Visakhapatnam Steel Plant (VSP), a Govt. of India Undertaking 
under the corporate entity of Rashtriya Ispat Nigam Ltd., is the first shore-based 
integrated steel plant in India.  The plant with a capacity of 3 mtpa was established in 
the early nineties and is a market leader in long steel products (wire rods, rebars, 
rounds, angles, channels, blooms and billets) catering to the construction, automobile, 
wire drawing, forging and other manufacturing segments. The Plant is almost doubling 
its capacity to a level of 6.3 mtpa of liquid steel at a cost of around 2500 million USD 
and the products from the new units are set to come on stream from end of 2011-12 
progressively. The plant has been operating consistently beyond its rated capacities in 
the range of 120% for more than a decade with a turnover of over 2400 million USD 
consecutively for the last four years.  The plant has an excellent layout, infrastructure, 
logistics and adequate land bank for expansion to 20 mtpa. The presence of a deep 
draft port in the vicinity offers unique advantage of unloading Cape vessels and 
conveyorized transfer to the Plant. RINL-VSP is the first integrated steel plant in India 
to be accredited with all three international standards, viz. ISO 9001, ISO 14001 and 
OHSAS 18001.  It is also the first Steel Plant to be certified with CMMI level-3 
certificate and BS EN 16001 standard. The plant though basically designed for 
production of mild steel grades, today produces nearly 80% of its saleable steel as 
value added steel, through in-house innovative process improvements. In a study 
conducted by CRU, London, RINL-VSP was adjudged as 5th lowest cost long steel 
producer in the world. 

Our special thanks to all past chairmen & his MC & NC members of CSI-Vizag & 
CSI-India, Sri Ravindra Ranjan, Sri P.C. Mohapatra, Sri P. Ramudu, Sri G.V.N. 
Reddy, Sri M.M.K. Murthy, Sri P. Moharikar, Sri G.N. Murthy, Sri G. Jogeswara 
Rao, Sri Y Sudhakar Rao, Sri T.V.S. Krishna Kumar, Sri K. Iyapilla, Sri P. 
BalaChandra Rao, Sri R. Bhaskar of Vizag Steel for their continuous support to CSI-
Vizag. We are also thankful to Sri L. Bhaskar, Sri Deepankar Das, Sri Anzar Alam, 
Sri DVS Kumar and staff members of CMD, D(O), D(F) & D(Proj) offices of Vizag 
Steel for their continuous support to CSI in all activities. Thanks to all CSI Student 
branch coordinators, Administration & Management of Engg. colleges under 
Visakhapatnam chapter for their continuous support to our chapter activities.  Sincere 
thanks to employees of Vizag steel, CSI-Vizag members those who are supported 
CSI-Vizag activities directly or indirectly.  

 



 Preface VII 

Our thanks are due to Sri V. Thapovardhan, Secretary and Correspondent of 
ANITS and Prof. V.S.R.K. Prasad, Principal ANITS for their encouragement and for 
making the services of Dr. Suresh Chandra Satapathy and his team available for 
enriching the academic activities of this conference.  

Our sincere thanks to local industries Management and sponsors to support us in 
all activities and made this conference a grand success. 

Our sincere thanks to all the chairs who have guided and supported us from the 
beginning of the inception of the idea of such conference. We extend our heart-felt 
thanks to Prof. Siba K. Udgata, University of Hyderabad, for his immense 
cooperation in preparing the entire proceeding related matters. Special thanks to local 
organizing committee members from Vizag steel & ANITS Engineering College. We 
would also like to thank the participants of this conference, who have considered the 
conference above all hardships. Finally, we would like to thank all the volunteers 
from Vizag steel, ANITS, MVGR, GITAMIT, Avanthi Group of Institutions, Raghu, 
LENDI, GIET, Chaitanya, Sri Vasavi, BVC, Pragathi, AITAM, GMRIT, DIET 
Engiuneering Colleges who spent tireless efforts in meeting the deadlines and 
arranging every detail to make sure that the conference can run smoothly. All the 
efforts are worth and would please us all, if the readers of this proceedings and 
participants of this conference found the papers and conference inspiring and 
enjoyable. Our sincere thanks to senior life members, life members, associate life 
members and student members of our Chapter for their cooperation and support for all 
activities.  

Our sincere thanks to all press print & electronic media for their excellent coverage 
of this conference.  
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Abstract. This paper deals about the implication of quantum game theory with 
the basis of Artificial Intelligence in real time scenario. Though game theory 
ideas are basically handled with AI techniques, the radiation of quantum 
computing gives effective and efficient solutions to the classical games and also 
in various fields like economics, finance etc., The paper focuses on the 
following issues: study of quantum strategies in game theory applications and 
analysis of an application of game theory to solve the real time problem of Task 
Allocation. The strategies, that we have developed, comprise of different 
meticulous frame work applied in the field of artificial intelligence. 

Keywords: Quantum game theory, Task Allocation, Optimization, Artificial 
Intelligence. 

1   Introduction 

Research in quantum computation is looking for the consequences of having 
information encoding, processing and communication exploit the laws of quantum 
physics, i.e. the laws which govern the ultimate knowledge that we have, today, of the 
foreign world of elementary particles, as described by quantum mechanics. The recent 
developments in game theory have shed new light on real time issues comprising 
various fields like operations management, human resources and even evolutionary 
biology. The above scenario provides opportunities to expand the scope of game 
theory for the quantum world. Quantum games present innovative ways to eliminate 
dilemmas, to cooperate, to revise equilibria and much more. In classical games 
discrete set or simple is used while coding the player’s strategies whereas in a 
quantum game they are coded as vectors in a Hilbert space H. Since quantum 
phenomena is mysterious like quantum world, the usage of quantum applications are 
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less. But with growing regularity a quantum approach offers more advantages than the 
classical sets [1], [2], [3], [4], [5]. Through this paper we want to encourage the reader 
that the study on quantum game theory cannot be ignored because existing hi-tech 
expansions propose that today or in coming days somebody would take full gain of 
quantum theory and may use quantum approach to solve many of the practical issues. 
The paper also presents the basics of quantum game theory with its application and 
explains the novel usage of quantum game theory for optimizing task allocation.  

The most generally developed technique to quantum computation makes use of all 
four postulates in a clear-cut style. The basic physical carrier of data is a quantum bit 
which is widely known as qubit, with a 2-dimensional state space -postulate i; the 
state of a n-qubit register exist in a 2n-dimensional Hilbert space, the tensor product 
of n 2-dimensional Hilbert spaces- postulate iv. Then by using quantum strategies in 
conventional organization of classical computation, quantum computations are 
derived. Quantum computations comprises of three steps in sequence: preparation of 
the opening state of a quantum register –postulate iii can be used for that, possibly 
with postulate ii; next, computation, by using deterministic unitary transformations of 
the register state -postulate ii; and finally, output of a result by probabilistic 
measurement of all or part of the register -postulate iii. 

2   Quantum Facts 

Except very few laboratory models and special commercial models, there is no 
existence of general purpose quantum computers. In the normal digital computers, 
basic unit and processing unit is bit, that represent two states 0 or 1. When very tiny 
substance is used to characterize a zero or one, quantum mechanics dictates the state 
and the item are called a qubit, i.e., quantum bits. Multiple qubits are called qubits. 
The qubit state can be in either pure state 0 or 1 or in a superposition where both be 
present simultaneously. The trade mark of quantum fact is counterintuitive 
superposition of both 0 and 1 which has the experimental verification through 
numerous ways and times. All pure states calculations are done at the end of 
superposition calculations. i.e., for N qubits of superposition calculation will involve 
2N pure states. There is no matching part for this parallel processing in classical 
computing.  

During the measurement of qubit, in a superposition system, pure state comes for 
observation. This interface of quantum system with environment is termed as 
decoherance, so that random pick up of one of the pure state occurs. Since qubits 
share their quantum states, they can be synchronized even though they are not 
physically close. This is named as entanglement. When two qubits are entangled and 
observed if one in 0 state and the other will be in 1 state and vice versa. Till an 
observation is done, these two qubits are in a superposition. Even both are far away, if 
one state is known, the other state is also known. Quantum phenomena of 
superposition, entanglement give way to all new techniques of computing and 
processing information. Several exciting algorithms have been discovered that take 
benefit of quantum facts.  
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3   Mathematical Notations 

The pure quantum state of a qubit is represented is as follows, |0〉 represents pure state 
0 and |1〉 represents 1. So an equivalent Qubit is represented by the notation ψ =α|0〉+ 
β|1〉 where α and β are complex numbers |α|2 + |β|2=1. Here |α|2 probability is 0 and 
|β|2 probability is 1. An n qubit register is represented by  

 

                        (1) 

 

This gets 2n complex numbers (Hilbert space) to totally explain its state. The 
composite system of 2 qubits, q1 and q2 written as |q1q2〉 is  

 

                       (2) 

 
The composite system of 2 qubits is nothing but tensor product of qubits. 

4   Quantization of Games 

Classical games generally cannot be quantized in a exclusive way because they are 
only asymptotical shade of a broad range of quantum models. There are two definite 
amendments of classical simulation games. 

• Prequantization: The game becomes a reversal operation on qubits when it is 
reclassified. This operation represents player’s strategies. This strategy is also 
called quantum coherence. 

• Quantization: Decrease the count of qubits and allow random unitary 2 

transformations so that the fundamental attributes of the classical game are 
preserved. Now secondary qubits can be launched so that all quantum 
subtleties can be possibly explored  

The game strategies can influence each other and form collective strategies in 
quantum games, which is one of the most attractive features. In Fig. 1 measure of  
 

 

Fig. 1. Determination of others’ strategies. The sign at the right ends of lines depicting qubits 
symbolizes measurement. 
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observable X΄ and X is depicted. Entangled quantum strategies will exist only when 
players in question are unaware of their strategies, since any type of measurement 
would destroy achievable entanglement of strategies. 

5   Recognition of Strategies 

The identification if the proper quantization strategy poses as a major problem in the 
implantation of quantum computation in games. The importance of the proper 
strategy identification is emphasized by the fact that any quantum computation can be 
adapted into a quantum game by employing the relevant terminologies that are 
pertinent to the game theory. The strategies adopted are dependent on the type of the 
games. Depending upon the information that is presented to the players, there are 
various classifications of games.  One of the most important types of game is the 
Complete Information Static Games. In this type of games, the players are not 
allowed to communicate or share information. Since the player cannot obtain any type 
of information that is pertaining to the other player, the player can only select the 
available strategies based on the player’s own information. Thus, the result that is 
expected out of this will most probably not be that best possible one. One major 
assumption that is elemental to the game is that the player selects the strategies that 
increase their own advantage rather than looking to improve the overall advantage of 
all the players.  

When choosing the proper strategies for the games, there is a lot of emphasis in the 
difference, between measuring qubids and qubids being measured which is analogous 
to the computer science terminology kernel and shells. Here the kernel is analogous to 
the part being measure and the shell is analogous to the measuring part. This 
distinction is based on the properties of the game rather than any properties of the 
system’s physical representation.    

6   Review of Game Theory 

The application of quantum strategies into games is complex, in the way that the 
strategies vary to cater the distinct characteristics of each of the games. But despite 
the complexities involved in the implementation of the quantum strategies, they prove 
to be rather efficient when compared to that of the classical strategies. Let us consider 
a number of examples to illustrate this in detail. 

In the bargaining game [6], which is a realistic model of bargaining with a fixed 
amount of resources, the players get the amount that they bid if the sum of the 
amounts of bidding is lesser than the total resource that is available for them, else they 
lose everything. A game which uses the complex quantum strategy has the profit in 
superposition and the market exchanges are polarized. We can also consider the case 
of the chinos game [7] in which the game has a number of players and during each 
turn, a player has to guess the total number of coins in a number of player’s hands. 
After a number of games, the player with the maximum number of right guesses is 
adjudged the winner. In this game, the full quantum strategy is a winning strategy 
whereas the partial quantum strategy is not as stable as the classical strategy.  
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Considering the card game [8],[9] in which the player picks a card from a box which 
has three cards. One card has dots on both sides, one has circles on both sides and the 
last has dot on one side and circle on the other. If the player picks the card having the 
same pattern on both sides then the player wins.  This unfair game becomes fair when 
the classical game is quantified. When we take the gun duel game [10], in which there 
is two or more gunfighter who shoot at each other and the winner is the person who is 
last standing in the end. The strategies that are laid out by the players are analogical to 
the quantum strategy because they are not dependent on the prior outcome since the 
measurement is not taken till the last. Single round of quantum game is similar to 
classical version but as the game proceeds the interference plays a bigger role. One 
more important game is the Monty Hall Problem [11],[12]. This is based on the TV 
contestant show in which the contestant has to choose a door from three which may 
have a car or a goat behind it. The host opens one of the doors that the contestant did 
not choose and offers the contestant opportunity to switch the doors. The contestant 
should switch the door because the probability that the door has the car increases to 
2/3 then. In the quantum game, the game becomes fair between the contestant and the 
host. If both of them play the game using quantum strategies, there is no equilibrium 
in pure strategies but there is in mixed strategies which become similar to a classical 
game. With entanglement, one quantum player has an advantage over the other classic 
player. The classical game is the same as the quantum one without entanglement. 
Thus, from the illustrations the advantages of employing quantum strategies is 
illustrated. 

7   Optimization of Task Allocation 

In this paper we have analyzed optimization of Task Allocation supported by the 
basic game theory of multi player multi choice game using quantization.  Task 
allocation is a significant one in day to day life. We start with 2 members and 2 task 
then we generalize it to N Tasks. The end results show that if the members work in 
the quantum world, they can always avoid the worst outcome while in the classical 
world the worst outcome will always occur with certain probability. The probability 
of the best result can be much upper than that in the classical world if a diverse value 
is set for the parameter in the opening state. 

We assume that N members are planning to finish a job. There are N tasks with 
same size which have to be finished to complete the job. Since each of the N members 
does not know other members choices, so each of them can only choose his task 
randomly. The payoff for a certain member depends on how many members choose 
the same task as he/she does. The more members choose the same task, the less 
payoff of this certain member obtains. If all of them choose the same task, the 
outcome is the worst because of the two things i.e., possible repetition of same task 
and in turn delay in completing the work.  

The probability of this task allocation is AQ
Worst. 

        AQ
Worst =N! /NN                       (3) 
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The superscript C stands for classical state. On the converse, if they all prefer 
different tasks, the outcome is the best because there will not be any repetition and 
delay. The probability of this allocation is AQ

Best. 

                                            AQ
Best =N! /NN                          (4) 

It is clear that in order to evade the worst outcome, the members will do their best 
to evade choosing the same task. Since they cannot get information from each other, 
the worst outcome will occur with certain probability AQ

Worst=N/NN. If we quantize 
this process, the members can positively avoid the worst outcome by applying 
quantum strategies that too without knowing what other members choose and the 
probability to get the best outcome can be much higher than that in classical method if 
a different value of the parameter in the opening state is set. 

 

Fig. 2. Task Allocation model 

The physical setup of task allocation is shown in the Fig. 2. We send each member 
a 2-state system in the zero state. The input state is | ψ〉  = |00〉. The gate R can be 
defined as  

  

(5)

Here U1 and U2 are the strategies that two members adopt respectively. The State 
after gate J is | ψi〉=1/√2 (|00〉-|11〉). If U1 = U2=H, here H is the Hadamard gate, the 
final state is | ψf〉=1/√2 (|01〉+|10〉). From | ψf〉, we can see that the two members are 
certainly allocated different task. Thus the probability of the best outcome is 1 and the 
worst situation is avoided, which is the result that members want. 

Now the general version of task allocation includes N members and N tasks. The 
following are initial assumptions: members are numbered from 0 to N-1 and the tasks 
from 0 to N-1. If member 0 chooses the road j0 , member 1 chooses the road j1,…, and 
member N-1 chooses the road jN-1, then the state is described by |j0 j1…jN-1〉. The 
allocation is started from the state |00…0〉. Then a transforming gate is used to obtain 
the initial state which is denoted by | ψi〉, 
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(6)

Where ωN = e2Πi/N. Here p is the parameter that determines the stages of the terms in 
the expression of the opening state. It is clear that | ψi〉 is symmetric with respect to 
the swap of the members. Now the members make their decisions on selecting the 
task. We assume that all of them take up the same strategy. The rationality partially 
arrives from the allocation symmetry. However the symmetry of the allocation does 
not promise that all the members prefer the same strategy. Even symmetric games can 
have asymmetric solutions.[13] While in practice, if a symmetric game has a solution 
comprise of different strategies, the players would be confused in choosing one from 
them. Therefore a symmetric solution will be more advantageous than an asymmetric 
one. Asymmetric solutions will be impossible in symmetric allocations.  

It is apparent that U(strategic operator) is an N-dimension unitary operator that 
executes on the state of an individual member. The precise expression of U is 

   U = (uij)N×N, uij = 1/√N (ωN)i-j                                     (7) 

Where i, j =0, 1, N-1, and ωN = e2Πi/N. U is unitary because 

     

(8)

As the members are denoted by U, so | ψi〉 is performed by U⊗N. The final state | ψf〉 is  

 

(9)

Therefore the coefficient of |j0 ・ ・ ・ jN−1〉 is visible 

 

(10)

Where m=j0 +…+ jN-1+p. 
In some cases members want to guarantee that the payoffs they can at least get is 

better than the one when they all select the same task, the parameter p can here be set 
as p=1. Thus | ψi〉 is 
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(11)

Therefore 

    

(12)

Where m=j0 +…+ jN-1+1. When j0 = j1=…= jN-1= j, the outcome is the worst  and 
coefficient of |j0 ・ ・ ・ jN−1〉 is  

     

(13)

From equation (13) proved that the worst situation will not occur. The payoffs the got 
by the members can be definitely better than that of worst outcome. 

If the members want to increase the probability of the incident of the best outcome, 
the parameter can be set as p=N (N-1)/2. Thus | ψi〉 is 

     

(14)

When j0 , j1,…, jN-1 are different from each other, there is only one member in one task 
and the situation is the best. The probability of this case is  

    AQ
Best= N! · |C01…N-1|

2 = N·N! /NN                                         (15) 

Here the Q represents quantum condition. Compared with the classical probability 
given in equation (4), we have 

      AQ
Best= N ·  AC

Best                                                                                                  (16) 

Thus the quantum probability is N times higher than the classical one. From the above 
explanation, it is clear that the outcome state of the game is closely related to the 
value of the parameter p in the opening state. By changing the value of parameter p, 
the needs of members can be fulfilled. If the members expect a higher probability of 
the best outcome, the value of parameter p can be set as [N (N-1)]/2. Also if they 
demand the eradication of the worst situation, the value of parameter p can be set as 1. 
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So we suggest that, apart from expected payoff, another payoff is unrepeatable 
allocation is also important and worth commenting. Assuming that all the members 
adopt the same strategy, then the game is symmetric with respect to the exchange of 
the members, the members can always avoid selecting the same way. While in the 
classical side of this allocation, the worst outcome will happen with certain 
probability. If the members care most about the probability for the best outcome to 
occur, in which all members prefer different tasks, the value of the parameter p can be 
reset to make the probability much higher than that in the classical game. 

8   Conclusion 

Although a great deal has been achieved in this promising field, there is lots of 
possibilities still left unexplored in which concepts are likely to be developed by 
specialists in quantum phenomena. Thus, formulating and studying applications of 
quantum games within the decision sciences is an important area for future research. 
The complexity of N-player and N-choice game, is utilized to solve the optimization 
of task allocation issue, that accompany the worst and the best outcome of the 
problem. Unlike the classical approach, in the quantum strategy, the solution is 
derived by setting different values of parameter. With this, members can always meet 
their requirements by removing the worst out-come or increasing the probability for 
the best outcome. And this can be accomplished even without knowing the task 
allocation of other members. Even though quantum game theory is in its insipient 
stage, there is no doubt that it will become a essential discipline for the up-coming 
technical society. 
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Minu Jacob, Sathya Lakshmi, and Roberts Masilamani 

HITS, Chennai 

Abstract. In the last few decades we have witnessed the emergence of grid 
computing as an innovative extension to distributed computing technology, for 
computing resource sharing among participants in a virtualized collection of 
organizations. Grid computing entails new challenges as the adaptation of 
heterogeneous resources unlike homogeneous resources cluster in distributed 
systems. It is important to maintain proportional fairness in the grid scheduling 
in order to achieve balanced scheduling. In this paper we propose the 
importance of genetic algorithm to design schedulers that minimizes the waiting 
time and maximizes the resource utilization and provides fairness in the grid 
environment. The resource types and their efficiency are considered in order to 
maximize their utilization. This paper proposes a solution to maximize the 
throughput while considering multiple job requests during the scheduling 
process. The idea of fault tolerance in the crash fault environment will also be 
implemented based on precautionary method and real time restoration. 

1   Introduction 

Schedulers are responsible for the management of jobs. Most of the recent literatures 
treat length of the task as constant [1] which makes the system simple but highly 
inappropriate in the dynamic environment. The application should have two 
characteristics (a) Minimize the turn around time (b) Maximizes the resource 
utilization. We are focused on computational grid and with our scheduler we will be 
able to use idle cycles effectively. The process of finding the idle cycles are done 
using optimization techniques and each iteration will give birth to a new set of idle 
cycles which can be used for the next iteration. Our system reduces the response time 
without increasing the computational cost because the existing idle cycles of 
resources are utilized effectively.  

2   Background 

Related works towards resource scheduling focus on scheduling of a set of 
independent tasks using various techniques including genetic algorithm [4], data 
mining [5]. A GA-based scheduler that performs efficiently by minimizing the 
makespan and flowtime is implemented in [11] which is applicable either in a 
hierarchical or a simultaneous optimization mode. In all these works the length of the 
workflow is already known. In our proposed system the length of the workflow is 
different.  



12 M. Jacob, S. Lakshmi, and R. Masilamani 

3   Problem Definition 

The scheduling algorithms which are used in homogeneous environment can not be 
compared with that with heterogeneous environment. The scheduling algorithm at this 
point is based on two factors includes a) The objective function and the b) The 
specifications and usage. The objective function here is the function the user wants to 
minimize or maximize. It can be the response time and throughput respectively. The 
specifications include job requirements, job models and Grid resource models. 
Authentication, Fault tolerance allocation, and resource reservation also should be 
closely analyzed and incorporated. Also the consideration of rescheduling and 
replanning can be considered and can analyze the application components towards 
single or multiple users as the choice while designing a scheduler. We are considering 
two types of scheduling problems here: an optimization problem and fault tolerance 
problem.Two methodologies can be identified for fault tolerance: 1) precautionary 
and 2) real-time restoration. The idea is to establish a k-connected topology such that 
every node can reach other nodes over at least k independent paths. Such arrangement 
will allow the network to seamlessly tolerate the failure of networks. Such 
arrangement will allow the network to seamlessly tolerate the failure of up to k-
1nodes. The provisioning of a high level of connectivity may require the deployment 
of a large number of resources and may thus be impractical due to their high costs.. 
When the lost node is a leaf node, no other nodes will be affected. Meanwhile, when 
the failed node serves as a cut-vertex node in the network, playing the role of a 
gateway between two sub networks, a serious damage to the network connectivity 
will be inflicted. Basically with the loss of a cut vertex, the network gets partitioned 
into disjoint sub networks. This is illustrated in the example of the interactor network 
in Fig.1. In that Example, the loss of a leaf actor such as A3 will not impact the 
connectivity of the network. The same applies to no leaf nodes like A12 and A14 
when alternate paths are available between the neighbors of the failed actor. 
Meanwhile, both A1 and A9 are cut vertices, and the failure of either of them will 
result in two or more disjoint blocks of actors. 

3.1   Approach Overview 

We present DNRA, a Distributed Node Recovery Algorithm, which opts to efficiently 
restore the connectivity of an interactor network to its pre-node-failure level.  

3.2   The Model 

We have developed a model based on Genetic Algorithm where a generation will not 
begin unless and until the current generation had been finished. The same can be 
explained with our model where we have a set of tasks, grouped in a workflow. A 
workflow will not begin next iteration unless the current one is already been finished. 
We develop a general model to verify the validity of our scheduler. A set of formulae 
can be developed in order to formulate this. The following parameters can be 
described for this purpose. 
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n: numbers of resources 
itr: numbers of iterations 
N: load for each iteration 
Ni: task for each resource 
μi: instructions per second  (MIPS) 
Ti: time of iteration 
OT: overall time of a workflow 

We have chosen the objective function as job completion time and is taken as the 
minimization of overall completion time. The overall time of workflow can be 
obtained by finding out the worst case scenario of job-resource allocation and can be 
formulated as follows 
 

                                                                            iter 
    OT=∑MAXi(Ni/μi+Tsi+Tri) 

                                                                                      i=1 
(1)

The time each iteration can be evaluated based on the following formulae and is 
obtained by considering the worst case scenario of a task and available resources. 

 

                                                            taks
 

Ti=∑MAXi(Ni/μi+Tsi+Tri)  )     
k=1 (2)

execution of the task we do not send it to the grid. Thus, (2) can be simplified by (3). 

 Ti = MAXi(Ni/μi) (3)

A proportional load is assigned to each following resource to minimize Ti.Thus we do 
not depend on the resource that offers a worse performance. 

         Ni=N×μi / ∑ μi 
                                                                                                                    i=1

(4)

Where Tsi is the time that takes sending a task to the resource that is going to 
execute it and Tri the time that takes receiving the result from a task. We consider the 
time of sending(Tsi) and receiving a task(Tri) negligible.Thus, out of this we are able 
to evaluate the idle cycles of all the resources and thus we can adapt the length of a 
task according to the total idle cycles. The outcome of this proposal is so simple and 
efficient. We obtain better load balancing by assigning higher loads to the resources 
having higher availability .The idea of reduction of the response time and thus the 
achievement of better throughput is also achieved. 

4   Experimental Results 

The result of the scheduler is verified based on the simulation techniques. Our 
scheduler is developed based on Gridsim toolkit [4].GridSim is a simulation toolkit 
for application scheduling in parallel and distributed computing.Table1 shows the 
resources  we have used in our experiment. The MIPS  for each  processing element is  
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the maximum MIPS for each resource. This value can change according to each CPU 
cycle. The delay in transmission is considered as negligible compared to time of 
execution of task. 

 

Fig. 1. nteractor Network 

Table 1. 500 iterations 50 resources 

No.of iteration=500 
Workflow length= 500000000 
No.of resources= 50 
Algorithm Time(sec.) 
FCFS 2637932,84 

RR 2740363,3 
Balanced 2016518,16 
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Table 2. Types of resources 

Res. R1 R2 R3 R4 R5 

SO WIN UNIX WIN WIN WIN 

ARQ IBM SOLARI
S 

IBM IBM IBM 

PE 1 1 1 1 1 

MAXMI
PS 

2000 2500 3000 3500 4000 

 
We compare our proposal with two traditional scheduling algorithms FCFS and 

Round Robin ((RR) scheduling .We divide our experiments in to two one based on 
optimization problem where we divide the workflow and consider each as 
independent tasks. Secondly we describe distributed node recovery algorithm to 
incorporate fault tolerance. 

4.1   Optimization Problem 

The GA repeatedly modifies a population of individual solutions. At each step, the 
GA randomly selects individuals from the current population to be parents and uses 
them to produce the children for the next generation. Over successive generations, the 
population evolves toward an optimal solution.  

4.1.1   The Experiment 
Table 2, 3, 4 shows and fig-2 shows comparison of three schedulers for 50 resources 
and for 100, 500, 1000 iterations.Fig-2 depicts that higher the number of resources, 
larger the difference of execution time. That means FCFS and RR regenerates very 
quickly as generations goes down. 

Table 3. 100 iterations 50 resources 

No.of iteration=100 
Workflow length= 500000000 
No.of resources= 50 
Algorithm Time(sec.) 

FCFS 526393,32 

RR 548514,52 

Balanced 402459,76 

 
 
 
 



16 M. Jacob, S. Lakshmi, and R. Masilamani 

Table 4. 1000 iterations 50 resourses 

No.of iteration=1000 
Workflow length= 500000000 
No.of resources= 50 
Algorithm Time(sec.) 

FCFS 5269542,88 

RR 5487507,1 

Balanced 4031486,28 

 

 

Fig. 2. Experiment with 50 resources and Workflow length= 500000000 

4.1.2   Summary of Results 
The experiments we have carried out is based on the number of iterations, fixed 
workflow and number of resources. The experiments are also carried out with various 
number of resources and found that our balanced scheduler works efficiently as 
generations goes down. Fig.3,4 and 5 shows 100 ,500,1000 iterations with 25,50,75 
and 100 resources. Our balanced scheduler gives shorter execution time for any 
combination of resources. 
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Fig. 3. Experiment with 100 iterations and Workflow length = 500000000 

 

Fig. 4. Experiment with 500 iterations and Workflow length= 500000000 
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Fig. 5. Experiment with 1000 iterations and Workflow length= 500000000 

4.2   Node Recovery 

The node recovery algorithm expects nodes A2,A7,A8 and A9 to initiate the recovery 
process since they are one hop neighbor nodes of A1.The idea of DNRA-1C  
algorithm is to make either one of these neighbor node to get replaced with the failed 
node which is A1 in our example. There are some issues in making this replacement 
a)The prevention of further partitioning b)Which neighbor to replace c) How to 
ensure the surety of the  reconnection of all the nodes by this replacement.DNRA-1C 
pursues cascaded node relocation in order to sustain connectivity. The selection of 
node is done based on the degree and proximity of neighbors. Our algorithm prefers 
the node which is having lowest number of neighbors in order to reduce the overhead. 
If there is a tie they all will independently come to a conclusion and will assume one 
as the responsible node for conducting recovery. Among A2, A7, A8, and A9, A9 has 
the highest node degree and will be thus excluded. Also, A7 has node degree of two, 
which is larger than that of A2 and A8. Since A2 and A8 have the same node degree 
and are equidistant to A1,node A8 is picked based on the node ID. Fig. 2b shows the 
network topology after the recovery. It is worth noting that if A2 is to be picked, A3 
may also need to move, as shown in Fig. 2c, and thus, the total travel distance of all 
involved nodes will be longer than the case when node A8 is selected. Therefore, 
DNRA-1C may not always yield the optimal results, which is typical for a greedy 
approach. Nonetheless, as we later discuss, DARA-1C employs a few optimization 
techniques that proves to be effective in limiting excessive cascaded motion. For 
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example, in Fig. 2c, if A4 is reachable from A3, we can allow A3 to lose connectivity 
to A2, and thus, we can further reduce the overhead. 

4.2.1   The Algorithm 
In this section we analyse the performance of DNRA-1C algorithm by introducing 
few theorems. 

 

Fig. 6. Worst case scenario 

 

Fig. 7. Pseudo code for the distributed node recovery algorithm 

5   Conclusion 

In this paper we have proposed a scheduling algorithm for grid environment that 
could be used to do grid scheduling in a fair way. The performance of this algorithm 
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is proven results in terms of execution time, effectiveness in load balancing and 
fairness. Utilization of idle cycle also makes it cost effective .We also propose a node 
recovery mechanism that does fault tolerance in an effective way. 
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Abstract. Clustering is the unsupervised classification of data items of patterns 
into groups, each of which should be as homogeneous as possible. The problem 
of clustering has been addressed in many contexts in many disciplines and this 
reflects its broad appeal and usefulness in exploratory data analysis. This paper 
presents a new clustering algorithm, called GHSBEEK which is a combination 
of the Global best Harmony search (GHS) with features of Artificial Bee 
Colony (ABC) and K-means algorithms. Global-best Harmony search (GHS) is 
a derivative-free optimization algorithm, which draws inspiration from the 
musical process of searching for a perfect state of harmony. It has a remarkable 
advantage of algorithm simplicity. However, it suffers from a slow search 
speed. The ABC algorithm is applied to improve the members of the Harmony 
Memory based on their fitness values and hence improves the convergence rate 
of the Harmony Search method. The GHSBEEK algorithm has been used for 
data clustering on several benchmark data sets. The clustering performance of 
the proposed algorithm is compared with the GHS, PSO, and K-means. The 
simulation results show that the proposed algorithm outperforms the other 
algorithms in terms of accuracy, robustness, and convergence speed. 

1   Introduction 

Cluster analysis is a tool for exploring the structure of data. It is a process in which 
the objects are grouped into clusters such that the objects from the same clusters are 
similar and objects from different clusters are dissimilar [1]. Clustering is a 
challenging job in unsupervised learning which is the process of partitioning a set of 
objects into an apriori unknown number of clusters while minimizing the within-
cluster variability and maximizing the between-cluster variability. Clustering has been 
used in many engineering and scientific disciplines such as Computer Vision, 
Information Retrieval, Biology and Market Research [1]. Several clustering algorithm 
categories have been discussed in the literature, including Hierarchical, Partitional, 
Density-based and Grid-based algorithms [1]. K-means is one of the popular 
clustering algorithms. But, K-means algorithm is sensitive to the initial states and 
always converges to the local optimum solution and hence more stochastic search 
algorithms are being emerged. In this paper, the GHSBEEK algorithm has been 
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proposed to overcome this problem as well as to solve the clustering problem. Global-
best Harmony search (GHS) is a variation of Harmony search (HS) which is a music-
based meta-heuristic optimization algorithm. It was inspired by the observation that 
the aim of music is to search for a perfect state of harmony. This harmony in music is 
analogous to find the optimality in an optimization process. It has been proved that 
GHS outperforms HS when applied to high-dimensional problems [8]. This work 
shows that the diversity maintenance features of ABC can accelerate the convergence 
speed of the GHS in the proposed method.  Further, the performance of Artificial Bee 
Colony and Harmony search have been analysed and a novel method for clustering in 
combination with the K-Means algorithm, called GHSBEEK has been proposed.  

In sections 2, 3 and 4, Global-best Harmony Search Algorithm, Artificial Bee 
Colony Algorithm and K-Means Algorithm have been articulated respectively. In 
section 5, the GHSBEEK algorithm has been proposed and its efficiency and 
clustering performance have been analysed using bench mark datasets from UCI 
repository and finally the paper was concluded in section 6. 

2   Global-Best Harmony Search 

Inspired by the Particle Swarm Optimization, the GHS algorithm was presented with 
modified pitch adjustment rule. Unlike the basic HS algorithm, the GHS algorithm 
generates a new harmony vector Xnew by making use of the best harmony vector in the 
Harmony Memory (HM) [8].  

Main steps of the algorithm are given below: 

1: Initialize the problem and algorithm parameters. 
2: Initialize the harmony memory. 
3: Improvise a new harmony making use of the best harmony vector 
4: Update the harmony memory. 
5: Repeat steps 3-4 until the stopping criterion is met 

3   Artificial Bee Colony Algorithm 

Artificial Bee Colony (ABC) algorithm [3] for real parameter optimization, is an 
optimization algorithm which simulates the foraging behaviour of bee colony. The 
ABC consists of three kinds of bees: employed bees, onlooker bees, and scout 
bees[3].  

In the algorithm, initially,  xi = (i = 1, . . . , SN) solutions are randomly produced in 
the range of parameters where SN is the number of food sources. In the second step of 
the algorithm, for each employed bee, whose total number equals to the half of the 
number of food sources, a new source is produced by (1): 

    Vij = xij + Øij (xij – xkj) (1)

where Øij is a uniformly distributed real random number within the range [-1,1] and  k 
is the index of the solution chosen randomly from the colony. After producing Vij, this 
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new solution is compared to xij solution and the employed bee exploits the better 
source. In the third step of the algorithm, an onlooker bee chooses a food source with 
the probability (2) and produces a new source in selected food source site by (1). For 
employed bees, the better source is decided by (2):  

     

(2)

where fiti is the fitness of the solution xi.   
After all onlookers are distributed to the sources, sources are checked whether they 

are to be abandoned. The employed bee associated with the exhausted source 
becomes a scout and makes a random search in problem domain by (3). 

    xij = xj
min + (xj

max – xj
min) * rand (3)

4   K-Means Algorithm 

The goal of data clustering is grouping data into a number of clusters and K-means 
algorithm is the most popular clustering algorithm. Let X = (x1,x2,……,xN) be a set of 
N data and let each data vector be a p-dimensional vector. Let C = {c1, c2, . . . , ck} be 
a set of K clusters and K denotes the number of cluster centroids which is provided by 
the user. In K-means algorithm, K cluster centroid vectors are initialized randomly 
and then each data vector to the class is assigned with the closest centroid vector [8]. 
In this study, Euclidian metric has been used as a distance metric. The expression is 
given in (4) 

    D(xi,cj) =  (4)

After all data are being grouped, the cluster centroid vectors are recalculated using (5) 

    Cj    =   ∑∀ ∈  (5)

where nj is the number of data vectors which belong to cluster j. After the above 
process, the data to the new cluster centroids are reassigned and the process is 
repeated until a criterion is satisfied. To measure the goodness of the partition, a 
measure must be defined. A popular performance function for measuring goodness of 
the partition is the total within-Cluster variance or the total mean-square quantization 
error (MSE), which is defined in (6). 

Perf(X,C) = ∑ | l = 1, … . . , K  (6)
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5   The Proposed Algorithm - GHSBEEK 

5.1   The Idea Behind 

In GHS, the update of the Harmony memory highly depends on the past search 
experiences. Unfortunately, this inherent shortcoming limits the search ability of the 
GHS method. The food source exploitation feature of the Artificial Bee Colony 
method is employed to improve the fitness of the solution candidates in the HM. 
While the ABC inspired GHS algorithm can be used as a global search strategy across 
the whole solution space, the K-Means algorithm has been used as a local strategy for 
improving solutions. The following Pseudo code illustrates the GHSBEEK  
  
 (i)  Initialize the Harmony Memory (HM) with initial centroids selected randomly 
      from the original data set 
     Execute K-Means and calculate fitness for each  solution vector 
  (ii) Improvise a new Harmony: Define centroids for this  solution 
      for I = 1 to D do (where D represents Dimension) 
        if (rand >HMCR) 
        begin 
           Randomly select a vector solution from HM 
            Use the food source exploitation feature of ABC mutate the vector by its 
                   neighbouring centroid values within limits 
           Execute K-Means and calculate fitness of the mutated solution 
           Compare the fitness values of mutated vector and the   randomly selected one    
           Newcentroid [I] =mutated vector if it has better fitness value else the randomly  
                   selected one 
            if (rand>PAR) 
              Generate a Newcentriod[I]  using the best harmony vector 
             endif 
             end 
            else 
              Newcentroid[I] = Randomly selected  vector solution from HM 
          endif 
         Next-for 
          Execute K-Means and Calculate fitness for new harmony 
  (iii)  Update the harmony memory 
  (iv)  Check the Stopping Criterion:  If the maximum number of 
          improvisations is satisfied, Iteration is terminated else  repeat steps (ii) and (iii) 
  (v)   Select the best Harmony in HM: find the best harmony  
          Execute K-Means and Calculate fitness for best   harmony. 
(vi) Return the best harmony in harmony memory 

5.2   Data Clustering and Experimental Setup 

The Proposed algorithm has been implemented using MATLAB 7.0 and three data 
sets were selected from the UCI machine learning repository [12]. 
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For GHS algorithm, parameters were set to the values recommended in [8]. Size of 
the harmony memory was 15, HMCR = 0.9, PAR = 0.3, BW = 0.01 and the maximum 
improvisation number was 10000 for all test problems. For the proposed algorithm, 
the same parameter setting has been maintained. The standard PSO has been used. In 
this algorithm, the inertia weight ω varies from 0.9 to 0.7 linearly with the iterations 
and the acceleration factors c1 and c2 have been kept as 2.0 [6]. 

The performance evaluation of the proposed GHSBEEK approach for clustering on 
three different data sets was done and its results were compared with the results of the 
K-means, PSO, and GHS clustering algorithms. 

Motorcycle data  (N = 133, d = 2, K = 4): the Motorcycle benchmark consists of a 
sequence of accelerometer readings through time following a simulated motorcycle 
crash during an experiment to determine the efficacy of crash helmets. 

Iris data  (N =150, d =4, K = 3): this data set is with 150 random samples of 
flowers from the iris species setosa, versicolor, and virginica. From each species there 
are 50 observations for sepal length, sepal width, petal length, and petal width in cm. 

Wine data  (N =178, d =13, K =3): There are 178 instances with 13 numeric 
attributes in wine data set. All attributes are continuous. There is no missing attribute 
value. 

For every data set, each algorithm has been applied 30 times individually with 
random initial solution. Table 1 summarizes the intracluster distances, as defined in 
(6), obtained from all algorithms for the data sets above. The average, best, and worst 
solution of fitness from 30 simulations, and standard deviation have been presented in 
Table 1. Fig. 1, 2 and 3 show the search progress of the average values found by four 
algorithms over 30 runs for three data sets.  

5.3   Experimental Results 

From the values in Table 1, it has been concluded that the results obtained by 
GHSBEEK are clearly better than the other algorithms for all data sets; GHS is a little 
better than PSO; the K-means is the worst for all data sets. 

For MotorCycle data set, the optimum of the fitness function for all algorithms, 
except K-means, is 2.060e+003. From the values of the standard deviation, it is 
observed that the GHSBEEK algorithm is performing better than the other methods. 
The standard deviation value of GHSBEEK, which is less than 1 represents that the 
algorithm is converged to the global optimum most of the times. 

For Iris data set, GHSBEEK and GHS provide the optimum values and small 
standard deviation when compared to those of obtained by other methods. The 
average values of the fitness function for GHSBEEK and GHS are 0.927e+002 and 
0.930e+002 respectively; the standard deviations for GHSBEEK and HS algorithms 
are less than 1 which indicates that GHSBEEK and GHS are converged to the global 
optimum most of the times.  

For Wine data set, the results of GHSBEEK algorithm have outperformed the other 
methods. It has converged to Global optimum most of the times compared to other 
methods. 
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Finally, from the graphs shown in Fig. 1, 2 and 3 for all data sets, it has been 
concluded that GHSBEEK outperforms the other three methods as it converges to the 
optimal value in a faster manner 

Table 1. Comparison of intracluster distances for the four clustering algorithms 

Data set        Criteria GHSBEEK    GHS PSO K-means 
Motor Cycle Average 2.078e + 003 2.854e + 003 2.976e + 003 3.412e + 004 

 Best 2.070e + 003 2.070e + 003 2.077e + 003 3.187e + 004 

 Worst 2.224e + 003 2.934e + 003 3.053e + 003 3.658e + 004 

 Std 1.176e + 001 1.198e + 001 1.549e + 001 2.623e + 001 

Iris Average 0.927e + 002 0.930e + 002 0.975e + 002 1.342e + 002 

 Best 0.904e + 002 0.904e + 002 0.921e + 002 1.067e + 002 

 Worst 0.935e + 002 0.947e + 002 1.053e + 002 1.725e + 002 

 Std 1.942e - 001 1.754e + 000 1.7629 + 000 1.736e + 001 

Wine  Average 1.652e + 003 1.673e + 003 1.342e + 004 1.642e + 004 

 Best 1.603e + 003 1.606e + 003 1.297e + 004 1.607e + 004 

 Worst 1.697e + 003 1.698e + 003 1.363e + 004 1.684e + 004 

 Std 1.917e - 002 1.146e + 000 1.128e + 001 1.926e + 001 

 

Fig. 1. Comparing the convergence of the proposed GHSBEEK based clustering with other 
approaches in terms of total Mean-Square quantization Error for Motorcycle data set 
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Fig. 2. Comparing the convergence of the proposed GHSBEEK based clustering with other 
approaches in terms of total Mean-Square quantization Error for Iris data set 

 

Fig. 3. Comparing the convergence of the proposed GHSBEEK based clustering with other 
approaches in terms of total Mean-Square quantization Error for Wine data set 

6   Conclusion and Future Work 

This paper presented a novel algorithm GHSBEEK for solving data clustering 
problem. The performance of GHS algorithm has been increased by employing the 
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convergence rate of the Global-best Harmony Search method. The exploitation 
process has been carried out in a controlled way so that the better harmony vectors 
enjoy the higher selection probability. These actions enabled the speedy update of 
harmony memory with better solutions and hence caused the search process to move 
rapidly towards the goal. This enhancement also avoids the problem of getting 
trapped into the local minima, as the chance of selecting the same harmony vector 
repeatedly has been minimized. This results in an optimization algorithm which can 
be used for solving multivariable, multimodal function optimization. This algorithm, 
in combination with the K-Means clustering algorithm showed significant 
improvements in the performance in terms of solution quality and convergence speed 
compared to other optimization algorithms in the data clustering process.  

There are many tasks for future work; The GHSBEEK can be applied to real data 
sets; a metric can be included so that the number of clusters can be found 
automatically; the other variants of HS such as SGHS and IHS can be used instead of 
GHS; K-Medoids  or Expectation Maximization algorithms  can be  used instead of 
K-Means and the results can be compared; finally, the concept of Feature Selection 
can be included. 
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Abstract. The paper presents a novel approach of clustering image datasets 
with artificial bee colony (ABC) technique. From our simulations it is found 
that ABC is able to optimize the quality measures of clusters of image datasets. 
To claim the superiority of ABC based clustering we have compared the 
outcomes of ABC with the classical K-means and popular Particle Swarm 
Optimization (PSO) algorithms for the same datasets. The comparisons results 
reveal the suitability of ABC for image clustering in all image datasets. 

Keywords: Image Clustering, K-means, PSO, Artificial bee Colony. 

1   Introduction 

Image clustering and categorization is a means for high-level description of image 
content [1]. Image clustering approaches can be broadly categorized to two classes: 
supervised and unsupervised. All these algorithms further can be classified into two 
groups: hierarchical and partitional [2][3]. In this paper only partitional algorithm is 
discussed in which the clustering is formed by minimizing some criteria i.e. squared 
error function. Hence it can be treated as an optimization problem. The objective here 
is to minimize the criteria function. K-means[4] is a well known approach for 
partitional clustering. However, the K-means algorithm is not always able to optimize 
the mean squared error criterion as it is dependent on initialization values. In this 
work we have explored the ABC [5] approach for optimizing the mean squared error 
values. Three benchmark image datasets are chosen for the clustering purpose. In this 
work we have implemented ABC for clustering. To compare the results obtained with 
ABC we have simulated K-means and PSO [6] for clustering same datasets. The 
results reveal that K-means algorithm is trapped in local minima in all the problems 
whereas PSO and ABC present better results. Compared to PSO, ABC is able to 
provide more accurate optimized results for all the investigated dataset.  

The rest of the paper is organized as follows: An overview of K-means, PSO and 
ABC image clustering are given in section 2. Section 3 describes the image data set 
and simulation results. Section 4 concludes the paper, and outlines further 
improvement. 
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2   K-Means, PSO, and ABC: Image Clustering Overview 

Following are the terminology used to describe the K-means, PSO and DE image 
clustering algorithms: 

 Nd  : number of dimension of image data vector 
 Np:   number of image pixels 
 Nc:    number of clusters( as provided by the user) 
 Zp: pixel p having Nd  dimension 
 mj : mean of cluster j  

To measure the quality of above three algorithms we have chosen a quality metric 

called as Quantization error ( )eQ  and is given by 

     (1)

    Where  (2)

and mod( ijc  ) is the number of data vectors belonging to the cluster j. 

We use pixels as the data objects for image clustering. The image is converted into 
its corresponding RGB values. The gray scale of these values are computed which 
represents the intensity of the brightness. 

2.1   K-Means Algorithm 

In K-means algorithm data vectors are grouped into predefined number of clusters. At 
the beginning the centroids of the predefined clusters are initialized randomly. The 
dimensions of the centroids are same as the dimension of data vectors. Each pixel is 
assigned to the cluster based on the closeness, which is determined by the Euclidian 
distance measure given in equation (2).  After all pixels are clustered, the mean of 
each cluster is recalculated. This process is repeated until no significant changes result 
for each cluster mean or for some fixed number of iterations.  

The  K-means algorithm is summarized as 

1. Randomly initialize the cN  cluster centroid vectors 

2. Repeat 
a) For each data vector, assign the vector to the class with the closest 

centroid vector, where the distance to the centroid is determined using 
equation (2)  
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b) Recalculate the cluster centroid vectors, using 

                 ∑
∈∀

=
jp Cz
p

j
j z
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m

1   

                   until a stopping criterion is satisfied 

2.2   PSO Algorithm 

Particle swarm optimization (PSO) is a population-based stochastic search process, 
modeled after the social behavior of a bird flock [6]. The algorithm maintains a 
population of particles, where each particle represents a potential solution to an 
optimization problem. In the context of PSO, a swarm refers to a number of potential 
solutions to the optimization problem, where each potential solution is referred to as a 
particle. The aim of the PSO is to find the particle position that results in the best 
evaluation of a given fitness (objective) function. 

 
Each particle represents a position in Nd dimensional space, and is: “flown” through 
this multi-dimensional search space, adjusting its position toward both 

• the particle's best position found thus far. and 
• the best position in the neighborhood of that particle. 

Each particle i maintains the following information: 

• ix  : The current position of the particle; 

• iv  : The current velocity. of the particle; 

• iy  : The personal best position of the particle.  

Using the above notation, a particle's position is adjusted according to  

     (3)

(4)

                            
( ) ( ) ( )1,0~, ,2,1 Utrtr jj  and k=1,….., dN  

Where w  is the inertia weight, 21,cc are the acceleration constants.  

The velocity is thus calculated based on three contributions:  (1) a fraction of the 
previous velocity, (2) the cognitive component which is a function of the distance of 
the particle from its personal best position, and (3) the social component which is a 
function of the distance of the particle from the hest particle found thus far (i.e. the 
best of the personal bests) The personal best position of particle i is calculated as 

  

(5)

Where f() is the function evaluation. 
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Two basic approaches to PSO exist based on the interpretation of the neighborhood 
of particles [7-8]. Equation (3) reflects the gbest version of PSO where, for each 
particle, the neighborhood is simply the entire swarm. The social component then 
causes particles to be drawn towards the best particle in the swarm. In the lbest PSO 
model, the swarm is divided into overlapping neighborhoods, and the best particle of 
each neighborhood is determined. For the lbest PSO model, the social component of 
equation (3) changes to. 

     (6)

where 
^

jy is the best particle in the neighborhood of the ith particle.  

The PSO is usually executed with repeated application of equations (3) and (4) 
until a specified number of iterations have been exceeded. Alternatively, the 
algorithm can he terminated when the velocity updates are close to zero over a 
number of iterations. 

In the context of clustering, a single particle represents the cN  cluster centroid 

vectors. That is, each particle ix is constructed as follows: 

     (7)

where mij refers to the j-th cluster centroid vector of the i-th particle in a cluster. 
Therefore, a swarm represents a number of candidate clusters for the current data 
vectors. The fitness of particles is easily measured as the quantization error given in 
equation (1). 
 

Using the standard gbest PSO, data vectors can be clustered as follows: 

1. Initialize each particle to contain cN , randomly selected cluster centroids. For 

example Iris data set has Four dimension and three clusters. Hence each particle 
should have 12 i.e 4*3 dimensions.  Here n is number of particles and m is the 
dimension of particles. 

 
                  X11       X12      X13   - - - - - - - X1i- - - - - - X1m 

 

                 X21       X22      X13   - - - - - - - X2i- - - - - - X2m 

 

                 X31       X32      X33   - - - - - - - X3i- - - - - - X3m 

                          |                |               |        - - - - - - -   |    - - - - - -   | 
                          |                |               |        - - - - - - -   |    - - - - - -   | 
 

               Xn1       Xn2      Xn3   - - - - - - - Xni- - - - - - Xnm 

 

2.  For t = 1 to tmax do 

(a) For each particle i do 

(b) For each data vector pz   
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 i) Calculate the Euclidean distance ( )jip mzd ,,    to all cluster centroids Cij 

          ii)Assign pz to cluster Cij such that 

           ),( ijp mzd = { }),(min ,...1 icpNc mZd
c=∀  

 
           iii) Calculate the fitness using   equation (1) 
(c) Update the global best and local best positions 
(d) Update the cluster centroids using equations (3) and (4) 
 

where t,,, is the maximum number of iterations. 

The population-based search of the PSO algorithm reduces the effect that initial 
conditions have, as opposed to the K-means algorithm; the search starts from multiple 
positions in parallel. 

2.3   Artificial Bee Colony 

Artificial Bee Colony (ABC) is one of the most recently defined algorithms by Dervis 
Karaboga [5] in 2005, motivated by the intelligent behavior of honey bees. The 
minimal model of forage selection that leads to the emergence of collective 
intelligence of honey bee swarms consists of three essential components: food 
sources, employed foragers and unemployed foragers and the model defines two 
leading modes of the behavior: the recruitment to a nectar source and the 
abandonment of a source. 

i) Food Sources: The value of a food source depends on many factors such as its 
proximity to the nest, its richness or concentration of its energy, and the ease of 
extracting this energy. For the sake of simplicity, the “profitability” of a food source 
can be represented with a single quantity  
ii) Employed foragers: They are associated with a particular food source which they 
are currently exploiting or are “employed” at. They carry with them information 
about this particular source, its distance and direction from the nest, the profitability 
of the source and share this information with a certain probability. 
iii) Unemployed foragers: They are continually at look out for a food source to 
exploit. There are two types of unemployed foragers: scouts, searching the 
environment surrounding the nest for new food sources and onlookers waiting in the 
nest and establishing a food source through the information shared by employed 
foragers. The mean number of scouts averaged over conditions is about 5-10%. The 
exchange of information among bees is the most important occurrence in the 
formation of the collective knowledge. While examining the entire hive it is possible 
to distinguish between some parts that commonly exist in all hives. The most 
important part of the hive with respect to exchanging information is the dancing area. 
Communication among bees related to the quality of food sources takes place in the 
dancing area. This dance is called a waggle dance. Since information about all the 
current rich sources is available to an onlooker on the dance floor, probably she can 
watch numerous dances and decides to employ herself at the most profitable source. 
There is a greater probability of onlookers choosing more profitable sources since 
more information is circulated about the more profitable sources. Employed foragers 
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share their information with a probability proportional to the profitability of the food 
source, and the sharing of this information through waggle dancing is longer in 
duration. Hence, the recruitment is proportional to the profitability of the food source. 

 
The workings of honey bees are explained in this paragraph. Assume that there are 
two discovered food sources: A and B. At the very beginning, a potential forager will 
start as unemployed forager. That bee will have no knowledge about the food sources 
around the nest. There are two possible options for such a bee: (i) It can be a scout 
and starts searching around the nest spontaneously for a food due to some internal 
motivation or possible external clue, or (ii) it can be a recruit after watching the 
waggle dances and starts searching for a food source. After locating the food source, 
the bee utilizes its own capability to memorize the location and then immediately 
starts exploiting it. Hence, the bee will become an “employed forager”. The foraging 
bee takes a load of nectar from the source and returns to the hive and unloads the 
nectar to a food store. After unloading the food, the bee has the following three 
options: (i) It becomes an uncommitted follower after abandoning the food source, or 
(ii) It dances and then recruits nest mates before returning to the same food source, or 
(iii) It continues to forage at the food source without recruiting other bees. 

It is important to note that not all bees start foraging simultaneously. The 
experiments confirmed that new bees begin foraging at a rate proportional to the 
difference between the eventual total number of bees and the number of present 
foraging. The behavior of honeybee foraging for nectar In the case of honey bees, the 
basic properties on which self organization relies are (i) Positive feedback: As the 
nectar amount of food sources increases, the number of onlookers visiting them 
increases, too, (ii) Negative feedback: The exploration process of a food source 
abandoned by bees is stopped, (iii) Fluctuations: The scouts carry out a random search 
process for discovering new food sources, and (iv) Multiple interactions: Bees share 
their information about food source positions with their nest mates on the dance area. 

2.4   Suitability of ABC for Clustering 

Apart from being used in function optimization [9] ABC can also be used to cluster 
datasets. The procedure followed is similar to that used in function optimizations. The 
functions that need to be optimized are the intracluster distances, between the objects 
belonging to the same cluster and intercluster distances, between objects of different 
clusters. These intracluster distances measure the compactness of a cluster in ABC 
while the intercluster distances measure the degree of separation. 

The ABC based clustering techniques can also be single objective as well as multi 
objective. In this project we have taken single objective clustering technique and the 
optimization function is intracluster distance. However, ABC has too many 
parameters to adjust. One version needs to be fine tuned for other datasets, so that it 
can work well in a wide variety of applications. ABC is being used for approaches 
that can be used across a wide range of applications, as well as for specific 
applications focused on a specific requirement. There is a lot of scope for research 
under this algorithm, as it is a very recent technique developed in the year 2005. 
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3   Images and Simulation Results 

The three image clustering algorithms namely K-means, PSO, and ABC have been 
applied to three types of imagery data, namely MRI brain, Lena, and Mandrill. These 
data sets have been selected for testing and comparing above three algorithms. The 
three images chosen comprises of 250x250 8-bit gray scale pixels. The figure 1, 
figure 5, and figure 9 are the original images of MRI brain, Lena, and Mandrill 
respectively. A total no. of clusters of 8, 8, and 6 were randomly chosen   respectively 
for MRI brain, Lena, and Mandrill images. The performances of three chosen 
algorithms are computed by the quantization error given in equation (1) and the intra 
and inter cluster distances as in [10]. 

The clustered images of MRI brain, Lena, Mandrill using K-means are shown in 
figure 2, figure 6, and figure 10 respectively with the quantization error and inter 
cluster & intra cluster measures shown in the Table 1. For running the PSO we have 
chosen parameters swarm size as 10, maximum no. of iterations are 30, c1 & c2 are 
1.042 both equal [8].  The w  value is varied as per [8] in every iteration. 
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Table 1. 

Image 
No. of 
clusters(User 
chosen) 

Algorithm 
Quantization 
error (Qe) 

Intra-  
cluster 
distance 

Inter- 
cluster 
distance 

MRI Brain 8 

k-means 0.13819 0.18285 30.6242 

PSO 0.13327 0.12553 31.8400 

ABC 0.10012 0.10001 35.4646 

Lena 8 

k-means 0.07748 0.11933 14.4542 

PSO 0.074451 0.10290 16.2662 

ABC 0.05335 0.0723 19.1212 

Mandrill 6 

k-means 0.085077 0.13067 23.3382 

PSO 0.083897 0.13844 25.4293 

ABC 0.06985 0.100114 32.4243 
 

In our experiment  (initial weight), (final weight), are chosen to be 

0.9,0.4 and 10 respectively for best results. The clustered images for PSO MRI brain 
is shown in figure 3. It can be seen that K-means trapped in local optimum and could 
not classify the clusters correctly. PSO in other hand is not trapped in this local 
minimum. This can be verified from the quantization error measure given in the Table 
1. The quantization error is 0.10012 which is less than the value for K-means. The 
results shown in the table 1 clearly indicates the superiority of ABC over other two 
approaches such as K-means and PSO. In all datasets the quality measures like 
quantization error ( Qe), intre and inter cluster distances are found to be better for 
ABC over other two algorithms.  

4   Conclusion 

This paper presented a novel approach of clustering image dataset with ABC. The 
ABC clustering results are compared with well known K-means and PSO clustering 
for all investigated dataset. It was shown that PSO and ABC produced better result 
compared to K-means with respect to the quantization error, inter- and intra-cluster 
distances. The local optima problem of K-means was alleviated using PSO and ABC 
further improved the results. 
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Abstract. Genetic algorithms are adaptive heuristic search algorithms which 
have been successfully used in a number of applications and their performance 
are mainly influenced by selection operator. In this paper three variants of 
polygamous selection, a special case of elitism where the best individual of the 
population act as one parent for mating with other chromosomes in all 
crossover operations, are proposed, their performances are compared along with 
other selection approaches such as roulette wheel, rank, annealed etc. 
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1   Introduction 

Genetic algorithms are random search algorithms that were invented by John Holland 
in 1975 [1]. They follow the genetic process of biological evolution. They were 
defined as adaptive heuristic search algorithms based on the evolutionary ideas of 
natural selection and natural genetics by David Goldberg [2]. A typical genetic 
algorithm is composed of three main operators – Selection, Crossover and Mutation.  
A genetic algorithm is an iterative procedure which operates on population of 
constant size where each individual has a specific fitness value depending on the 
objective function. Individuals from current generation are selected according to their 
fitness value and produce offsprings using crossover to form the next generation of 
individuals. Mutation operator maintains diversity in population. Genetic algorithms 
are based on Darwin’s principle of “Survival of Fittest”, so better fit individuals are 
carried forward to next generation leaving behind the less fit ones [2]. The process of 
forming next generation of individuals by replacing or removing some offsprings or 
parent individuals is done by replacement operator. Genetic algorithms iterates till 
maximum number of generations is reached or until the optimal solution is achieved. 

 
Basic Genetic Algorithm: 
Procedure GA(tourlength, θ, n, r, m, ngen) 
//tourlength function evaluates individuals in population 
//θ is the fitness threshold to determine when to halt 
//In TSP, best fitness is minimum value of tourlength 
// n is the population size in each generation (say 100) 

2
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// r is crossover probability(0.7)& m is mutation rate (0.01) 
// ngen is total number of generations  
   P := generate n individuals at random     
// h represents the chromosome in the population P 
   i:=1 
   while (min(tourlength(hi)) < θ or i <= ngen do 
   {  //Reproduction step: 

//Select n/2 individuals of P as per any selection method 
       Call Select(P,n,r) and store in L 

Probabilistically select (1-r) n individuals from L  
and store in k1 and k2     //mating pool for crossover 

 foreach pair selected (k1,k2), produce two offspring  
 by applying PMX crossover operator and add to S 
 //mutation step 
      Choose m% of S and Mutate chromosomes by inversion 
 P := S   //next generation depending on replacement 
 i:=i+1 
   } 
   Find b such that tourlength(b) = min(tourlength(hi)) 
   return(b) 
end proc. 
 

In this paper, a different selection approach – polygamy is considered. Polygamy 
refers to special case of elitism where the best individual of the population is treated 
as one parent for mating with other chromosomes in all crossover operations. The 
paper proposes three different approaches of polygamy with an aim to choose the best 
chromosome so as to retain good characteristics in the new generation and compares 
the performance of genetic algorithm in different cases proposed. The paper is 
organized in the following sections. Research work related to polygamy and 
replacement strategies have been reviewed in section 2. Different notations used 
throughout the paper are given in section 3. Algorithms of different approaches for 
selection and polygamy are described in section 4. These approaches are implemented 
on Travelling Salesman Problem to test. Implementation procedure and computational 
results are provided in section 5 and concluding remarks are given in section 6. 

2   Related Work 

Polygamy is a mating system in which a single individual of one gender mates with 
several individuals of opposite gender. Polygamy has two forms – Polygyny and 
Polyandry. In Polygyny, one male individual mates with several females of the 
respective species as in elk, fur seals etc. In Polyandry, one female mates with more 
than one male during a breeding season like Honey bees [3]. An improved genetic 
algorithm based on polygymy was proposed by Gu Min and Yang Feng  wherein the 
population had one father , many mothers and some bachelors. Father and mothers 
mated with each other using crossover and bachelors participated only in mutation 
operation [4]. Al jaddan et al. applied different selection operators on eight test 
function and compared the performance of genetic algorithm in terms of various 



 Novel Approach to Polygamous Selection in Genetic Algorithms 41 

criteria like convergence, time, and reliability [5]. Generational and Steady state are 
two forms of replacement. In generational replacement, entire population of genomes 
is replaced at each generation. In this case, generations are non-overlapping. In steady 
state replacement, new individuals are inserted in the population as soon as they are 
created [6,7]. The (µ+1) approach was the first steady state replacement strategy 
introduced by Rechenberg in 1973 and had parent population greater than one (µ > 1) 
[8]. De Jong introduced the generation gap G as a parameter to genetic algorithm 
where a percentage of population is chosen via fitness proportionate selection to 
undergo crossover and mutation[9]. Schwefel proposed (µ+λ) and (µ,λ) models that 
correspond to overlapping and non-overlapping populations [10].  

3   Notations and Definitions 

Some of the symbols and notations used in the paper are listed below: 

Symbol Meaning Symbol Meaning 
ngen Total number of generations Fbest Best fitness value 

nogen Current number of generation Favg Average fitness value 
N Total population size   

RWS Roulette Wheel selection with 
generational replacement 

RS Rank selection with 
generational replacement 

AS Annealed selection with 
generational replacement 

Fi,j Fitness of jth individual 
in ith generation 

mpool Number of chromosomes in 
mating pool 

FXi,j Fitness of individual in 
Annealed selection 

4   Various Approaches for Selection, Polygamy and Replacement 

Selection operation is used to choose the best fit individuals from the population for 
crossover operation. Selection of individuals in the population is fitness dependent 
and is done using different algorithms [11]. Selection chooses more fit individuals in 
analogy to Darwin’s theory of evolution – survival of fittest [12]. There are many 
methods in selecting the best chromosomes such as roulette wheel selection, rank 
selection etc. Replacement operator chooses the offsprings that will stay in the 
population and the individuals that would be replaced to form the next generation. 
Polygamy is special case of selection and has biological evidences in natural 
evolution. In this case, the best fit individual in the current generation would act as 
one parent in all the crossover operations to create the next generation. The paper 
analyses the comparison of roulette wheel selection, rank selection and annealed 
selection [13] and effect of these selection operators in combination with polygamy, 
µ+λ polygamy and extended µ+λ polygamy. 

4.1   Roulette Wheel Selection 

Roulette wheel selection technique places all the individuals in the population on 
virtual roulette wheel according to their fitness value [2,9,11]. Roulette wheel 
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selection uses exploitation technique and individuals with higher fitness have more 
probability of selection. 

4.2   Rank Selection 

Rank Selection sorts the population first according to fitness value and ranks them. 
Then every individual is allocated selection probability with respect to its rank [14]. 
Individuals are selected as per their selection probability. It is exploratory in nature.  

4.3   Annealed Selection 

The annealed selection approach is to blend the exploratory and exploitive nature of 
rank selection and roulette wheel selection respectively. The perfect blend of the two 
approaches is achieved by computing fitness value of each individual as per the 
current generation number as under: 

    FXi,j  = Fi,j / ((ngen+1) – nogen) (4)

Selection pressure is changed with changing generation number [13]. 
Algorithm for annealed selection is: 

Annealed selection 
     Set l=1, j=1, i=nogen 
     While j<=N 
     { FXi,j = Fi,j / ((ngen+1)-nogen)   } 

  Set j=1, S=0 
  While j<=N 
  {  S=S+FXi,j  } 
  While l <= mpool 
  {    Generate random number r from interval (0,S) 
   Set j=1, S=0 
        While j<=N 
        {     cj=cj-1+FXi,j 
          If r<=cj, Select the individual j 
       } 
       l=l+1 
 } 

4.4   Polygamy 

Polygamy is special kind of selection which has biological evidences in nature as in  
the case of honey bee, lion, leech etc.  This approach is based on the biological fact 
that selecting the most fit parent would lead to fitter offsprings for the next generation 
[3]. Salient Features of Polygamous selection are: 
 

• The best fit individual of the population is selected as one parent and will 
participate in all crossover operations. 

• Second parent is selected using any of the three selections discussed earlier. 
• The best parent selected for polygamy participates in crossover in its respective 

generation only. 
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• Next generation of population is generated using generational replacement. 
 

Module selecting the best parent is as follows: 

Polygamy(P,n) 
    Select hi having min(tourlength) and store in k1  
    Call Select(P,n,r) and store in L           
End. 

Outline of Genetic algorithm implementing polygamy is given below: 

Procedure GA(tourlength, θ, n, r, m,ngen) 
      : 
      //Reproduction step: 
      Call Polygamy(P,n)  
      : 
end proc. 

4.5   µ+λ Polygamy  

µ+λ polygamy is combination of polygamy and competitive elitism. Salient features 
of µ+λ polygamy are: 

• The best individual from the pool of current and the previous generation is 
selected as one parent that will participate in all crossover operations.  

• The second parent is selected depending on earlier discussed selection methods. 
• The best parent selected can participate in crossover in successive generations. 
• Offsprings generated follow µ+λ replacement strategy to form the next generation.  

Genetic algorithm implementing µ+λ polygamy is given below: 

Procedure GA(tourlength, θ, n, r, m,ngen) 
: 

    //Reproduction step: 
    Call Polygamy(P,n) 

: 
pb:=min(tourlength(hi)) 

end proc. 

4.6   Extended µ+λ Polygamy 

Polygamous selection leads to premature convergence in certain cases. This may be 
due to loss of diversity by repeated selection of same best parent in each generation.  
Extended µ+λ polygamy suggests a novel idea of polygamy by limiting the best 
parent to participate in crossover in consecutive generations. Its salient features are: 

• The best individual from the pool of consecutive generations is selected as one 
parent that will participate in all crossover operations.  

• If the best parent selected is same as that of last crossover, then it is replaced by 
second best individual in the respective generation. 
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• Second parent for crossover is selected using any of the above selection methods. 
• Best parent selected cannot participate in crossover in consecutive generations. 
• Offsprings that form the next generation follow µ+λ replacement strategy.  

Genetic algorithm implementing extended µ+λ polygamy  is given below: 

Procedure GA(tourlength, θ, n, r, m,ngen) 
 :  
    Call Polygamy(P,n) 
    If pb=k1,replace k1 by next hi having min(tourlength) 
    : 

pb:=min(tourlength(hi)) 
end proc. 

5   Implementation and Observation 

In this paper, code for genetic algorithm is developed using MATLAB for benchmark 
TSP using Eil51 population as test problem. The code was run for 100 generations 
using same parameters in different cases of selection and performance was compared 
in terms of minimum tour length (Fbest) and average tour length (Favg). Table 1 lists the 
data for Fbest and Favg  for Eil 51 population in different approaches of selection. Fig. 1 
depicts the comparison of average tour length Favg and Fig. 2 depicts the comparison 
of minimum tour length Fbest in twelve different cases.  

Table 1. Comparison of Different Approaches for Eil 51 population 

Method Favg Fbest 

RWS 1720.973 1371.3383 

RS 1667.4847 1387.9336 

AS 1515.5429 1315.1413 

Polygamy +RWS 1230.7096 1214.776 

Polygamy +RS 1106.0641 1073.5741 

Polygamy +AS 1190.3857 1171.1816 

µ+λ Polygamy +RWS 1201.0688 1183.7948 

µ+λ Polygamy +RS 1128.3626 1094.5386 

µ+λ Polygamy +AS 1300.7513 1288.4802 

Extended µ+λ Polygamy +RWS 1198.0254 1138.488 

Extended µ+λ Polygamy +RS 1442.51 1284.19 

Extended µ+λ Polygamy +AS 1154.1404 1132.5966 
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Fig. 1. Average Tour Length vs. Generation 

  

Fig. 2. Minimum Tour Length vs. Generation 
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   Fig. 3. Comparison of Average tour length         Fig. 4. Comparison of Minimum tour length 

It was observed that among the three selection approaches considered, the annealed 
selection is more promising. The results improved drastically on introduction of 
polygamy. It is very much clear from the graphs Polygamy is better than simple 
selection. On further experimentation with µ+λ and Extended µ+λ polygamy, it was 
observed that the results improved and were even better than or at par with polygamy. 
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6   Conclusion 

The paper compared three different approaches for polygamy using different 
replacement strategies. It was found that polygamy resulted in better results and 
detailed analysis suggested that polygamy with generational update led to early 
convergence due to lack of diversity. Further, the two modified polygamy techniques 
were compared using µ+λ replacement and resulted in better performance than 
generational update. µ+λ replacement with polygamy has its biological evidence in 
case of lions. Extended µ+λ polygamy maintained diversity in population and gave 
better results. Seeing this result, it can be thought of to have varying dying periods for 
the best parent in polygamy. This may lead to introduction of diversity in population 
and would delay or avoid premature convergence. 
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Abstract. The recent advances and development of inexpensive computers and 
high speed networking technology have enabled the Video on Demand (VoD) 
application to connect to shared-computing servers, replacing the traditional 
computing environments where each application was having its own dedicated 
computing hardware. The VoD application enables the viewer to select, from a 
list of video files, their favourite video file and watch it at their will. As VoD is 
becoming more ubiquitous, users are expecting more features. The overall 
objective of a VoD service provider is to provide a better Quality of Service 
(QoS). There are many ways to achieve higher level of QoS. One such solution 
is to avoid client starvation period / time by using effective scheduling strategy. 
This paper proposes a gang scheduling framework for video request processing 
in Video-on-Demand Systems. The simulation results show that the number of 
requests being rejected is 8.5%. 

Keywords: Video-on-Demand (VoD) systems, Architectures and topology, 
Load balancing, Average rejection rate, Gang Scheduling. 

1   Introduction 

With the explosive growth of the Internet and increasing power of personal 
computers, interest has grown in a whole new class application called Video-on-
Demand (VoD), where clients can request media at any time for immediate viewing. 
When a user wants to watch a video, he or she simply makes a selection from a list of 
available titles and within a few seconds, the video is ready to start. This simple 
interface requires many complicated network mechanisms that remain invisible to the 
user. The request routing mechanism redirects each user’s request to the most 
appropriate server according to a variety of metrics such as distance, network load, or 
content availability. Depending on the technique used for content delivery, the server 
transmits the selected content to the user, either via a dedicated unicast stream or 
through a multicast connection, where many clients receive the same stream. The 
approach adopted for content allocation (where storage/streaming devices and video 
files are placed in the network) influences both the request routing and content 
delivery. The large size of video files makes it expensive and impractical to replicate 
the entire library at each site, and generally, only a fraction of the most popular titles 

2
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or file prefixes are stored at each replica. Distributing these files to the replicas 
consumes significant bandwidth. Therefore, the mechanism for content distribution, 
that is, the process of sending content from the origin server (library) to the replicas, 
must be designed carefully. Distribution is either triggered by a user’s request or 
executed periodically to update the cache. At a higher level in the network hierarchy, 
mechanisms must exist for content ingestion that govern how and when new content 
is added to the network. The rate of content ingestion can vary significantly 
depending on the nature of the content provided by the VoD system. A library 
consisting predominantly of movie and documentary content might be expected to 
grow slowly, with a few titles added every day, whereas a library with significant TV 
content can grow at a very rapid rate. It is very likely that the usage and content of a 
VoD network will evolve over time, so a design must be robust to enable changes in 
usage patterns and ingestion rates. 

However, the maximum number of concurrent streams that a VoD server can 
support is limited because of the constrained bandwidth. Moreover, when service 
demand surges at one time traffic exhibits a fairly higher value compared to average 
traffic. So, quality of service (QoS) assurance for video delivery is still a major 
concern. Scheduling video requests among servers is one of the most important issues 
that need to be addressed in QoS assurance. Scheduling involves the allocation of 
resources and times to tasks in such a way that certain performance requirements are 
met. Scheduling has been perhaps the most widely researched topic within real-time 
systems. This is due to the belief that the basic problem in real-time systems is to 
make sure that tasks meet their time constraints. 

In this paper, a simulation model consisting of two homogeneous clusters is 
considered. The workload consists of video requests batch for same video (gangs) and 
high priority requests which can overtake gangs. Performance comparison of the 
proposed algorithm with a modified version which implements migrations under 
various workloads is made. Furthermore, reservation and aging techniques are used in 
order to regulate the number of migrations. 

The rest of the paper is organized into various sections as follows: Different types 
of Video-on-Demand systems architectures are focused in section 2, related works in 
the area of Scheduling in Video-on-Demand system are presented in Section 3. 
Section 4 discusses the functional models and proposed gang scheduling method. 
Section 5 evaluates the Gang Scheduling technique in VoD system through extensive 
analysis and simulation. Section 6 concludes the work done.  

2   VoD Architectures and Topology 

For the real-time nature of streaming service, many system architectures have been 
proposed to provide scalability, QoS and fault-tolerance [4]. Current VoD 
architectures can be classified into four categories namely centralized, proxy-based, 
Content Distribution Network and hybrid. In a centralized architecture, the origin 
server is responsible for serving all the clients (Fig. 2a). Although this approach is 
simple to implement, it has serious weaknesses: a single point of failure and a high 
load on both the origin server and the surrounding network links and switches. These 
shortcomings have prompted the development of distributed architectures with proxy 
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servers installed at strategic locations in the network (closer to the clients). The proxy 
servers, located close to the user end, cache content to reduce the load on the origin, 
as shown in Fig. 2b. A request from a client is served by a proxy if it has a copy of the 
requested file; if it does not, the file is streamed from the origin. An extension of the 
proxy server approach is the use of content distribution networks (CDNs). In these 
networks, requests can be referred to other CDN servers (replicas or surrogates) that 
are generally located at the edge of the network core (Fig. 2c). 

Hefeeda et al. argue that proxy-based approaches shift the bottleneck from the 
origin to the proxy servers and are not cost-effective solutions for streaming media 
[3]. Optimization exercises using reasonable, although necessarily approximate, 
network cost models contradict this argument, indicating that there is potential for 
substantial savings by deploying proxy servers at local network exchanges, provided 
there is sufficient demand [4]. A major reason for these design results is the rapid 
reduction in the cost of memory in recent years that has led to a shift in the cost trade-
off between replica deployment and bandwidth consumption on network trunks. 
Hefeeda et al. propose a hybrid architecture based on the peer-to-peer (P2P) paradigm 
to distribute the files to the users (Fig. 2d), where the origin acts as a seed peer to help 
to route the requests and search for content [3]. Hybrid architectures are an extremely 
promising paradigm, because the storage and streaming resources scale 
(approximately) with the number of users. Thus, the architectures have the potential 
to adapt to growth in library size and usage. The details of such systems, including 
numerous operational issues and pricing considerations, remain to be resolved. 

3   Related Work 

Most of the existing systems follow first-come-first-serve (FCFS) scheduling 
technique where, as soon as the bandwidth for some server becomes available, the 
batch holding the oldest request with the longest waiting time is served immediately. 
An alternative is to use maximum-queue-length-first (MQL) [2] where in the batch 
with the largest number of pending requests (i.e., longest queue) is chosen to receive 
the service. FCFS offers fairness since the scheme treats each user equally regardless 
of the popularity of the requested video. This scheme, however, yields low system 
throughput because it may choose to serve a batch with fewer requests first while 
cause another batch with more requests to wait. To address this issue, MQL, which 
also maintains a separate waiting queue for each video, delivers the video with the 
longest queue (i.e., the largest number of pending requests) first. This policy 
maximizes server throughput, but is unfair to the users who request less popular 
videos.  

Maximum-factored-queued-length first (MFQL) [4] attempts to provide reasonable 
fairness as well as high server throughput. This scheme also maintains a waiting 
queue for each video. When a server channel becomes free, MFQL selects the video 
vi with the longest queue weighted by a factor 1/ fi to deliver, where fi denotes the 
access frequency or the popularity of the video vi. The factor fi prevents the server 
from favouring the popular videos at all times. However, it was observed that MFQL 
is not fair in most situations because it is sorely determined by the queue length of the 
video. It is well known that popular movies always have the longer queue length  
than the others, and the effect of the factor fi is much smaller than the queue length. 
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(a) Centralized Architecture (b) Proxy-based Architecture 
  

(c) CDN Approach (d) Peer-to-peer Overlay 
Architecture 

Fig. 2. Typical Video-on-Demand (VoD) System architectures 

4   Proposed Method 

VoD systems consisting of multiple server clusters have emerged as a solution to the 
increasing demand from millions of clients. The scheduling strategy that might be 
used in such a system is of great significance since the performance achieved is 
proportional to the algorithm’s effectiveness. In a VoD system the scheduling 
algorithm is responsible for allocating servers to incoming requests. In a VoD 
environment most of the requests are those having high popularity i.e. the probability 
of clients requesting same video is more likely. Gang scheduling is an effective 
approach of scheduling such requests. Gang scheduling relies on time-space sharing. 
The main concept of this technique is to group the requests for same video, thus 
formulating a gang, and serve them simultaneously from different servers.Another 
major issue is the workload composition. There is a great impact on system 
performance when high priority requests exist in the workload. It might be necessary 
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for a high priority request to interrupt the current execution in order to satisfy its 
immediate requirements. In this way, the processing of a gang is delayed so as to 
maintain a certain Quality-of-Service (QoS) level in favor of a high priority request. 

4.1   System Model 

A simulation model is used to evaluate the system’s performance. Simulation models 
enable us to study desired algorithms in detail. Workload traces would also be useful 
for the performance evaluation. However, such traces currently do not exist. 
Therefore, workload models are commonly used to evaluate an algorithm’s 
performance. The simulation model consists of two server clusters. Each cluster is a 
homogeneous system consisting of P processors, each serving its own video request 
queue (Figure 3). Here it is assumed that the servers in each cluster are interconnected 
via a high speed local area network. The clusters are connected to each other via a 
wide area network. The communication between the processors is contention-free. 
Thus, we consider that the communication latencies are included implicitly in the 
gangs’ execution time. However, overheads, which occur when migration schemes 
are applied, are considered. The service time of a video request is exponentially 
distributed with mean of 1/μ. The workload consists of batched video request (gangs) 
and high priority video requests. Gangs require a number of servers equal to its 
number of requests. The number of video requests are uniformly distributed in the 
range of [1..P], where P is the number of processor in the system. Thus, the mean 
number of tasks per gang is equal to (1+P)/2. The mean inter-arrival time of gangs is 
exponentially distributed with a mean of 1/λ1.  

Priorities can also be assigned to requests. Hence, high priority requests are also 
considered. These request need to start their execution immediately after their arrival. 
In order to achieve the immediate start-up of high priority request, an occupied server 
by a request previously arrived might have to be interrupted. If a currently streaming 
video request is interrupted, all the progress made is lost and streaming must be 
restarted. Furthermore, since a high priority request cannot be interrupted, that leaves 
us only with the choice of a request belonging to a gang. The mean inter-arrival time 
of high priority request is exponentially distributed with a mean of 1/λ2.  

4.2   Request Routing 

When a video request arrives, the request is dispatched to one of the available server 
clusters. This is accomplished by a global dispatcher. The global dispatcher that is 
used assigns request to the clusters in a uniformly distributed manner. The probability 
that the request is assigned to one of the clusters is equal i.e. 50% probability in a 
system consisting of two clusters. Here it is assumed that the global dispatcher does 
not have a priori knowledge about the clusters’ current load. In this way, any 
overhead which could result from the implementation of a cluster information 
feedback algorithm is avoided. Therefore, a probabilistic algorithm is considered 
suitable for this purpose. After a parallel request has been send to a cluster, the local 
dispatcher assigns its requests to the available queues. The incoming requests are  
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distributed to the queues based on the shortest job queue policy. When a high priority 
request arrives at a cluster, it is routed based on the shortest job queue policy. The 
shortest queue of the cluster is selected for the request to join it, provided that there is 
no other high priority request occupying the aforementioned server. 

 

 
 

Fig. 3. Hybrid Video-on-Demand (VoD) System Model 

4.3   Replication 

In a VoD environment most of the requests are those having high popularity i.e. the 
probability of clients requesting same video is more likely. Gang scheduling is an 
effective approach of scheduling such requests. Gang scheduling relies on time-space 
sharing. The main concept of this technique is to group the requests for same video, 
thus formulating a gang, and serve them simultaneously from different servers. An 
enhanced version of First-Come-First-Served (FCFS) algorithm is applied to each 
cluster separately. According to this method, a request is scheduled whenever servers 
assigned to its tasks are available. When a request which is waiting in front of the 
queues cannot start streaming, the enhanced FCFS policy schedules other requests 
which are behind the aforementioned request. If the processing of a gang, which was 
scheduled using the modified FCFS method, is interrupted by a high priority request, 
then the current streaming is stopped and is rescheduled for execution at the head of 
their associated queues. Furthermore, any progress made for the specific gang is lost 
and must be redone. 

Main Multimedia 

Global Server Group 

Global Coordinator  

Cluster  Cluster  
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4.4   Request Migration  

A common problem that occurs when using gang scheduling is that there might be 
few servers which remain idle even though there are requests in their queues. This is 
due to the fact that the execution of a gang does not start unless all requests to a same 
video can start their execution simultaneously. Thus, the main reason for the delay of 
gang execution is that one or more requests are waiting in queues which belong to 
busy or reserved servers. Implementing migrations is a way to avoid starvations. 
Migration involves the transferring of a request from one remote queue to the head of 
a local queue. However, migration should be exercised with caution because, 
migration causes an overhead. Migration can be local or global. A local migration is 
the process of transferring request from one server queue to another queue belonging 
to the same cluster. A global migration is the process of transferring of one request 
from one cluster to another. 

Scheduling algorithm might fail to schedule a gang due to the fact that there is no 
one-to-one mapping between its requests and servers. Whenever this kind of situation 
occurs, a need for local migration occurs. In local migration, gangs having one or 
more waiting request at the head of an available server’s queue are examined. From 
these gangs one that requires the least number of migrations is selected. Any parallel 
requests exceeding the number of available servers are excluded from this procedure. 
The migrated requests are transferred to the head of the queues. Consequently, the 
video streaming can start immediately once the migration is completed. If any 
available servers still remain, we examine which gangs have a request waiting on the 
head of their queue. Provided that there are enough available servers in the other 
cluster, we select the gangs which require the smallest number of migrations. During 
a migration period, the target server is reserved in order to prevent other tasks from 
seizing it. By reserving the target server we ensure that after the migration has 
finished, the gang will have an available server for all of its requests and streaming 
will start immediately. The only possible cause that might hinder the streaming is the 
arrival of a high priority request.  

When a high priority request arrives at a queue, the request that is occupying the 
corresponding server is interrupted in order to give its place to the high priority 
request. This means that the servers previously occupied by the gang are only allowed 
to serve high priority request. In this way, when there are no high priority requests 
occupying the necessary server, the reserved gang is brought back and served 
immediately without having to wait other gangs to finish their execution first. The 
reservations method saves the system from excessive network traffic due to 
migrations, does not let the requests to starve and keeps the response time of the 
migrated gangs low. Furthermore, the reservations technique allows the gangs which 
have migrated requests in a remote cluster to restart streaming video requested after 
being interrupted. We also make use of aging, in order to regulate the number of 
migrations which occur in the system. A queue is not available for other requests to 
migrate when there are requests in the queue which have already granted priority 
three times in the past. In this way, the starvation of the tasks belonging to this queue 
is prevented. 
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5   Results and Discussions 

5.1   Performance Metrics 

In order to evaluate the system’s performance we employ the following metrics.  

• Response time rj of a parallel request j is the time interval from the arrival of 
the request to the global dispatcher to the service completion of this request. 
Note that since the global dispatcher does not use a queue to route the 
requests, we consider that there is no waiting on the global dispatcher.  

• Slowdown sj of a gang j is the response time of this request by the service time. 
This metric is used to measure the delay of a request against its actual service 
time. If ej is the service time of the request j, then the slowdown is defined as 
follows: 

sj = rj / ej 

Let m be the number of the total processed parallel request. The following metrics 
used for performance are defined as follows: 

• The average response time RT: 
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Additionally, the response time and the slowdown of each request are weighted with 
its size. In this way, it is avoided that request with the same service time, but with 
different number of parallel request, have the same impact on the overall 
performance. Let p(x) represent the number of servers required by request x. The 
following weighted metrics are used: 

• The average weighted response time WRT: 

∑

∑

=

=

×
=

m

j
j

m

j
jj

xp

rxp

WRT

1

1

)(

)(
 

• The average slowdown SLD: 
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5.2   Cost Function 

We can express the total cost, CTOT, as the sum of the cost of infrastructure, CT , and 
the cost of transport, CS. 
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STTOT CCC +=  
 

The cost of infrastructure, CT, includes the software and start-up cost of a location (Ai) 
and the cost of VoD servers (Bi) for every replica site i and the origin server. We 
express CT as a function of the number of VoD servers installed at location i, ni, and 
the origin, no. 
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The cost of transport consists of two components: transport from the origin to replicas 
and clients, CSORi , and transport from replica i to client i, CSRCi . It includes the cost of 
node interfaces (CIF ) and of fiber (Cf ). The transport from replicas to the user-end 
(small distances) uses direct fiber whereas the transport from the origin to the replicas 
uses DWDM connections. 
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The notations used in the above equations are summarized in the following table 1. 

Table 1. Nomenclatures Used 

nORi : Num. of interfaces (fibers) toward the origin. 

nRCi : Num. of interfaces (fibers) toward the user-end. 

c : Fiber capacity. (Gbps) 

CIF : Node switch interface cost. ($) 

Cf : Cost of fiber. ($/km) 

CDWDM : Cost of DWDM equipment ($) 

wmax : Number of fibers supported by DWDM equipment. 

CLA : Cost of line amplifier. ($) 

damp : Max. distance between two amplifiers. (km) 
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5.3   Simulation 

The simulation of the above proposed gang scheduling technique was done using the 
concept of multithreading in Java. The simulation for carried out for 12000 seconds. 
Nearly 1650 requests were generated. The algorithm scheduled parallel requests to the 
servers of the cluster. Figure 5 illustrates the number of request being served from the 
systems. 96% of the total requests were served.  
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Fig. 5. Number of Requests Served 
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Fig. 6. System Response Time 

Figure 6 illustrates the fact that the time duration between request arrival and start-
up of response was very minimal .i.e. a good response time was exhibited.  Similarly, 
an acceptable amount of service time was utilized by the system (Figure 7). Figure 8 
illustrates the average slow down time which is ignorable in this case. 
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Fig. 7. System Service Time 
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Fig. 8. Average Slowdown Time  

6   Conclusions 

To maximize the performance of VoD system and to avoid longer starvation of the 
clients, it is crucial to ascertain the amount of resources to be awarded to a particular 
client. This paper proposed an efficient gang scheduling technique promises a 
desirable QoS. The impact of migrations on the performance of gang scheduling 
strategy in a two-clustered VoD system with the presence of high priority jobs in the 
workload was examined. Experiments were conducted using a simulation model 
under various workloads. The results indicate a performance boost due to 
implementing the suggested gang scheduling algorithm with migration technique. 
Even in the case of increased high priority jobs workload implementing migrations 
achieved better performance. 
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Abstract. This paper investigates the role of Social Communicability Index 
(SCI) in the relationship between trust and Mobile Phone Adoption. Using 
individual-level secondary data from various nations from a reputable data base 
and controls such as age, gender and education level, we ran regressions and 
PLS and found that SCI of individuals does moderate the role of trust in mobile 
phone adoption for most nations. We conclude with future research direction.  

Keywords: Mobile Adoption, SCI, Trust, Regression, Mediation, PLS. 

1   Introduction 

Trust is a belief that the sincerity or the good will of others can be generally relied 
upon and a function of degree of risk inherent in a situation [1] [2]. Past research 
mentioned that relations of trust can be viewed as resources for individuals [3]. Every 
commercial transaction has an element of trust [4]. Trust is, therefore, a fundamental 
concept and understanding of trust is essential in business situations.  

Trust has been studied by many at both individual level [5] [6] in context of the 
Technology Adoption Model (TAM) and at a group/national level [7] [8]. At a 
group/national level, for example, previous research [9] found that trust and civic 
norms are stronger in nations with higher and more equal incomes. At an individual 
level, appropriate feedback mechanisms in electronic markets can induce credibility 
trust between two transaction parties [10].  There are several factors (including 
societal ones) that are responsible for how much people trust one other [11]. The 
factors are - individual culture and religion, how much an individual lived in a 
community, recent personal history of misfortune, the perception of being a part of a 
discriminated group and, several characteristics of the composition of one’s 
community. The present study is at an individual level of many nations. The study 
involves a new social factor such as social communication index (SCI) of an 
individual in a given society that may play a role influencing trust and technology 
adoption relationship.  

1.1   Trust and Information and Communication Technology (ICT) Adoption 

Uncertainty and incomplete product information make trust critical in many situations 
[12]. Consumers may have to take a risk when they adopt a new product. Because 
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adoption involves high degree of risk and uncertainty, and the amount of information 
is limited, the preference for and use of information would be influenced by the 
individual’s trusting thresholds. Trust is a prerequisite for individual social behavior 
including decision making [13]. So ICT adoption of individuals is expected to be 
governed by trust as it involves decision making. Individuals in high trusting societies 
tend to be more open-minded in searching for information and in the choice of new 
innovations. Because an individual’s trusting threshold is the result of socialization 
into a society [14], trust and SCI could be of interest in ICT adoption. 

Adoption of a technology can thus be regarded as a trusting process, with trust that 
is related to the quality and value of the technology product being adopted. The 
current study uses [15] construct to explore the influence of trust on adoption 
behavior in various nations. 

The direct role of trust in technology adoption has been investigated in the past, 
both at an individual and national level [16] [17]. Thus research has generally found 
that individuals who have confidence in an ICT were more likely to adopt newer 
technologies. Interpersonal trust has a statistically significant influence on levels of 
Internet penetration [16]. They postulated that a 5% increase in trust ratings would 
result in a national growth rate in Internet subscribers of approximately 4% to 6.25%. 
Trust amongst stakeholders is critical to the success of outsourced information 
systems development projects [18]. In a virtual team, the propensity to trust had a 
robust impact [17]. Trust has proven to be an important variable influencing 
technology adoption. Recent research [19] found that communication’s effect on 
individual performance is through trust. However, the role of social communicability 
in the relation between trust and ICT adoption was rarely investigated in ICT 
literature. 

1.2   SCI 

The diffusion of innovation theory explains the adoption process of an innovation as a 
process of information exchange, which is facilitated by mass media and interpersonal 
channels within the social system. One can use the theory to analyze how newly 
introduced technologies are communicated, evaluated, adopted or rejected, and re-
evaluated by consumers [20]. The information flow through the communication 
channels (especially the word-of-mouth) is important in adopting an ICT. High 
uncertainty results in low trust [14]; which is associated with slowing down of the 
dissemination of information through channels of communication [21] [22].  For high 
uncertainty avoiding or low trust people, the use and flow of information among 
people is inhibited [23]. Since, the adoption of technology is highly dependent on 
relationship-based channels of communication through which information flows, a 
relationship between individuals with a high level of trust and ICT adoption intention 
should be influenced by communication flow. We investigate at an individual level, 
the role of SCI (additive, mediating or moderating) on the relationship between trust 
and ICT adoption for a set of nations. The central research question is as follows: 

R1. What role (moderating, mediating etc.) does SCI play on the relationship 
between trust and ICT adoption among people within various nations? 
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2   The Theoretical Model and Hypothesis Development 

2.1   The Additive Model 

The above discussion leads to the conclusion that both trust and SCI may play direct 
roles in ICT adoption such as mobile telephony. 

H1. SCI and Trust effects are both additive on mobile phone adoption (MA) 

2.2   The Moderating Model 

According to [24], “In general terms, a moderator is a qualitative (e.g., sex, race, class) 
or quantitative (e.g., level of reward) variable that affects the direction and/or strength of 
the relation between an independent or predictor variable and a dependent or criterion 
variable.” SCI can affect the relationship between trust and MA. The higher the trust 
and higher the SCI of an individual, the greater could be trusting and communicating 
ability of that individual in the society which could spread the good news about mobile 
phones to other people of the society which would result in higher MA.  

H2. SCI moderates the relation between Trust and MA adoption or Trust 
exerts an indirect effect on MA through SCI. 

2.3   The Mediating Model 

Moderator variable is one that influences the strength of a relationship between two 
other variables, and a mediator variable is one that explains the relationship between 
the two other variables [24].  It is well-known that information about a product 
spreads more effectively through word-of-mouth networks than through external 
media such as TV or newspapers. If SCI is absent, word-of-mouth networks could be 
severely weakened resulting in poor MA. 

H3.  SCI mediates the relation between Trust and MA adoption 

3 Data and Method 

3.1 Data 

We collected data from the European Social Survey (www.europeansocialsurvey.org 
or ESS in brief) conducted in 2007-2008. Data from 28 European nations were used 
with each nation containing more than 1000 data points (an overall total of more than 
50,000 data points). Our technology of choice is mobile telephone.  

The trust variable was defined by the generalized trust measured by the following 
three questions: trust in people, trust in human fairness and trust in human nature. 
These are- i) Most people can be trusted or you can't be too careful: 0=You cannot be 
too careful to 10=Most people can be trusted, ii) Most people try to take advantage of 
you, or try to be fair: 0= Most people try to take advantage to 10=Most people try to 
be fair, iii) Most of the time people helpful or mostly looking out for themselves: 
0=People mostly looking out for themselves to 10= People mostly try to be helpful. 
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The correlations between question (i) and (ii) (r=0.62, N=50,540), (i) and (iii) 
(r=0.54, N=50,776) and (ii) and (iii) (r=0.57, N=50,449) were strong for the overall 
set thus indicating that these three questions can measure different related aspects of 
generalized trust (henceforth trust).  

The SCI index was measured by the average of two variables defined in ESS based 
on the following questions: i) How often socially meet with friends, relatives or 
colleagues: 1=Less than a month to 5=Several Times a Week, ii) Take part in social 
activities compared to others of same age: 1=Much less than most to 5= Much more 
than most.  SCI had scores ranging from 1 to 5 with 10 possible values. 

MA data was also measured from the same database which was generated from the 
question item as: Personally (I) have (a) mobile telephone 1=yes, 2=no. Variables age, 
gender, and, educational level were also used from the same database as control 
variables.  

3.2   Method 

The additive model ran both trust and SCI as independent variables. For the additive 
model to hold, the requirements were to test for statistical significance of both 
independent variables. We multiplied trust with SCI and normalized the variable thus 
obtained for moderation effect. We then included this variable in a regression that 
contained both trust and SCI as independent variables. The moderation test examined 
the statistical significance of the product variables in the aforementioned regression 
model.   

To examine mediation effects, we followed [24]. They have discussed four steps in 
establishing a complete mediation. Let X be the initial variable (that affects another 
variable), Y is the outcome variable and M is the mediator variable. Their suggested 
steps are – (1) Show that the initial variable is correlated with the outcome, (2) Show 
that the initial variable is correlated with the mediator, (3) Show that the mediator 
affects the outcome variable.  Use Y as the criterion variable in a regression equation 
and X and M as predictors.  Thus, the initial variable must be controlled in 
establishing the effect of the mediator on the outcome, (4) To establish that M 
completely mediates the X-Y relationship, the effect of X on Y controlling for M 
should be zero. The effects in both Steps 3 and 4 are estimated in the same equation. 

Past study suggests that steps 1-3 (and not step 4) need to be satisfied only if there 
is no need to show complete mediation [25]. In the opinion of a majority of analysts, 
Step 1 is also not required [26]. Thus steps 2 and 3 have to be followed at a minimum 
to show the existence of some form of mediation (not the complete one).  In our case, 
M is SCI, Y is the mobile adoption (MA) and X is the trust variable. Logistic 
regression methods were followed to test steps 2 and 3.  Trust SCI regression was 
performed in OLS. 

4   Results and Discussion 

Table 1 shows the results of testing the models with control variables.  The role of 
trust mediation becomes prominent over other possibilities. Thus R1 and H3 are 
answered in the affirmative whereas support for H1 and H2 are lacking 
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Next we ran the overall European region model (consisting of most European 
nations, 28 in total) in PLS controlling for demographics (Demo, which consisted of 
age, education level and gender) and emerging/developed nations (Dev=1 for 
developed nations, 0 for emerging nations). The PLS model for mediating impact was 
generated using Warp PLS 2.0 software (http://www.scriptwarp.com/warppls).  The 
mediating model is based on the works of [27] [28].  We abbreviate as follows: latent 
variable mobile denotes MA; demo denotes latent variable formed from three 
demographic variables, age, gender and levels of education. The Rsq for MA was 
0.39. All model fit indices had satisfactory values. Average path coefficients (APC) 
=0.172, p=<0.001 and Average Rsq (ARS)=0.195, p=<0.001 (the p-values were both 
<.05 as required) and Average VIF (AVIF)=1.168, was < 5 as recommended in [29].  

Table 1. The Results from the Models (No. of Nations = 28) 

Models 

Significance 
of the Model with 

controls 

Range 
of  

Nagelkerke 
R2 

Hypoth
esis 

supported 

H1. Additive  
 

 
No 

 
Trust -> MA 2 out of 28   
SCI ->MA 18 out of 28   

No. of nations 
for which H1 

holds 

0 out of 28 

.096-.493 

 

H2. 
Moderation  

 
 

No 

Trust -> MA 0 out of 28   
SCI ->MA 5 out of 28   

Trust*SCI -> 
MA 

1 out of 28 
 

 

No. of nations 
for which H2 

holds 

      1 

.097-.493 

 

H3. Mediating    Yes 
i)Trust -> SCI 26 out of 28   
ii)SCI-> MA    18 out of 28 .091-.493  
iii) Trust+SCI 

-> MA 
(Trust is 

controlled) for) 

18 out of 28 (coeff. Of 
SCI) 

 

 

No. of Nations 
for which H1, 

H2 did not hold 
but H3 did 

    18 
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The measurement model construct validity (convergent and discriminant) 
[30][31][32] is next discussed: two of the Trust items loaded well with the exception 
of “trust in human nature” component, which loaded poorly. It was subsequently 
dropped. Similarly, age loaded well on Demo, but not the other two items, gender and 
educational level. However, these did not cross-load on other variables. The two 
components of SCI loaded well. The composite reliability (CR) of Trust was 0.78; 
however, the CR of Demo was not adequate (0.35).  The discriminant validity was 
good with the square root of the average variance extracted (AVE) to be much larger 
than any correlation among any pair of latent constructs.  

 

Fig. 1. The Mediating Model Results using PLS 

The structural model (shown in Figure 1) supported the mediating hypothesis. 
Except for Demo, all coefficients were significant (p<.01). The Sobel’s standard error 
for mediating effect was .025. The T value for mediating effect was 2.06, significant 
at p<.034.  Thus the overall European regional PLS model also showed that 
mediating effect of SCI was significant.  The PLS mediating model was subsequently 
tried on two other nations separately, Sweden and the UK. The results obtained were 
very similar (with mediating effects as T=2.68, p<.008 for Sweden and T=1.92, 
p<.06, for the UK data set (with Sobel’s standard errors)). The moderating PLS model 
for these two nations also was not relevant (consistent with the results shown above in 
Table 1). 

5   Conclusion 

In summary, we found that (1) SCI and Trust effects are not additive on Mobile phone 
adoption, (2) SCI does not moderate the relation between Trust, and, Mobile phone 
adoption, and, (3) SCI does mediate (in most cases) the relation between Trust and 
Mobile phone adoption. The study contributes in several areas. First, a study 
investigating the role of SCI as a mediating variable between trust and ICT adoption 
is absent.  Second a study involving multiple nations from a geographical region such 

Rsq=.38
β=.12**

β β=.06**

β=.09* β=.02
          β=.56**

Rsq=.01

Legend: *: p=.02, **: p<.01

Trust

Communication 
Intensity (SCI)

Mobile
Adoption (MA)

Demographics

Dev
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as the Europe is richer than a single-nation study. Third the results showed that SCI 
mediates the relationship between trust and ICT adoption in most nations in mobile 
adoptions. An interesting question is what happens with other types of technology 
adoption across nations and what role SCI plays in the relationship between Trust and 
ICT use. Future studies may look into that as well as testing the model for other world 
regions. The roles of moderating-mediation and mediating-moderation can also be 
investigated in future. 

This preliminary study has a few limitations. First, the study is cross-sectional in 
nature and in a given year, several nations could be in different stages of adoption.  
Thus the role of stage is an important one. However, this can only be investigated 
with a mixed-level model structure. Second, there are several other variables that can 
contribute to technology adoption and Trust and SCI are two representative examples. 
Third the model may be improved by reconsidering the Demo construct with income 
variable and SCI construct with more/less variables. For example, in a preliminary 
additional test, SCI with a single item yielded much better results. Convergent 
validity for the mediating model may be improved with these changes. Binary nature 
of the dependent variable renders mediation model in SEM as exploratory, although 
based on same principle as the ordinary dependent variable [28] and so results need to 
be interpreted carefully.  
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Abstract. The maintenance cost of a Data Center (In Small Organizations) is 
very high and difficult also. So an economically better choice is to use cloud 
computing and cloud storage instead of manage data centers by itself. But in 
Cloud Storage, Cloud user’s sensitive data is in the control of a third party. 
Here the customer can’t trust the Cloud Storage. But Cloud storage providers’ 
claims that they can protect the data, but no one believe them. So this paper 
presents a framework to ensure data security in cloud storage system. In this 
framework, we use Commutative property, Bitwise XOR for managing keys 
between cloud storage and customer. And UNICODE and Colors for encrypt 
and decrypt the data both in cloud storage and customer’s system. 

Keywords: UNICODE, Colors, commutative key, cloud storage, data center, 
bitwise XOR. 

1   Introduction 

As of now, many technologies have introduced to store the data in cloud storage. But 
in some industries, the data are being dynamically created. And the data sources are 
geographically distributed all over the world. But cloud storage has the potential of 
providing geographically distributed storage services since cloud can integrate servers 
and clusters that are distributed all over the world and offered by different service 
providers into one virtualized environment.  This can potentially resist disastrous 
failures and achieve low access latency and greatly reduced network traffic by 
bringing data close to where they are needed.  

Cloud computing can be defined as a type of parallel and distributed system 
consisting of a collection of interconnected and virtualized computers that are 
dynamically provisioned, and presented as one or more unified computing resources 
based on service-level agreements established through negotiation between the 
service provider and consumers [1]. 

2
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cloud storage 
Cloud storage is a new distribution model, however, with the potential for economies 
of scale. Aside from cost, its benefits are outsourced operation, simple, unlimited 
growth and ‘enterprise’ features for smaller users - like high availability, security, 
data protection, etc. 

There are nearly as many definitions of cloud storage as there are providers of 
cloud services. In simplest terms, cloud storage is data storage or services hosted 
remotely on servers and storage devices on the Internet or a similar private network, 
usually hosted by a third party. 

Cloud storage is a subset of cloud computing, in which the term cloud refers to the 
wide area network infrastructure, including switches and routers, for a packet-
switched network. When capitalized, cloud usually refers to the public data network, 
including the Internet. 

Cloud computing has probably been best defined by the National Institute of 
Standards and Technology (NIST) as: 

Cloud computing is a model for enabling convenient, on-demand network access to 
a shared pool of configurable computing resources (e.g., networks, servers, storage 
applications and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction. 

Data is deployed to cloud storage either through Web-based applications or 
through Web services application programming interfaces (APIs). Web-based 
applications are often used for manual access to data or management functions, while 
APIs are used for more automated or transparent approaches. Since standard APIs and 
communications protocols are used, the physical location of the data becomes 
irrelevant, since it can be made available virtually anywhere via the Internet or private 
network. This also means that cloud data can be easily replicated to multiple locations 
for fault tolerance, high availability and other purposes, often without involvement of 
the customer. 

2   Existing Systems 

In cloud storage, the data is stored in Remote system which is owned by third party 
vendor. Whenever the customer wants to get data, the data will be transferred from 
third party vendor to customer. In this scenario, how the owner of the data trust the 
third party vendor. Because the plain data is available in the server which is being 
maintained by third party vendor. So the owner of the data can’t trust the third party 
vendor. So there is a need of alternative solution. The following section explains that 
alternative solution. 

2.1   UNICODE 

ASCII which stands for American Standard Code for Information Interchange became 
the first widespread encoding scheme. However, it is limited to only 128 character 
definitions. Which is fine for the most common English characters, numbers and 
punctuation but is a bit limiting for the rest of the world? The people in the world 
naturally wanted to be able to encode their characters too.  
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So there is a need of a new character encoding scheme was needed and the 
UNICODE [2] standard was created. The objective of UNICODE [2] is to unify all 
the different encoding schemes so that the confusion between computers can be 
limited as much as possible. These days the UNICODE [2] standard defines values 
for over 105,000 characters and can be seen at the UNICODE [2] Consortium. It has 
several character encoding forms, UTF standing for UNICODE [2] Transformation 
Unit:  

• UTF-8: only uses one byte (8 bits) to encode English characters.  
• UTF-16: uses two bytes (16 bits) to encode the most commonly used characters. 
• UTF-32: uses four bytes (32 bits) to encode the characters. UTF-32 is 

capable of representing every UNICODE [2] character as one number. 

2.2   Colors Supported by Computer 

Careful measurements of our visual system’s best performance have been made by 
psychophysicists (people who study human responses, like seeing Color, to things in 
the world, like light). They have shown that we can see about 1000 levels of light-
dark, 100 levels of red-green, and 100 levels of yellow-blue for a single viewing 
condition in a laboratory. This means that the total number of Colors we can see is 
about 1000 x 100 x 100 = 10,000,000 (10 million). A computer displays about 16.8 
million Colors to create full Color pictures, really more than necessary for most 
situations.  

2.3   Cryptography with UNICODE and Colors 

This method is fully based on Private-key cryptography. In secret-key cryptography 
schemes, a single key is used to encrypt & decrypt data. A secret key may be held by 
one person or exchanged between the sender and the receiver of a message. If secret-
key cryptography is used to send secret messages between two parties, both the 
sender and receiver must have a copy of the secret key. The method is to send it via 
another secure channel or even via overnight express, but this may be risky in some 
cases. 

In this method, the sender will decide the range of Colors which will be assigned to 
1, 05,000 UNICODE [2] characters. The selection of Colors is in the following way: 
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In this proposed new policy, the sample binding between character / symbol/digit, 
UNICODE [2] and Color is in the following way: 

 

Fig. 1. Sample mapping of Char/symbol/digit, UNICODE and Color 

2.4   Use of Receiver-Key 

A computer displays about 16.8 million Colors to create full Color pictures, really 
more than necessary for most situations. Now we are considering 10 million Colors 
only. And the UNICODE [2] standard defines values for over 105,000 characters and 
can be seen at the UNICODE [2] Consortium. Now 10 million Colors and 105,000 
characters are available in a computer system.  

Now we can create a dynamic mapping table like Fig 1. If we select starting 
position is 825,001. Then 825,001st Color is assigned to the first UNICODE [2] 
character. The 825,002nd Color is assigned to the second UNICODE [2] character. 
And so on. Finally the 930,000th Color is assigned to 105,000 UNICODE [2] 
character. 

2.5   Encryption 

This is kind of cryptography is fully based on UNICODE [2] and Colors. First of all, 
it checks each and every character in the given file. Then it finds concerned 
UNICODE [2] of each character is. Then it gives the corresponding Color for each 
UNICODE [2] character according to the predefined mapping. 

According to the starting-point, the dynamic mapping table is created before 
encryption. Next, it takes the first character from text and finds the UNICODE [2]. 
According to the UNICODE [2], it will take concerned Color. Then it will take the 
2nd character and so on. Now all characters are translated into corresponding Colors. 
It means, all characters are encrypted into Color-charts. 

Now it takes the first character from shared receiver-key and finds the concerned 
Color. And overlap all Color-charts with this new Color. Then it takes the 2nd 
character, finding the concerned Color and overlaps recent Color-charts with Color 
and so on.  

After encryption, the data is transferred from owner of the data to Cloud Storage. 
So the Cloud Storage is having encrypted data, which is not decrypted by the owner 
of the Cloud Storage also. 

2.6   Decryption 

Now the receiver receives encrypted data and temporary-key. After receiving a 
temporary-key from sender, the receiver calculates the sender-key. According to the  
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sender-key, the receiver prepares a mapping between alphabet/special character/digit, 
UNICODE [2] and Color. By using this chart, the receiver easily identify the 
COLOR->UNICODE->character. 

3   Proposed System 

The following Steps explain how Proposed Systems works. 

Step 1: In this proposed method, there is a need to apply Commutative Property. 
According to Commutative Property, there is a need of one secret-key i.e Receiver-
key and one public key i.e Intermediate-key. Here the sender creates Session-keys 
dynamically. Here no need to send any key with the message to the receiver.  

Step 2: When the owner of the data wants to use Cloud Storage, then he/she simply 
encrypt the data by using the existing method (which is explained in existing systems) 
and shared secret-key i.e receiver-key. Now the Cloud Storage is having encrypted 
data only. 

Step 3:  When customer (Receiver) wants to get data from Cloud Storage, he/she has 
to send request. After receiving a request, a Session-key will be created and a 
Intermediate-key will be calculated based on session-key, shared secret-key i.e 
Receiver-key and bitwise XOR. And the encrypted data will be encrypted once again 
with Cloud’s session-key. 

Step 4: Now the data is transferred from Cloud Storage to Customer. Here no need to 
any key, because the Intermediate-key is public key. Now the Customer is having 
encrypted data, Intermediate-key and Receiver key. 

Step 5: Based on available keys (Intermediate- key & Receiver-key), the receiver can 
calculate the required key i.e Cloud’s Session-key. Here Intermediate-key is public-
key. 

Step 6: Now the receiver can decrypt the encrypted data by using Cloud’s Sender-key 
and Receiver’s receiver-key. 

So no need to send any key while transmission of data from Cloud’s Storage Centre 
and Receiver. Because the Receiver is having receiver-key and Intermediate-key is 
public key, so the receiver can calculate Cloud’s Session-key by using Intermediate-
key, receiver-key and bitwise XOR.  

After calculating Cloud’s Session-key, the receiver can decrypt the data by using 
Cloud’s session-key and Receiver’s receiver-key. So commutative property plays 
vital role in this proposed system.  

3.1   The Importance of Commutative Property 

According to Mathematics, the commutative property is a.b=b.a. According to 
Proposed system, a and b are sender-key, receiver-key respectively. By default, the 
data is encrypted with receiver-key (which is shared between End-user and owner of 
the data) i.e a. As and when required, the encrypted data is again encrypted with 
sender-key i.e. b.  
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In this way, sender is having sender-key and receiver is having receiver-key only. 
But the sender sends encrypted data & temporary key (t) to the receiver. Here t is 
bitwise XOR of a and b. So Temporary-key (t): a ^ b. 

Then the receiver receives encrypted data and temporary-key (t) only. Based on 
receiver-key and temporary-key (t), the receiver calculates sender-key (a) using 
bitwise XOR (^). 

While data transmission, the hacker can’t get neither original data nor original keys 
(sender-key & receiver-key). In this way, commutative key provides more security to 
the data which is stored in Cloud Storage/ Data Center. So third-party vendor also not 
able to get the data, which is stored in Cloud Storage. 

In the proposed method, we can take data from different languages in the world 
like English, French, German, Latin, Russian, Hindi, Telugu, Tamil, Kannada, 
Bengali, Malayalam, Urdu etc. And we can take sender key, receiver key from those 
languages also. So those keys would not be guessed by hackers.  

4   Explanations with an Example 

Suppose we want to encrypt the message “rajam” with shared secret key “abc”. Now 
the above message is translated into the following UNICODE [2] characters: 

rajam->U+0072 U+0061 U+006A U+0061 U+006D 

4.1   Encryption 

Then these UNICODE [2] characters are translated into the following Color-chart.  

 

Fig. 2. Basic Color Chart of given Message 

Here shared receiver-key is “abc”. Assigned Colors are as follows: 

      

In first iteration, the Basic Color Chart (BCC) is overlapped with the 
corresponding Color of the first character in shared receiver-key ‘a’. It is called First 
Color Chart (First CC). In 2nd iteration, the recent Color chart overlapped with the 
corresponding Color of ‘b’ and so on. After completion of overlapping, the Final 
Color Chart (FCC) is looking like the following:  
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Then a temporary key is calculated based on sender-key, receiver-key and bitwise 
XOR in the following way. Assume, 

Receiver-key: “abc”; Sender-key: “xyz” 
Temporary key will be calculated by using Receiver-key, Sender-key and bitwise 

XOR in the following way: 

01100001(a) 01100010(b) 01100011(c) 
01111000(x) 01111001(y) 01111010(z) 
…………………………………………………… 
00011001(↓) 00011011(←) 00011001(↓) 
…………………………………………………… 

Here the result is bitwise XOR of “abc” and “xyz”. Now the temporary-key is “↓←↓”. 
This temporary-key also converted into Colors [3]. Now encrypted data and 
temporary-key are ready. 

When receiver wants to get data, then the receiver will receive encrypted data and 
temporary-key (“↓←↓”). Now the receiver will calculate sender-key by using 
receiver-key, temporary-key and bitwise XOR. After performing bitwise XOR, the 
receiver will get sender-key.  

By using sender-key and receiver-key, the receiver simply decrypts the received 
encrypted data. Initially the receiver should decrypt using receiver-key then sender-
key in the following way: 

After receiving the Color-chart, the receiver prepares Mapping between alphabet / 
special character / digit, UNICODE [2] and Color. According to receiver-key it is 
very simple to find equaling UNICODE [2] then character.  

4.2   Decryption 

After receiving encrypted data and temporary-key, the receiver calculates the sender-
key by using receiver-key, temporary-key and bitwise XOR in the following way: 
Receiver-key (“abc”) & temporary-key (“↓←↓”): 

01100001(a) 01100010(b) 01100011(c) 
00011001(↓) 00011011(←) 00011001(↓) 
…………………………….………………………. 
01111000(x) 01111001(y) 01111010(z) 
…………………………….………………………. 

Here the result is bitwise XOR (^) of receiver-key and temporary-key i.e sender-key 
(“xyz”). By using the mapping table like Fig 1, we can decrypt the encrypted message 
like the following: 

In this the first cell   is converted into  by applying receiver-key. After 

applying sender-key, the cell  is converted into  , which indicates ‘b’. If we 
apply same procedure to remaining cells then we can get the actual message “rajam” 



74 M. Balajee, C. Narasimham, and Y. Ramesh Kumar 

5   Pictorial Representations 

Here the owner of the data is encrypt the data by using shared secret-key i.e receiver-
key. And it will be uploaded to Cloud Storage by using above said method i.e. 
UNICODE [2] AND colors [3] combination. And the owner of the data will calculate 
temporary-key based on sender-key, receiver-key and bitwise-XOR. Here sender-key 
and receiver-key are 2 components in Commutative property. The procedure is in the 
Fig3. 

After receiving encrypted data and temporary-key, the receiver calculates sender-
key using receiver-key, temporary-key and bitwise-XOR (^). Then receiver decrypt 
the data using both sender-key and receiver-key like the Fig4. 

 

Fig. 3. Data Encryption and storage of data in Cloud’s Virtual Data Center 

 

Fig. 4. Data Decryption using sender-key, receiver-key, bitwise XOR, UNICODE & Colors 
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Abstract. As Software becomes more complex and its scope dynamically 
increases, the importance of research on developing methods for estimating 
software development efforts has perpetually increased. Such accurate 
estimation has a prominent impact on the success of projects.The proposed 
work uses Functional Link neural network (FLANN) based estimation, which is 
essentially a machine learning approach, is one of the most popular techniques. 
In this paper the author has proposed a 2 step process for software effort 
prediction. In first phase known as training phase the FLANN selects the 
matching class (datasets) for the given input, which is improved by optimizing 
the parameters of each individual dataset by Genetic algorithm. In second step 
known as testing phase, the prediction process is done by Functional Link 
Artificial Neural Networks. The proposed method uses COCOMO-II as base 
model. The experimental results show that our method could significantly 
improve prediction accuracy of conventional Functional Link Artificial Neural 
Networks (FLANN) and has potential to become an effective method for 
software cost estimation. 

Keywords: Software cost estimation, Genetic algorithm, FLANN, COCOMO-II. 
1   Introduction 

Software cost estimation is critical for the success of software project management. It 
affects management activities including resource allocation, project bidding and 
project planning. The importance of accurate estimation has led to extensive research 
efforts to software cost estimation methods. From a comprehensive review, these 
methods could be classified into following six categories: parametric models 
including COCOMO, SLIM and SEER-SEM, expert judgment including Delphi 
technique and work break down structure based methods, learning oriented techniques 
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including machine learning methods and analogy based estimation; regression based 
methods including ordinary least square regression and robust regression; dynamics 
based model, composite methods. [3] 

In this paper, we are concerned with cost estimation models that are based on 
Functional Link artificial neural networks .The Functional Link artificial neural 
network (FLANN) architecture for predicting software development effort is a single-
layer feed forward neural network consisting of one input layer and an output layer. 
The FLANN generates output (effort) by expanding the initial inputs (cost drivers) 
and then processing to the final output layer. Each input neuron corresponds to a 
component of an input vector. The output layer consists of one output neuron that 
computes the software development effort as a linear weighted sum of the outputs of 
the input Layer [9]. The large and non-normal data sets always lead FLANN methods 
to low prediction accuracy and high computational complexity. To alleviate these 
drawbacks our proposed idea has been devoted to simultaneously optimize selected 
class of projects and their feature selection by genetic algorithm (GA).  

GA is used to optimize the selected class of projects and their feature weights. 
Functional Link Neural networks and cost estimation fundamentals are briefly 
reviewed in section 2. The proposed GA approach for optimizing the selected class of 
projects is described in section 3.In section 4, numerical examples from COCOMO 
dataset is used to illustrate the performance. A conclusion and overview of future 
work conclude this paper. 

2   Background 

2.1   The COCOMO 

The Constructive Cost Model, COCOMO, was introduced by Boehm [2].It has 
become one of the   most widely used software cost estimation models in the industry. 
To support new life cycles and capability, it has evolved into a more comprehensive 
estimation model, called COCOMO II [1]. COCOMO II consists of three sub models, 
each one offering increased fidelity. Listed in increased fidelity, these sub models are 
called Application Composition, Early design and Post Architecture models. Until 
recently, only the last and most detailed sub model, Post Architecture had been 
implemented in a calibrated software tool. As such, unless otherwise explicitly 
specified, all further references in this study to COCOMO II can be assumed to be the 
Post Architecture Model [5].    

2.2   Architecture of FLANN [9,10] 

The FLANN network can be used not only for functional approximation but also for 
decreasing the computational complexity. This method is mainly focused on 
functional approximation. In the aspect of learning, the FLANN network is much 
faster than other network. The primary reason for this is that the learning process in 
FLANN network has two stages and both stages can be made efficient by appropriate 
learning algorithms.  The use of on FLANN to estimate software development effort 
requires the determination of its architecture parameters according to the 
characteristics of COCOMO. 
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Fig. 1. FLANN Architecture 

A general structure of FLANN is shown in figure 1. FLANN is a single-layer 
nonlinear network. Let k be the number of input-output pattern pairs to be learned by 
the FLANN. Let the input pattern vector Xk be of dimension n, and the output yk be a 
scalar. The training patterns are denoted by {Xk, yk}. A set of N basis functions 
Ø(Xk)=[Ø(Xk) Ø(Xk) ••• Ø(Xk) ]

T are adopted to expand functionally the input signal 
Xk=[x1(k) x2(k) ••• xn(k) ]T. These N linearly independent functions map the n-
dimensional space into an N-dimensional space, that is Rn→RN, n < N. 

The linear combination of these function values can be presented in its matrix 
form, that is S = WØ. Here Sk = [S1(k) S2(k) ••• Sm(k)]T, W is the m×N dimensional 
weight matrix. The matrix Sk is input into a set of nonlinear function ρ(•) = tanh(•) to 
generate the equalized output Ŷ= [ŷ1 ŷ2 ··· ŷm]T, ŷj= ρ(Sj) , j =1, 2, •••, m.  

STAGE-1: The 22 cost factors of the validated dataset are taken as the input of the 
network. These factors are then expanded functionally by using the following 
formulas. 

Chebyshev polynomials are given by: 

T0(x) = 1,  T1(x) = x,  T2(x) = 2x2 --- 1, 
T3(x) = 4x3 --- 3x, T4(x) = 8x3 --- 8x2 + 1. 

The Chebyshev Polynomial FLANN(C-FLANN) is implemented and comparative 
study with conventional methods is shown in Table 1.Here after C-FLANN will be 
expressed as FLANN. 

STAGE-2:  Let each element of the input pattern before expansion be represented as 
z(i),1 < i < I where each element z(i) is functionally expanded as zn (i),1 < n < N , 
where N = number of expanded points for each input element. In this study, N = 5 and 
I = total number of features in the dataset has been taken. 

Expansion of each input pattern is done as follows: 

x0(z(i)) = 1,  x1(z(i)) = z(i), 
x2(z(i)) = 2z(i)2 – 1, x3(z(i)) = 4z(i)3 – 3z(i), x4(z(i)) = 8z(i)3 – 8z(i)2 + 1. 

where, z(i), 1 < i < d , d is the set of features in the dataset. 
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These nonlinear outputs are multiplied by a set of random initialized weights from 
the range [-0.5, 0.5] and then summed to produce the estimated output y(k).All the 
Y(k)'s are summed to get ( ). 
STAGE 3: TRAINING DATA 
This output is compared with the corresponding desired output and the resultant error 
for the given pattern is used to compute the change in weight in each signal path P, 
given by Δ ( ) = ( ) ( )  

where, xf j(k) is the functionally expanded input at kth iteration. 
If there are p patterns to be applied then average change in each weight is given by 

ΔW (k) = 1 Δ ( ) 

Then the equation, which is used for weight update, is given by 
 ( + 1) = ( ) + Δ ( ) 
 

where, Wj(k) is the jth weight at the kth iteration, μ is the convergence coefficient, its 
value lies between 0 to 1 and 1<j<J, J = M×d. M is defined as the number of 
functional expansion unit for one element. 
 ( ) = ( ) ( ) 
 

where, y(k) is the target output and ( ) is the estimated output for the respective 
pattern and is defined as: 
 ( ) = ∑ ( ). ( )  
 
where, xfj is the functionally expanded input at kth iteration and Wj(k) is the jth weight 
at the kth iteration and Wj(0) is initialized with some random value from the range [-
0.5, 0.5]. 

3   Framework 

Genetic algorithm (GA) is a stochastic global optimization technique initially 
introduced by Holland in 1970’s [4]. By mimicking biological selection and 
reproduction, GA can efficiently search through the solution space of complex 
problems and it is naturally parallel and provides opportunity to escape from local 
optimum. GA has become one of the most popular algorithms for optimization 
problems. In this section, we construct the OCFWFLANN system (stands for Optimal 
projects of predicted Class and Feature Weighting and Functional Link Artificial 
Neural Network based Estimation) which can perform simultaneous optimization of 
‘N’ projects of the predicted class and their feature weights. GA is selected as  
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optimization tool for OCFWFLANN system. The detailed description is presented in 
section 3.2. In order to introduce the fitness function in GA algorithm, performance 
metrics for estimation accuracy are firstly presented in the section 3.1. 

3.1   Performance Evaluation Metrics 

To measure the accuracies of the proposed methods, three performance metrics are 
considered: Mean Magnitude of Relative Error (MMRE), Median Magnitude of 
relative error (MdMRE), and PRED (0.25), because these measures are widely 
accepted in literature [4]. 

The MMRE is defined as: 

            =   ∑                                                        (1) 

                 =                                                        (2) 

Where n denotes the total number of projects, Ei denotes the actual cost of ith project, 
and   denotes the estimated cost of the ith project. Small MMRE value indicates the 
low level of estimation error. However this metric is unbalanced and penalizes 
overestimation more than underestimation. The MdMRE is the median of all the 
MREs. 

MdMRE = Median (MRE)                                             (3) 

It exhibits similar pattern to MMRE but it is more likely to select the true model 
especially in the underestimation case since it is less sensitive to extreme outlier [6]. 
The PRED (0.25) is the percentage of prediction that fall within 25 percent of actual 
cost   ( ) =                                                      (4) 

Where n denotes the total number of projects and k denotes the number of projects 
whose MRE is less than or equal to q. normally, q is set to be 0.25. The PRED (0.25) 
identifies cost estimations that are generally accurate, while MMRE is biased and not 
always reliable as a performance metric. However, MMRE has been de facto standard 
in the software cost estimation literature. Thus MMRE is selected for the fitness 
function in GA. More specifically, for each combination of ‘N’ project parameters 
and cost driver weights, MMRE is computed across the validation dataset.  Then GA 
searches through the project parameter space to minimize MMRE. 

3.2   GA for Optimization 

The procedure for OPFWFLANN system via Genetic Algorithm is presented in this 
section. The system consists of two stages: the first one is training stage and the 
second one is testing stage. In the training stage 93 NASA data points are presented to 
the system, the FLANN is configured with cost drivers to produce the cost prediction 
for the given input data point. The class label of the input data is determined basing 
on PM obtained. GA explores the class space to minimize the error (in terms of 
MMRE) of FLANN on the training projects by the following steps: 
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3.2.1   Encoding 
To apply GA for searching, the cost drivers are encoded as binary string chromosome. 
Each individual chromosome consists of number of binary digits. There are six 
features for each driver (very low- vl, low-l, nominal-n, high-h, very high-vh, extra 
high-xh). Here we encode cost driver weights with 3 bits (0-n, 1-vl,2-l,3-n,4-h,5-vh,6-
xh,7-n). 0 and 7 are assumed default values nominal (n). Since the cost driver weights 
are decimal values, before entering into FLANN model these binary codes are 
transformed into decimal numbers. 

3.2.1.1   Population Generation and Fitness Function. After encoding the individual 
chromosome, the system then generates a population of chromosomes. Each 
chromosome is evaluated by the fitness function in GA. Since the GA is designed to 
maximize the fitness value and the smaller MMRE value indicates more accurate 
prediction, we set the fitness function as the reciprocal of MMRE. = 1

 (5)

Given one training project as input, ANN predicts the PM for the project, basing on 
the person month; the class is identified for the project, which contains set of similar 
projects as input. To evaluate the prediction performance of the ANN model, the error 
metric MMRE, PRED (0.25), and MdMRE applied on the training project set in the 
class. Then, the reciprocal of MMRE is used as the fitness value for each cost driver 
combination (or chromosome). 

3.2.2   Rules for Selection, Extinction and Multiplication 
The standard roulette wheel is used to select chromosomes from the current 
population. The selected chromosome were consecutively paired with a probability of 
0.8 was used to produce new chromosome in each pair. The newly created 
chromosome constituted a new population. The population is evolved by GA 
algorithm using evolutionary rules described above. The individual with best fitness 
value is in the population in every cycle.  

3.2.3   Completion of Evaluation 
The population is evolved by the GA algorithm in the first stage until the number of 
generations is equal to or excess 2000 or the best fitness value did not change in the 
last 200 generations. The second stage is the testing stage. In this stage the system 
receives the optimized parameters from the training stage to configure the FLANN 
model. The optimal FLANN is then applied to the testing project to evaluate the 
performance of the trained FLANN. 

4   Experimentations and Results 

The COCOMO NASA 2 Dataset containing 93 data points have been taken for our 
experiment [6]. The data is in COCOMO-I format calibrated to COCOMO-II using 
Rosetta stone [1]. COCOMO measures efforts in the calendar months of 152 hours 
(and includes development and management hours). COCOMO assumes that the 
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effort grows more than linearly on software size. There are total of 17 effort 
multipliers in COCOMO II. These cost factors are expressed in 6 forms i.e vl ,l ,n, h, 
vh ,hx. For our experimental results we have included 5 scaling factors and assumed 
their values as “nominal”. Along with these there are two more attributes, namely, 
KSLOC (Kilo Source Lines of Code) and actual effort. There are 11 classes 
distributed across 93 data points . 

For the purpose of validation, we adopt three-fold cross validation [4] to evaluate 
accuracy of the methods. In this scheme the NASA dataset is randomly divided into 
three nearly equal sized subsets. At each time one of three subsets is used as the test 
sets which is exclusively used to evaluate the estimation performance, and other two 
subsets treated as Validation data set and training data set exclusively used to 
optimize the cost drivers. This process is repeated three times. Then the average 
training error and testing error across all three trials are computed. The advantage of 
this scheme is it matters less how the data is split since each data point is assigned 
into a test set, a training set and a validation set respectively once. In the experiment 
we apply three types of FLANN based models. The first model is conventional 
FLANN [9,10], the second model is OFWFLANN (GA optimizing feature 
weights(cost drivers) for Functional Link Neural Network based cost estimation) 
which does not optimize the projects data points in the corresponding class. The third 
model is OCFWFLANN which uses GA simultaneously optimize the class and the 
feature weights (cost drivers).For comparison, other popular estimation models 
including Step Wise Regression (SWR) [7], Classification and Regression Trees 
(CART) [8], are also included in the experiments.   

The experimental results are summarized in table 1. It shows that OCFWFLANN 
achieves the best level of prediction   performance (0.27 for MMRE, 0.19 for 
MdMRE, and 0.26 for PRED (0.25)). 

Table 1. Results and Comparison on NASA Dataset 

Methods            MMRE         MdMRE        PRED(0.25) 
Training      Testing Training      Testing Training      Testing 

OCFWFLANN 0.28              0.27 0.24             0.19 0.31              0.26 

OFWFLANN 0.38              0.33 0.39             0.28 0.30              0.38 

FLANN 0.43              0.37 0.37             0.33 0.46              0.39 

SWR 0.92              0.79 0.58             0.44 0.45              0.41 

CART 0.85              0.64 0.48             0.37 0.34              0.30 

5   Conclusion and Future Work 

On appraising the above novel technique the hybrid system of GA and FLANN 
provides better prediction accuracy compared to FLANN. GA is used as a tool for 
simultaneously optimizing the concerned class to which the input project belongs and 
cost drivers. The experimental results show that our method gives pacifying optimal 
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performance as compared to conventional FLANN and outperform the comparative 
techniques such as OFWFLANN, SWR and CART. Motivation is therefore exploring 
the scope of application of soft computing in the field of Software Cost Estimation. 

We have done our research in the direction of software cost estimation by hybrid 
system using GA as it has not been explored extensively till date. There are numerous 
cost estimation techniques that have been proposed in different real-world applications. 
We extend connotations to our work with Artificial Bee Colony (ABC), Differential 
Evolution (DE), Artificial Immune System (AIS), Bacterial foraging optimization 
algorithm, Neuro Fuzzy, Neuro Genetic, Simulated Annealing and fuzzy logic. 
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Abstract. The popularity of Internet is growing every day with an exponential 
growth in the information that is being published over it. Apart from static 
content, dynamic content on the Web is also growing at an increasing rate 
thanks to blogs, news forums and the likes. Users of such blogs and forums 
write about their personal life, professional life and events happening in real 
world such as a cricket match, elections, a product release or disasters. The 
number of blog entries published on an event is proportional to its popularity. 
Using this as the basis, we designed a system called EventDS (Event Detection 
and Searching) which detects major events by analyzing blogs using a novel 
clustering algorithm called PDDPHAC. We also propose a new representation 
for events: each event is represented as a Topic Tree where sub-topics are 
treated as children of their super-topics.  

1   Introduction 

With advances in technology today Internet is easily available to most of the people. 
Apart from all other activities that happen in Internet, a lot people express their 
feelings, views and share their knowledge over the Internet. They use blogs, social 
networking sites and discussion forums to express and discuss their opinions as these 
are available to everyone for free and provide unlimited space. Now people don't have 
to host their own websites to express something, they can use these mediums and 
hence the information that is being published on the Internet through these mediums 
is growing at a very fast rate. It has been reported that more than 112 million blogs 
exist today and more than 175,000 new blogs are created everyday and more than 1.6 
millions posts are created per day [23].  

2   Algorithm for System 

2.1   Clustering Algorithms 

In this paper, we have studied and used two well know clustering algorithms PDDP 
(Principal Direction Divisive Partition) and HAC (Hierarchical Agglomerative 
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Clustering). Both are hierarchical based clustering algorithms but PDDP is a top- 
down clustering algorithm while HAC is a bottom-up clustering algorithm. We 
discuss them in the following subsections in detail. 

2.1.1   Principal Direction Divisive Partition (PDDP)  
PDDP is hierarchical divisive partitioning clustering algorithm was introduced by 
Boley [5]. As mentioned earlier PDDP is top-down clustering algorithm so it first 
considers the entire document set as a single cluster and splits it into two clusters and 
recursively selects a cluster with maximum distortion and splits into further into two 
clusters until a terminating condition is reached. PDDP forms binary tree of clusters 
where root of the tree contains all documents and leaf nodes are the final output 
clusters.  

2.1.2   Hierarchical Agglomerative Clustering (HAC) 
HAC is a hierarchical bottom-up clustering [24] and it is the one of the most highly 
studied clustering algorithms as it is very intuitive. It first treats every document in the 
document set as a cluster and merges the two most similar clusters in each iteration. It 
uses document-document distance matrix to combine two most similar clusters and 
updates the distance matrix after each iteration. HAC updates the distance matrix in 
different ways depending on linkage. The most well known and used linkages are 
discussed below. 

3   Event Representation, Tracking and Updater 

Now event identification is trivial, we consider clusters which have the number of 
documents more than EventTh as event clusters. Although we have designed 
PDDPHAC in such a way that it produces better event detection results than PDDP 
and HAC algorithms the performance of PDDPHAC may depend on the performance 
of individual algorithms to some ex- tent. That is its results can sometimes get 
effected by the threshold used in HAC to combine clusters returned by PDDP. To 
obtain reliable results, we have used a tight threshold for HAC which results compact 
clusters so some events may not be detected. 

3.1   Event Representation 

The main goal for representing an event in a topic tree is to capture different topics 
being discussed part of the event. We have used the following idea to capture the 
topics in an event. First we treat an event document as an entire dataset and 
recomputed TF-IDF scores of terms in them, and then we apply PDDPHAC on this 
event document set and get the topic clusters. We then use the topic clusters to 
construct topic tree of the event.  

3.1.1   Topic Tree Structure 
Topic tree for an event is constructed using the following steps: a node's children are 
subtopics in it. In a topic tree, the root of tree contains information about all the 
documents of the event, and each child of the root represents a subtopic of it. All the 
subtopics of a node are not equally important and some of them can contain a larger 
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number of documents compared to other nodes, so we call them prominent topics. 
And these topics can further contain subtopics so we again apply PDDPHAC on the 
prominent topics and get subtopics. In this way we proceed until there are no 
prominent topics. 

 

Fig. 1. Topic Tree 

Figure 1 shows the sample topic tree, where T0 is the root of the tree so it contains 
all the information about the event. And T1, T2, T3 are subtopics of T0 so they are 
more specific than T0 and further T4 and T5 are subtopics of T1 and T6, T7 and T8 
are subtopics of T2. The leaf nodes: T4, T5, T6, T7 and T8 are the most specific topics in 
the topic tree. 

3.2   Event Tracking  

Event tracking implies identifying newly written blogs which are related to the 
already detected events. The event tracking can be done in following ways:  

3.3   Event Updater  

We now describe possible scenarios of updates and in all cases we make sure that the 
key property of topic tree mentioned earlier does not get violated.  
1. Updating a very similar topic: This scenario arises when we are updating a topic 
node with newly posted blogs related to the topic. And sometimes newly tracked blogs 
contain very similar information, in this case creating new topic node is not necessary, we 
just update existing topic node. The following Figure 2 explains this case.  

 

Fig. 2. Describes Updating a very similar topic 

where ST is a similar topic, NT is a new topic and UT is an updated topic. Keyword set is 
updated by recomposing overall principal direct vector and ranking keywords 
according to it. Link set is also updated by taking top l blog posts from both of the link 
sets of ST and NT.  
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2. Updating a leaf topic: This case occurs when we have tracked sufficientdocuments 
related to a leaf topic node of topic tree and a new topic created from these documents 
does not satisfy previous update condition. We create a new topic node using the tracked 
documents and update the corresponding related node in the following manner.  

where LT is a leaf topic, NT is a new topic and NPT is a new parent topic. In this case 
the reason for creating a new topic node is to ensure the key property of the topic tree. If we 
create NT as single child of LT then this property will be violated as discussed earlier. NT 
is not very similar to LT if that was the case then it should have come under first case. So 
in this case, we update the topic tree by creating a new parent node NPT of both LT and 
NT, and keyword and link sets of NPT are computed by combining keyword and link sets 
of both LT and  NT respectively.  

3. Updating a topic node other than leaf node: This case occurs when the both the 
above update conditions are not satisfied. In this case we have to update a node which 
have at least 2 children. This update is performed in the following way. 

 

Fig. 3. Describes Updating a leaf topic 

 

Fig. 4. Describes Updating a topic node which have children 
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4   Result and Analysis 

4.1   PDDP Analysis 

In this work, we discuss the experiments conducted on PDDP to test its performance 
on our dataset. The Table 2 presents the results produced by PDDP using CSV as the 
termination condition. 

Table 1. PDDP clustering results 

Parameters  Values  
Actual Events  5
Detected Events  1
Number of clusters 12
Purity of clusters 90.74%
Purity of event clusters 100% 
Execution time (in seconds) 0.0005
Clustered Documents 303 
Remaining Documents 2197

This experiment was to understand PDDP splitting, the Figure 5 shows, how the dataset 
was partitioned into two clusters after first iteration. PDDP puts documents with a 
projection value ≥ 0 is one cluster and rest of them in other cluster. According to this, in 
Figure 5, we can see that PDDP partitioned three events namely Haiti Earthquake, 
Sachin Double Century, Iceland Volcano properly, but the other two: Avatar Movie 
release and Indian Budget 2010 are improperly partitioned. As we discussed earlier, PDDP 
doesn't perform well on ill separated datasets and the figure shows the same.  

 
Fig. 5. Projection values of the documents in PDDP first iteration  
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Table 2, we present details about the same experiment but now we show the number 
of documents from each event class in each cluster. 

Table 2. Data Distribution after first PDDP split 

 

HAC Analysis 
In this section, we discuss the experiments that have been conducted to test HAC on 
our dataset. 

Table 3. Shows the results produced by HAC on our test dataset 

                           Value 
Parameters DT=0.5 DT=0.6 DT=0.7
Actual Events  5 5 5
Detected Events 0 2 1
Number of clusters 1746 1154 531
Purity of clusters 99.32% 85.48% 40.56% 
Purity of event 
Clusters 

--------- 62.05% 21.79%

Execution time(in sec.) 0.1751 0. 2420 0. 2454
Clustered Documents 0 917 1886

Remaining Documents 2500 1583 614

PDDPHAC Analysis 
In previous sections, we have shown the experiments conducted for testing PDDP and 
HAC clustering algorithms on our test dataset. As we can see PDDP had per- formed 
better than HAC on our dataset but its accuracy of event detection was poor.  

Table 4. PDDPHAC clustering results 
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From Table 4, we can easily say that the performance of PDDPHAC is much better 
than both PDDP and HAC. The event detection accuracy of PDDPHAC is more than 
the others and the time taken by PDDPHAC for clustering is comparable to PDDP 
and much less than HAC. 

4.2   Architecture of EventDS  

We have discussed the main parts of the EventDS: Back-end and Front-end, we now 
present the architecture of complete EventDS in Figure 6. The figure shows architecture 
of both Back-end and Front-end and how they are connected using a MySql database. 
The figure shows all the elements of EventDS and their integration. Observe the arrows 
between Back-end and Database, they are bidirectional i.e. Back- end reads data from and 
writes data to the database. But arrows between Front-end and Database are 
unidirectional i.e. Front-end just reads data from the database but never modifies data in 
the database. From the figure, we can observe that the tasks performed by the Back-end are 
more complex and major compared to the Front-end. The Front-end just provides an 
interface to access the functionalities provided in the Back-end. 

 

Fig. 6. Architecture of EventDS 
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5   Conclusion 

We have studied two very famous clustering algorithms called Principal direction 
divisive partitioning (PDDP) and Hierarchical agglomerative clustering (HAC) and 
tested their applicability in detecting events from blogs. The results are not very 
satisfactory so we designed a new clustering algorithm called PDDPHAC by 
combining these two clustering algorithms and proved that PDDPHAC outperformed 
both algorithms. Using the proposed clustering algorithm, we have designed a system 
called EventDS: events detection and searching and the results produced by EventDS 
were very satisfactory. We have also proposed a new representation for the events 
that is topic tree and discussed its advantages over using weighted keyword set 
representation. We have implemented event tracker for tracking the newly written 
blogs on already detected events and event updater for updating the events.  
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Abstract. A cultural approach to solve the problem defined by the economic 
load dispatch in power systems is presented in this paper. The practical prob-
lems of economic load dispatch have non-smooth cost functions with equality 
and inequality constraints that make the problem of finding the global optimum 
difficult using any mathematical approaches. Our approach is based on the con-
cept of a cultural algorithm and is applied to constrained optimization problems 
in which a map of the feasible region is used to guide the search more efficient-
ly. It combines cultural algorithm with evolutionary programming technique in 
such a way that a simple evolutionary programming (EP) is applied as a based 
level search, which can give a good direction to the optimal global region, and a 
domain knowledge (using the concept of cultural algorithm) is used as a fine 
tuning to determine the optimal solution at the final. The effectiveness and  
feasibility of the proposed method is tested on a practical thirteen generator  
system. Results obtained by the proposed method are compared with the other 
evolutionary methods. It is seen that the proposed method can produce compa-
rable results.     

1   Introduction 

Economic load dispatch is one of the important tasks in the operation of power sys-
tems.  The main objective is allocate the generation of the committed units in such a 
manner that overall operating cost is minimum satisfying a set of linear and non-linear 
constraints.  Previous efforts on solving ELD problems have employed various con-
ventional methods like lambda iteration, quadratically constrained programming, gra-
dient methods etc [18], [1], [10]. These early methods were unable to meet the exact 
requirement leaving some approximate values which are basically not optimal value 
& hence a huge revenue loss occurs for nonlinear characteristics in practical systems 
due to valve point loading, prohibited operating zones and ramp rate limits of genera-
tors. After evolution of artificial intelligence technique, several population-based  
optimization methods are used to play the important role to solve the problem of  
economic load dispatch.  

In the past decade, the global optimization techniques like genetic algorithms (GA) 
[4], particle swarm optimization (PSO) [8], evolutionary programming [9] etc which 
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are form of probabilistic heuristic algorithm, has been successfully used to solve eco-
nomic load dispatch problems.  

Reynolds adds a new technique Cultural Algorithm as a vehicle for modeling so-
cial evolution and learning the behavioral traits [13]. Cultural algorithm is basically a 
global optimization technique which consists of an evolutionary population space 
whose experiences are integrated into a Belief space which influences the search 
process to converge the problem in a direct way. Cultural algorithms have been suc-
cessfully applied to global optimization of constrained problems [14].  

In this paper, an alternative approach to cultural algorithm has been proposed to 
solve the ELD problems. We worked on cultural algorithm embedded in evolutionary 
programming to solve the economic dispatch problem involving valve point loading 
effect. Embedding an EP into a CA framework [6] was developed to investigate the 
influence of global knowledge on the solution of optimization problem and it is suc-
cessful to solving non-constrained optimization problem in previous work [5]. In this 
paper we use EP embedded in CA to solve constrained optimization problem.  

2   Problem Formulation 

The pure Economic Load Dispatch (ELD) problem is one of the major problems in 
power system operation and planning. The classical ELD problem may be described 
by minimizing the total fuel cost of the generating units under several operating con-
straints. The fuel cost curve for any unit is assumed to be approximated by segments 
of quadratic functions of the active power output of the generator.  For a given power 
system network, the problem may be described as optimization (minimization) of to-
tal fuel cost as defined by (1) under a set of operating constraints.  
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ig cPbPaPFC ++= ∑

=                                         
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where  )P(FC g is  the total fuel cost of generation in the system ($/hr),  iii c,b,a  

are  fuel cost coefficients of the i th generating unit, iP   is  power generated by the i 

th unit , and n  is the number of thermal units. The coefficients ii ba , and ic  are 

generally obtained by curve fitting. 
However, for more practical and accurate modeling of fuel cost function, the above 

expression is to be modified suitably. Modern thermal power plants consist of gene-
rating units having multi-valve steam turbines in order to incorporate flexible opera-
tional facilities. The generating units with multi-valve turbines have very different 
cost curve compared with that defined by (1) and exhibit a greater variation in the fuel 
cost curves. Typically, ripples are introduced in the fuel cost curve as each steam 
valve starts to operate.  The valve-point effect may be considered by adding a sinu-
soidal function [16] to the quadratic cost function described above. Hence, the prob-
lem described by (1) is revised as follows: 
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where  )( gv PFC  is total fuel cost of generation in ($/hr) including valve point load-

ing, ii f,e   are fuel cost coefficients of the i th generating unit reflecting valve-point 

effect. 
The cost is minimized with the following generator capacities and active power 

balance constraints as: 

max,min, iii PPP ≤≤
                                                    

(3)
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where, min,iP and max,iP  are  the minimum  and maximum power generation by i th 

unit respectively, DP is the total power demand and LP is total transmission loss.  

The transmission loss LP   can be calculated by using B matrix technique and is  

defined by (5) as  
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where Bij ’s are the elements of  loss coefficient matrix B.  

3   Cultural Algorithm (CA) 

The basic concept, principles & mechanisms of every evolutionary technique are 
based on how natural systems evolve to solve the complex computational problems. 
The CA works on the concept that, in advance societies the individuals get improve-
ment by not only the information which it possesses due to heredity but by the  
information which are acquired after years of experience, which is called culture. This 
cultural evolution is an inheritance process that operates at two levels: the micro evo-
lutionary level and the macro evolutionary level [13]. At the micro-evolutionary level, 
individuals are described in terms of behavioral traits (that could be socially accepted 
or unacceptable) which are passed from generation to generation using several social-
ly motivated operators. At the macro-evolutionary level, individuals are able to gener-
ate “mappa”, or generalized descriptions of their experiences. Individual mappa can 
be merged and modified to form “group mappa” using a set of generic or problem 
specific operators. Both levels share a communication link. 

The micro-evolutionary level refers to the knowledge acquired by individuals 
through generations which are stored to guide the behavior of the individuals. This 
acquired knowledge is stored in the search space called belief space in CA during the 
evolution of the population. Interaction between the two basic components i.e., popu-
lation space and Belief space make cultural algorithm as a dual inheritance system. 
Population space is that where the information about individuals is stored and the  
belief space is where the culture knowledge is formed and maintained during the  
evolution of the population. 

The frame work of CA can be described as shown in Fig.1.  



96 B. Bhattacharya, K. Mandal, and N. Chakraborty 

 

Fig. 1. Frame work of Cultural Algorithm 

An acceptance function accept () and updating function update () play very vital 
role in belief space. After evolution of population space with a performance function 
obj (), accept () will determine which individuals are kept aside for Belief space. Ex-
periences of those elite individuals will update the knowledge of the Belief space  
via update ().These updated knowledge are used to influence the evolution of the 
population. 

A pseudo- code description of cultural algorithm is described as follows, 
                       Begin 
   t = 0 
   Initialize Pt 
 Initialize Bt 
 Repeat 
  Evaluate Pt 

  Update (Bt, accept (Pt)) 
  Generate (Pt, influence (Bt))  
   t = t + 1 
  Select Pt from Pt-1 
  Until (Termination condition achieved) 
                       end 

4   Overview of the Proposed Approach 

The basic idea of using CA with evolutionary programming is to influence the muta-
tion operator so that the current knowledge stored in the search space can be properly 
exploited. Cultural Algorithm belongs to the class of evolutionary algorithms which 
offers a unique strategy for optimization. The strategy used here is described by the 
following steps.  

4.1   Initialization 

The optimization process in CA is carried with the basic operations: initialization, 
modification of belief space, mutation and selection. The algorithm starts by creating 
a population vector P  of size 

pN composed of individuals that evolve over G  
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generations. Each individual iX  is a vector that contains as many elements as the 

problem decision variable. The population size pN  is an algorithm control parameter 

selected by the user. Thus,  
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The initial population is chosen randomly in order to cover the entire searching region 
uniformly. A uniform probability distribution for all random variables is assumed in 
the following as 

)( minmaxmin)0(
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Here D is the number of decision or control variables, min
jX and max

jX are the 

lower and upper limits of the j th decision variable and [ ]1,0∈jσ is a uniformly dis-

tributed random number generated anew for each value of j. )0(
,ijX  is the j th parame-

ter of the i th individual of the initial population. 

4.2   Modification of Belief Space 

The acceptance function controls the information flow from the population space to 
the belief space. The acceptance function determines which individuals and their be-
havior impact the belief space knowledge. Top individuals are selected to update the 
belief space. 

The parameter values for the current selected individuals by the acceptance func-
tion are used to calculate the current acceptable interval of normative knowledge. So, 

the update of normative knowledge is as follows. Assuming iX and kX be the indi-

viduals with minimum and maximum values for parameter j between the accepted 

individuals in the current generation, then 
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and, 
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Where, t
jl represents lower bound for parameter j  at generation t  and t

jL denotes 

the performance score for it and t
ju represents upper bound for parameter j at gener-

ation t  and t
jU denotes the performance score for it. 

4.3   Mutation Operation 

Mutation takes place for each variable of each individual, with the influence of the be-
lief space. If the variable j of the parent is outside the interval given by the normative 
part of the constraints, then we attempt to move within such interval through the use 
of a random variable. The current individual of n numbers of candidate for parameter 
j can be selected by the formula given, 

( ) ( ) |1,0| ,, jnjjjn NluX ∗−+       if jjn lX <,  

 ( ) ( ) |1,0| ,, jnjjjn NluX ∗−−       if jjn uX <,  

ju and jl  represent the upper value and lower value of parameter j of current elite in 

the belief space. 

4.4   Selection Operation 

Selection is the operation through which better offspring are generated. To improve 
the speed of the algorithm, we take advantage of the rules for performing tournament 
selection. After performing mutation, we will have a population of size 2p (p parents 
generate p children). Tournament is performed considering the entire population. 
Tournaments consists of c confrontations per individual, with the c opponents  
randomly chosen from the entire population. When the tournaments finish, the p  
individuals with the largest number of victories are selected to form the following 
generation. 

The optimization process is repeated for several generations. The iterative process 
of updating of belief space, mutation, and selection on the population will continue 
until a user-specified stopping criterion, normally, the maximum number of genera-
tions allowed, is met. 
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5    Structure of Solutions  

In this section, an algorithm based on a cultural algorithm for optimal solution of eco-
nomic load dispatch problem is described. For any population based algorithm the  
representation of individuals and their elements is very important. For the present 
problem, it is the candidate power generations of thermal units. The algorithm starts 
with the initialization process. Let [ ])0()0()0(

2
)0(

1
)0( ,...,,....,

PNk XXXXP = be the initial 

population of PN number of particles. For a system of n number of candidate genera-

tor, position of k th individual is of n-dimension and can be represented by 
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The element )0(
, jkPG  represents a randomly selected power generation satisfying 

the constraints given by (3). 

6   Simulation Results 

The proposed algorithm has been applied on a sample test system to verify its feasi-
bility and effectiveness. The algorithm has been written in MATLAB and run a 3.0 
MHZ, 1GB RAM PC. The test system consists of 13 thermal generating with the ef-
fects of valve point loading .Cost coefficients and generation limits of thirteen units 
System are taken from [4].  

Table 1. Results for 13-Generatiors system 

Unit Generation (MW) Unit Generation (MW) 
P1 408.4368 P8 58.9985 
P2 222.6675 P9 111.5505 

P3 262.9531 P10 73.6298 

P4 80.9229 P11 69.8230 
P5 139.9683 P12 70.0545 

P6 100.7569 P13 62.1934 

P7 138.0447 Total Generation (MW) 1800 

 
The parameter values are selected by trial and error method. The following values 

are selected for optimal results. Population size is 10, mutation probability is   taken 
as 0.75, and maximum iterative generation number is 500.  The load demand is taken 
as 1800 MW.  

The optimal results are shown in Table 1. It is seen from Table 1, that optimal fuel 
cost is obtained 17683($/h). Table 2 compares the solution obtained by the proposed 
method with other methods like Particle Swarm Optimization [17], Genetic Algorithm 
[2], Evolutionary Programming [15] etc. It is seen that the best result using CA is 
comparatively lower than the other studies presented here. 

Fig.2 shows convergence characteristics for a demand of 1800 MW. 
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Fig. 2. Convergence characteristics of fuel cost 

Table 2. Comparison of best fuel costs among different methods 

Optimization Technique Fuel Cost ( $/h ) 
PSO 18030.72 
EP 17994.07 
GA     17975.3437 
DE 17963.83 
CDEMD   17961.944 
CA 17683.00 

7   Conclusions 

Economic Load Dispatch in one of the important problem for power systems opera-
tion. In this paper, a novel cultural algorithm has been proposed to solve Economic 
Load Dispatch problems. The proposed method has been tested on 13-generator sys-
tems with valve point effects. The results obtained by the proposed method are com-
pared with other methods like GA, DE, EP, PSO etc.  It is found that that proposed 
method can produce comparable results.   
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Abstract. Data Mining helps to uncover the already unknown and non-
redundant knowledge in large databases, which can be used for decision
making purpose. Association rule mining is one of the key research area
in the field of Data Mining. Association rule mining can be considered
as unsupervised learning model, it discovers the interesting relationship
among large set of data items on the basis of some predefined thresh-
old. Support-confidence is the classical model used for the rule mining
purpose, it uses confidence for final rule generation but it has some limita-
tions. As sometimes it can generate those rules which are not positively
correlated and thus can mislead the decision maker. In this paper we
addressed the problems associated with existing approach and also pro-
posed two new measure of interestingness to deal with these problems.
The new measures have been tested for their correctness.

Keywords: Association Rules, Interestingness Measure, Support-
confidence, Correlation.

1 Introduction

Data Mining plays an important role to extract out of sight or concealed pat-
terns from large datasets. The aim of Data Mining technique is to uncover the
previously unknown, useful, and non-redundant cognition in large databases. It
has a potential to help companies to focus on the most important information
in their data warehouse. It has been used in many industries like retail market,
insurance and banking etc. to increase sales, risk assessment and many more.
Data Mining is also referred as knowledge discovery in databases (KDD).

During mining large number of rules are generated but only the small set
has significance for the user point of view, so to find whether a rule is of in-
terest or not it must need a suitable metric to measure the degree of rule in
which the user is interested. Thus the role of interestingness measure plays an
important role in rule extraction process [3]. Association rule mining or frequent
pattern mining is a customary and well explored method for discovering inter-
esting relations between itemsets in large data repository under the domain of
Data Mining. The concept was first introduced by Agrawal [1,2] to analyze the
data of a supermarket containing large collection of customer transaction. It is
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a kind of unsupervised learning technique. The following is the general form of
an association rule:

X ⇒ Y

In the above rule X is known as antecedent and Y is known as consequent and
it can be read as if X then Y. It measures the association between X and Y.
Support-confidence model [2] for association rule can be described as given: Let
I = i1, i2, ..., in be a set of n literals called items and T be a set of transactions,
where each transaction t ∈ T is a set of items such that t ⊆ I. Each transaction
is associated with a unique id TID. An association rule is the implication of the
form, X ⇒ Y , where X ⊆ I, Y ⊆ I and X∩Y = ∅. Here X is the antecedent and
Y is the consequent. Terms used in rule mining process defined are as follows:

Support(sup): Support of an itemset can be defined as the ratio of transactions
containing the items in both antecedent and consequent of the rule to the total
number of transaction. It measures the strength of the given itemset. Let X ⇒ Y
be the rule then support is given as below:

sup (X ⇒ Y ) =
sup count (X ∩ Y )

T
(1)

Here sup count is the number of transactions containing the given itemset X∩Y .

Confidence(conf ): Confidence of an association rule measures how often items
in Y appear in transaction that contains X. It measures the strength of a given
association rule.

conf (X ⇒ Y ) =
sup (X ∪ Y )

sup (X)
(2)

The rule mining process works in two steps:

Frequent itemset identification: The itemset which satisfy the minimum
support threshold (σ) are generated in this phase.

Rule extraction: This phase takes frequent itemset as input which has been
generated in step 1 along with the value of minimum confidence threshold (τ).
The rules which satisfy the minimum confidence are extracted in this phase.
The remaining paper is organized as follows: In section 2, some of the related
work in this area is presented. Limitation in existing approaches are discussed
in section 3. In section 4 we present the new measures of interestingness while
in section 5, new measure are tested on sample dataset. Conclusion is given in
last section.

2 Related Work

Association rule mining is one of the actively researched area in the Data Mining
community. Lot of work has been reported in this domain and used in various
applications in real world. The algorithms discussed here are generally variation
of classical apriori approach and involves a time consuming candidate genera-
tion process. Apriori [1] is one of important algorithm for mining the frequent
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itemset. The process of rule discovery is divided into two subproblems the first
is to find the frequent itemset with minimum support threshold while the second
is to find the association rules from the frequent itemset generated in first phase
with the help of minimum confidence. Some variations of apriori are also pro-
posed like partition based [6], sampling technique [7] to deal with the associated
problems. Two major issues are observed in above methods as all the addressed
approaches are variation of classical apriori algorithm thus involves the time
consuming candidate generation process and these approaches also suffer from
a rare item problem because of single minimum support threshold. These two
issues are discussed by many researchers and solutions are also proposed to deal
with these issues. FP-Growth [9], it uses a new tree data structure for storing
compressed information regarding the frequent patterns. FP-growth is better
than other approaches as FP-tree is constructed which removes the requirement
of costly database scan and a pattern growth approach avoids costly candidate
generation and thus it is time efficient. CFP-Growth, it is the extension of FP-
growth algorithm and uses CFP-tree structure in place of FP-tree for storing
the frequent itemset. The method discussed in this section works as per tradi-
tional support-confidence model and thus suffers from limitation like generation
of rules which are not important as per the user criteria. We discuss this problem
in section 3 with some example.

3 Limitation of Support-Confidence Framework

Support-confidence framework uses confidence measure for the rule generation
process, as in some cases it may discover uncorrelated rules which can mislead
the decision maker. Let us consider the σ = 20% and τ = 40%. Following is the
sample dataset taken from supermarket illustrates the above addressed limita-
tion: From the above data we can have following set of association rules:

Table 1. Sample Dataset

Item/Tran No 1 2 3 4 5 6 7 8 9 10

Bread 1 1 1 1 0 0 0 0 0 0
Jam 1 1 1 0 1 1 1 1 1 0
Egg 0 1 1 0 1 1 1 0 0 0

Butter 1 0 0 1 0 1 1 1 1 1

Rule1: bread ⇒ jam [30%, 75%]
Rule2: bread ⇒ egg [20%, 50%]
Rule3: jam ⇒ egg [50%, 62.5%]
Rule4: jam ⇒ butter [50%, 62.5%]

In the above mentioned rules, first parameter is the support of the rule while the
second parameter is the confidence of the rule. As per the confidence value the



106 P. Bhurani, M. Ahmed, and Y.K. Meena

first rule is very strong but in reality there is negative correlation between bread
and jam as support of jam alone is 80% which is greater than the confidence
value, while the third rule has lower confidence than the first rule but it has
a positive correlation between jam and egg as the support of egg alone is 50%
which is lower than the confidence value and thus if we associate egg with jam
then support of egg will be increased. Now consider second rule then we can
observe that there is no association between the two variables i.e. bread and egg
are independent to each other as support of egg is 50% which is equal to the
confidence value.

Suggested Solution: The above example suggests that it is not necessary that
all strong rules i.e. the rules with high confidence value are interesting. The
problem occurs because in confidence we do not consider the baseline frequency
of consequent. So to overcome this problem base line frequency of consequent is
to be taken into consideration while measuring the correlation among different
itemset. In following section we will see the new interest measure with their
properties.

4 Proposed Objective Interest Measure

In this section we introduce two new measure of interestingness namely ratioPS
and ratioLEV. We discuss these two new measures along with their set of prop-
erties and possible range. Let us consider X ⇒ Y as an association rule.

ratioPS: It is an asymmetric interest measure and hence the value of
ratioPS(XY) is different from ratioPS(YX). Following is the formula for this
new measure:

ratioPS =
P (XY ) − P (X) ∗ P (Y )

1 − P (X)
(3)

The possible range of this measure is from -1 to +1. We can consider this mea-
sure as the ratio of PS and the probability of X̄.

Table 2. Correlation criteria between two itemset X and Y

S.No. Value Correlation

1 If ratioPS(X ⇒ Y ≺ 0) Negatively Correlated
2 If ratioPS(X ⇒ Y = 0) No Correlation
3 If ratioPS(X ⇒ Y � 0) Positively Correlated

ratioLEV: This measure can be considered as the ratio of leverage to the prod-
uct of probability of X̄ and Y.

ratioLEV =
P (XY )
P (X) − P (X) ∗ P (Y )

(1 − P (X)) ∗ P (Y )
(4)
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The possible range of this measure can vary from 0 to ∞. Let us consider a trans-
action dataset of 10 transactions, this example illustrate how the new measure
identify the true associations between two itemsets namely X and Y:

Table 3. Correlation between two itemset X and Y

S.No. Value Correlation

1 If ratioLEV(X ⇒ Y ≺ 1) Negatively Correlated
2 If ratioLEV(X ⇒ Y = 1) No Correlation
3 If ratioLEV(X ⇒ Y � 1) Positively Correlated

Table 4. Results of the new interest measure

S.No. P(XY P(X) P(Y) Conf. ratioPS ratioLEV Remark

1 0.3 0.4 0.8 0.75 -0.33 0.89 Negative Correlated
2 0.2 0.4 0.5 0.5 0.0 1.0 Independent
3 0.4 0.4 0.7 1.0 1.7 0.2 Positive Correlated

From the above example we can see that both the proposed measures are
capable to detect the negatively correlated itemset.

4.1 Properties Followed by the New Measures

In this section we see the set of properties which should be followed by various
interest measures and then we will show the properties satisfied by new measures.
Following is the description of properties:

Property 1: This property checks whether the two itemset are independent or
not. If both X and Y are independent then the value of P=0.

Property 2: If value of joint probability i.e. P(X,Y) increases when the an-
tecedent (P(X)) and consequent (P(Y)) probability remain unchanged. Then
the value of P increases.

Property 3: If P(X) decreases when P(Y) and P(X,Y) remain unchanged or
P(Y) decreases when P(X) and P(X,Y) remain unchanged. Then the value of P
increases.
The above properties proposed by Piatetsky-Shapiro [4] the first property can
be relaxed as some measure has P=1 when the two itemset are independent.

Property 4: The property is known as symmetry under variable permutation,
If the itemset in the antecedent and consequent are exchanged then there is no
change in value of P before and after the permutation.

Property 5: The property is known as scaling invariance under row or column,
If row or column values in the contingency table are multiplied by some factor
then no change in value of P after row or column scaling.
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Property 6: The property is known as antisymmetry under row or column
permutation, If the row or column values in the contingency table are swapped
then P becomes -P.

Property 7: The property is known as invariance under inversion, If both row
and column values in the contingency table are swapped at the same time then
no change in value of P.

Property 8: The property is known as invariance under the addition of null
record, In this new transactions are added which do not contain any of the
itemset under consideration. No change in value of P after null addition.
The above properties(4-8) proposed by Tan et al. [5] which are based upon
operations for 2x2 contingency matrix.

Next we present the set of properties followed by the measure ratioPS and
ratioLEV in the following table:

Table 5. Properties followed by proposed measures

Measure/Property P1 P2 P3 P4 P5 P6 P7 P8

ratioPS Y Y Y Y Y N N N
ratioLEV N Y Y Y Y N N N

Here Y means the property is satisfied while N represents that the property
is not satisfied by the particular measure.

5 Testing of New Measures on Sample Dataset

Sample Dataset: Here, we present the interest value of the new measures by
using pearson’s correlation coefficient measure along with some of the existing
measures on sample dataset. Let us consider the following dataset:

Table 6. Sample Dataset For Illustration of Proposed Approach

Tran No Itemset

1 Beef, Chicken, Milk
2 Beef, Cheese
3 Cheese, Boots
4 Beef, Chicken, Cheese
5 Beef, Chicken, Milk, Cheese, Clothes
6 Chicken, Milk, Clothes
7 Chicken, Milk, Clothes
8 Beef, Chicken
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Following is the formula for pearson correlation coefficient:

r =
∑

XY − (
∑

X) (
∑

Y )√(∑
X2 −

∑
X2

N

) (∑
Y 2 −

∑
Y 2

N

) (5)

Here r can take three values and on the basis of these values we can identify
whether the two itemset (X and Y) are independent, positively correlated or
negatively correlated. If r=0 means both X and Y are independent, if r is greater
than 0 means X and Y are positively correlated otherwise X and Y are negatively
correlated.

Table 7. Interest values by different measures

Association Rule Conf. Lift PS CR AV ratioPS ratioLEV

Beef ⇒ Chicken .66 .88 -.62 -.33 -.083 -.25 0.55

Chicken ⇒ Beef .66 .88 -.62 -.33 -.083 -.25 0.55

Beef ⇒ Cheese 0.5 1.0 0.0 0.0 0.0 0.0 1.0

Cheese ⇒ Beef 0.75 1.0 0.0 0.0 0.0 0.0 1.0

Chicken ⇒ Milk 0.66 1.33 0.125 0.57 0.16 0.5 2.33

Milk ⇒ Chicken 1.0 1.33 0.125 0.57 0.16 0.5 1.66

Clothes ⇒ Chicken 1.0 1.33 0.093 0.447 0.25 0.15 1.53

Milk ⇒ Clothes 0.75 2.0 0.18 0.77 0.375 .375 3.0

Clothes ⇒ Milk 1.0 2.0 0.18 0.77 0.5 0.3 2.6

{Beef,Milk} ⇒ Chicken 0.5 0.66 -.125 -0.57 -.25 -.25 0.33

{Beef,Cheese} ⇒ Chicken 0.5 0.66 -.125 -0.57 -.25 -.25 0.33

{Chicken,Cheese} ⇒ Beef 0.5 0.66 -.125 -0.57 -.25 -.25 0.33

Milk ⇒ {Chicken,Clothes} 0.75 2.0 0.18 0.77 0.375 0.375 3.0

Clothes ⇒ {Chicken,Milk} 1.0 2.0 0.18 0.77 0.5 0.3 2.6

{Chicken,Milk} ⇒ Clothes 0.75 2.0 0.18 0.77 0.375 0.375 3.0

{Chicken,Clothes} ⇒ Milk 1.0 2.0 0.18 0.77 0.5 0.3 2.6

{Milk,Clothes} ⇒ Chicken 1.0 1.33 0.093 0.447 0.25 0.15 1.53

From the table 7, it can be seen that the proposed measures are equivalent
to some of the existing measures, like lift, PS, correlation, which also taken
consideration of the negative correlation. As per the given dataset we can see
that some rules are negatively correlated like, beef ⇒ chicken, chicken ⇒ beef
and beef, chicken ⇒ cheese etc., all these negatively correlated rules are not
detected by the classical support-confidence measure and thus we infer that the
proposed measure are capable to detect all kinds of correlation hence can help
in correct decision making.

6 Conclusion

The work proposed in this paper introduces a new measure of interest to extract
the association rules. It deals with the limitation of existing support-confidence
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framework. In this paper we have introduced two measure of interestingness and
have seen that both are capable to capture negative correlation among different
itemsets. We have seen some properties followed by the proposed measure and
correctness of new measures also checked on sample dataset.
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Abstract. A two pronged strategy, one involving consensus approach and the 
Multi Layer Perceptron (MLP) as the classifier and the other including physico-
chemical properties as additional features, is proposed and implemented here 
for improved prediction of interdomain linkers in protein chains. The software 
is tested on proteins of the CASP6 experiment in order to measure its prediction 
accuracy using three-fold cross validation. Finally, our consensus approach 
combines results of 28 different neural networks. We observe significant im-
provements of AUC scores by 9.4% on average in comparison to the corres-
ponding most successful single artificial neural networks. 

1   Introduction 

A domain is a segment of a polypeptide chain that can fold into a three dimensional 
structure irrespective of the presence of other segments of the chain [1]. The overall 
3D structure of the polypeptide chain is referred to as the protein's tertiary structure 
and the domain is the fundamental building block of such tertiary structure. To predict 
the tertiary structure of a protein, it is useful to segment the protein by identifying 
domain boundaries in it. The knowledge of domains is used to classify proteins and 
understand their structures, functions and evolution.  

A number of methods so far have been developed to identify protein domains start-
ing from their primary sequences. All these are mainly developed for prediction of 
multi-domains in protein chains. Out of the protein domain prediction methods, de-
veloped in the last five years or so, DOMpro [2] is an important one. It employs the 
machine learning algorithms in the form of recursive neural networks (1D- RNNs) to 
predict domains in a protein chain. Moreover, a combination of evolutionary informa-
tion in the form of profiles, predicted secondary structures, predicted solvent accessi-
bility of the protein chains are utilized. DOMpro is experimentally observed to have 
correctly predicted the domains from the combined dataset of single and multi-
domain proteins in 69% of the cases. Armadillo [3], another domain predictor, uses 
Domain Linker propensity Index (DLI) to convert a protein sequence to a smoothed 
numeric profile, from which domains and domain boundaries may be predicted. The 
work is finally reported to have achieved 37% sensitivity for multi-domain proteins. 
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The position specific scoring matrix of the target protein, which is obtained through 
PSI-BLAST, has also been used for domain boundary prediction by PPRODO [4]. A 
neural network has been finally used there as a classifier. The overall accuracy of 
domain boundary prediction as achieved by PPRODO [4] is 67%.CHOPnet [5] uses 
evolutionary information, predicted one-dimensional structure (secondary structure, 
solvent accessibility), amino acid flexibility and amino acid composition for predict-
ing domains in protein chains. It finally predicts domains in a protein chain by remov-
ing noisy peaks from the raw outputs of the neural networks, used for this work, 
through a process of post processing. A prediction accuracy of 69% on all proteins is 
reported for this work. Galzitskaya et al [6] [7] have developed a method based on 
finding the minima in a latent entropy profile. This method correctly predicts the do-
main boundaries for about 60% proteins [7]. In the work of Sikder and Zomaya [8], 
the performance of DomainDiscovery of protein domain boundary assignment is im-
proved significantly by including the inter domain linker index value along with a 
inter domain linker index values, Position Specific Scoring Matrix (PSSM), predicted 
secondary structures, solvent accessibility information.  Support Vector Machine 
(SVM) is used to predict possible domain boundaries for target sequences. The me-
thod is reported to have achieved 70% accuracy for multi-domain proteins. Based on 
the difference in amino acid compositions between domain and linker regions, a me-
thod DOMCUT [9] has been developed to predict linker regions among domains. The 
sensitivity and the selectivity, as achieved by this method, are 53.5% and 50.1%  
respectively. 

Based on the application of secondary structure element alignment (SSEA) and 
profile-profile alignment (PPA) in combination with InterPro pattern searches, a pro-
tein domain prediction approach, called SSEP-Domain, is proposed by Gewehr and 
Zimmer [10]. A preliminary version of SSEP-Domain is ranked among the top-
performing domain prediction severs in the CASP6 and CAFASP4 experiments. 
Cheng [11] proposed a hybrid domain prediction web service, called DOMAC, by 
integrating template-based and ab-initio methods. The preliminary version of the 
server (DOMAC) is ranked among the top domain prediction servers in the CASP7, 
2006. However, this performance is very likely to be overestimated. So, DOMAC is 
also evaluated on a larger, balanced, the high quality data set manually curated by 
Holland et al.[12] . As a result, the overall domain number prediction accuracies of 
the template-based and ab-initio methods are 75% and 46% respectively. To achieve 
a more accurate and stable predictive performance than the existing state-of –the-art 
models, a new machine learning based domain predictor, viz., DomNet [13] is trained 
using a novel compact domain profile, predicted secondary structure, solvent accessi-
bility information and inter-domain linker index. Its performance is tested on the 
benchmark_2 dataset. It is observed to have achieved 71% accuracy. 

From the above discussion on the past attempts for protein domain prediction it can 
be summarized best possible prediction accuracy ranges from 67% to 70% for the ab-
initio methods discussed here.  

In the light of the above discussion, it appears that there is still some scope for im-
provement in protein domain prediction. Physicochemical properties of amino acids 
in addition to usual features and consensus of artificial neural network based MLP 
classifiers appear to have potentials for implementation of this method. The rationale 
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behind the choices of the feature sets and classifiers for prediction of domain bounda-
ries are discussed in the following sections. 

2   Methods 

An attempt has been made under the present work to employ Multi-layer Perceptron 
(MLPs) with varying hidden layer neurons, for protein domain prediction on the basis 
of powerful feature set. In this work, an MLP, a feed-forward model of the artificial 
Neural Network with learning and generalization abilities, is employed for providing 
prediction decisions on each of the two classes, viz., linker , non-linker or domain of 
each residue of an amino acid sequence. In doing so, a 29-residue window is slid over 
the protein chain every time by one residue position until the end of chain is covered 
by the window. At a particular portion of the window, all the above-mentioned fea-
tures are extracted for each residue covered by the window. The feature values are 
then fed into the input of the MLP, which decides about whether the central residue of 
the window is part of a domain or a linker (i.e., a non-domain) by making its output 
positive or negative (1 or 0). The process is repeated until the window covers the last 
residue of the protein chain under consideration and in this process, domain and linker 
regions in the protein chain are identified 

2.1   Biophysical Descriptors 

Five types of biophysical descriptors, i.e. features describing each of existing amino 
acids, namely, predicted ordered or disordered region, Normalized flexibility parame-
ters (B-values), polarity, linker index, Modified Kyte-Doolittle hydrophobicity scale 
are used for this work.  

2.1.1   Predicted Ordered or Disordered Region 
Disordered region is found to be a good approximation of global structural analysis of 
the domain arrangement in the three dimensional structure of multi-domain proteins. 
From experimental findings, it is known that large ordered region when they are di-
vided by shorter parts of disordered regions in a protein chain, are likely to be sepa-
rate domains [14]. Disordered local sequence segments are likely to be linkers or inter 
domain spacers between protein domains. In this work, Disport (VL3H, window size 
11) tool has been used to identify ordered or disordered region. This ordered or disor-
dered region has been used as one of the features. 

2.1.2   Normalized Flexibility Parameters (B-Values) 
The presence of multiple domains in proteins gives rise to a great deal of flexibility 
and mobility, leading to protein domain dynamics. Flexible regions are considered to 
be natively unfolded. The Debye-Waller factor (B-value), which measures local resi-
due flexibility, is widely used to measure residue flexibility. The prediction of flex-
ibility may help to unravel protein function. Here, Normalized average flexibility 
parameters (B-values) from the AAINDEX dataset [15] have been taken as another 
feature as presence of multiple domains increases protein flexibility. 
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2.1.3   Polarity 
The distribution of polar and non-polar side chains is the most important factor go-
verning the folding of a protein into 3D structure. Since domain is a unit of 3D struc-
ture, polarity has been taken as a feature from the AAINDEX dataset [15]. 

2.1.4   Amino Acid Linker Index 
To represent the preference for amino acid residues in linker or regions, a parameter 
called the linker index is defined by Sumaya and Ohara [9]. This we have used here as 
a feature. From the AAINDEX dataset, linker index has been used as an important 
feature. 

2.1.5   Hydrophobicity 
Folding is driven by the burial of hydrophobic side chains into the interior of the mo-
lecule so to avoid contact with aqueous environment. The average hydrophobicity for 
linkers is 0.65± 0.09. Small linkers show an average hydrophobicity of 0.69 ± 0.11, 
while large linkers are more hydrophobic with 0.62± 0.08. The more exposed the 
linker, the more likely it is to contain hydrophilic residues. Greater hydrophobicity is 
found in more linker connections between two domains. Modified Kyte-Doolittle 
hydrophobicity scale is taken as a feature, which is also from the AAINDEX dataset. 

3   Results 

The current experiment is conducted in two stages. In the first stage 354 protein 
chains of the CATH database (version 2.5.1) are used to perform a three-fold cross 
validation experiment. MLP based classifiers, designed to produce optimum Area 
under Receiver Operating Characteristics (ROC) Curve (AUC). The evaluation meas-
ures, considered here for testing performances of the present technique, are Area un-
der ROC curve, Recall and Precision. We thus generate a pool of trained networks 
from the hidden neuron variations in three cross-validated experiments. In this work, 
network weights corresponding to a particular hidden layer neuron are saved while 
optimizing AUC values for any given training and test dataset. More specifically, 
while optimizing AUC, the corresponding recall and precision scores are recorded. In 
the second stage of the experiment, we consider a consensus approach on the basis of 
the trained networks to generate test results on 19 protein sequences, taken from the 
CASP6 dataset. The following subsections discuss the detailed experimental protocol 
and the results obtained from these two stages of experiment.  

3.1   Three Fold Cross Validation Experiment with CATH Database 

The protein domain prediction technique presented here is applied on a curated data 
set, derived from 354 protein chains from the CATH database, version 2.5.1. Three 
fold cross-validation experiments are done on 354 protein chains of CATH database. 
In designing the MLP classifiers here, networks are trained several times by varying 
hidden layer neurons from 70 to 160 by setting 0.8 as learning rate and 0.7 as momen-
tum term. Experiments are conducted for each such fold, by optimizing the training 
networks for best AUC. The detailed variation of network performances of the three 
cross-validation folds are shown in Table 1. 
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Table 1. Performance Measures on test sets of three cross-validation sets Optimizing AUC score 

Cross  
validation Set

Topology 
AUC 

(%) 
Precision 
(%) 

Recall 
(%) 

Error (%) 

CV1 145-150-2 65.79 47.28 40.65 17.44 

CV2 145-160-2 61.25 41.04 31.06 18.98 

CV3 145-150-2 64.55 38.96 42.39 15.06 
Average - 63.86 42.42 38.03 17.02 

3.2   Consensus Prediction over CASP6 Dataset 

To independently evaluate the strength of our technique 19 from CASP6 dataset are 
tested by our method respectively. AUC optimized training networks from three 
cross-validated folds are considered here. To further improve the prediction accuracy 
of single networks, a consensus approach has been considered here.  

Table 2. AUC scores from 3 star consensus and single network for CASP6 target proteins 

Targets 

Maximum 
AUC obtained 
from single 
network 

Maximum 
AUC  
obtained 
from 3star 
consensus 

Gain 
(%) 

T0226 0.633 0.9 26.7 

T0272 0.643 0.8 15.7 

T0280 0.703 0.857 15.4 

T0279 0.857 1 14.3 

T0199 0.847 0.984 13.7 

T0233 0.727 0.837 11 

T0249 0.78 0.889 10.9 

T0216 0.567 0.667 10 

T0209 0.684 0.769 8.5 

T0228 0.675 0.76 8.5 

T0262 0.707 0.753 4.6 

T0237 0.525 0.544 1.9 

T0202 1 1 0 

T0222 0.998 0.998 0 

T0247 1 1 0 

T0248 0.971 0.971 0 

T0268 0.5 0.5 0 
T0235 0.521 0.519 -0.2 
T0229 0.833 0.804 -2.9 
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In this approach, three best AUC optimized networks from the three cross-
validation folds are considered for consensus. In each such fold, 10 variations in hid-
den neurons produce 10 trained networks. However, in the second cross validation 
fold for two hidden neuron variation (80 and 100), stable trained networks could not 
be obtained. Therefore we get 28 training networks for n-star quality consensus strat-
egy. The results for 3-star consensus are listed in Table-2. It may be observed that in 
most cases the consensus approach improves the single best classification decision. 
The average and maximum gains of 3-star consensus over single network perfor-
mances over CASP6 dataset are 7.26% and 26.7% respectively.  

3.3   Comparison between Proposed Method and Other CAFASP-Dp Methods 
Consensus Prediction over CASP6 Dataset 

In CAFASP4 experiment, there are 58 target proteins where 41 targets are single do-
main proteins and 17 targets are two-domain proteins. We took 19 targets from 
CASP6 experiments. 12 targets are common in CAFASP-DP experiments. Our pre-
diction accuracies are comparable with those methods. For example, for target T0199, 
we achieved 97%, but Biozon achieved 98.92%. For targets T0202, T0249, T0262, 
T0272 we achieved better prediction accuracies than existing methods but for other 
targets, we achieved comparable accuracy than Biozon, Control1, Control2, Dom-
pred-domssea, Robetta-rosettado, SSEP-DOMAIN methods. Some of them are  pre-
sented in Table 3.  

Table 3. Prediction results of other existing methods and proposed method for CAFASP-DP 
and CASP6 experiments 

Targets 
Armadillo Biozon Dompred-

domssea 
Dompro SSEP-

DOMAIN 
Con 

-sensus 
3* con-

sensus 
best 

single 

T0199 
X 98.82 

91.42 
74.56 

88.17 
89.94 97 

84.7 

T0202 X 61.04 
61.85 

61.85 
61.85 

61.85 100 
100 

T0209 60.25 75.73 
50.63 

85.77 
88.7 

89.12 91 
68.4 

T0216 66.21 54.02 
51.49 

75.63 
73.33 

99.08 96 
56.7 

T0222 59.25 34.32 
98.39 

84.72 
96.78 

93.3 97 
100 

T0228 50.58 54.55 
95.8 

55.94 
61.77 

77.62 94 
67.5 

T0229 92.03 68.12 
68.12 

68.12 
68.12 

68.12 88 
83.3 

T0233 20.99 59.67 
89.78 

97.51 
90.06 

94.48 97 
72.7 

T0235 59.92 65.33 
75.95 

53.51 
96.59 

47.9 86 
52.1 

T0249 63.64 68.42 
93.3 

61.72 
91.39 

99.52 97 
78 

T0262 67.58 68.36 
67.97 

89.45 
60.16 

83.98 94 
70.7 

T0272 82.46 98.58 
59.24 

59.24 
59.24 

59.24 97 
64.3 
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4   Conclusions 

We conclude that the designed feature set, alongside with MLP classifier based con-
sensus approach effectively predicts the linkers and domain regions in multi-domain 
protein chains. Prediction decisions of AUC optimized networks from the three expe-
rimental folds are combined to design ‘3-star’ quality consensus strategy. In the con-
sensus approach, 3-star quality consensus is designed by combining the decisions of 
the three best networks from each of the three sets of cross validation experiments. 
The consensus strategy is found to be superior in comparison with the performances 
of the best single networks.  
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Abstract. The recognition accuracy of an Optical Character Recognition (OCR) 
system mainly depends on the selection of feature extraction technique and the 
classification algorithm. This paper focuses on the recognition of handwritten 
digits using projection profile features. Vertical, Horizontal, Left Diagonal and 
Right Diagonal directions are the four different orientations that are used for 
abstracting features from each handwritten digit. A feed forward neural network 
is proposed for recognition of digits. 750 digit samples are collected from 15 
writers; each writer contributed each of the 10 digits 5 times. Thus a local 
database containing 750 digit samples is used for training and testing of the 
proposed OCR system. Preprocessing of handwritten digits is also done before 
their classification. The combination of proposed feature extraction method 
along with back-propagation neural network classifier is found to be very 
effective as it yields excellent recognition accuracy. 

1   Introduction 

Handwritten digit recognition is a subfield of Optical Character Recognition (OCR) 
and has always been an active and most fascinating research area in the field of 
Pattern Recognition and Image Processing for the last few decades. OCR involves the 
conversion of scanned character/digit images into text that can be edited. In other 
words, OCR automation is basically the simulation of human reading process and it 
contributes immensely in numerous applications to improve the man-machine 
interface.  

Off-line handwriting recognition is a subject of much attention due to the presence 
of many difficulties such as variation in shapes and writing styles of different writers, 
presence of skew and slant in the handwriting, segmentation of words into 
characters/digits, different sizes of characters/digits written by different writers etc. 
Since handwriting depends on the writer and even a single writer can not always write 
the same character/digit in exactly the same way. As a result, in spite of a dramatic 
boost in this field of research, off-line handwriting recognition remains an open 
problem and continues to be an active area for research towards building a recognition 
system by exploring new techniques and methodologies that would improve 
recognition performance (accuracy and speed). 

2
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An unconstrained handwritten digit recognition system can be divided into several 
stages such as preprocessing, feature extraction, classification and validation. During 
the preprocessing stage, various steps are carried out to shape the input digit image 
into a form suitable for feature extraction [1].  

Feature extraction aims at reducing the dimension of input data while extracting 
relevant information. The feature extraction methods [2] that are widely used are: 
Template Matching, Zoning, Contour Features, Gabor Features, Gradient Features, 
Spline Curve, Tangent Features, Box Approach, Fourier Descriptors, Graph 
Description, Structural Features, Directional Features, Projection Histograms and 
Randon Transform. Two or more such type of features can be merged as well as 
selected subset of a particular feature set can be applied to a classifier[3].  

In the case of off-line recognition system, an Artificial Neural Network became 
very popular in the 80s and emerged as fast and most reliable classifier tool resulting 
in excellent recognition accuracy. In this paper, projection profile features (vertical, 
horizontal, left diagonal and right diagonal) from the digit image are extracted after 
preprocessing every digit image and are used to train a feed forward back propagation 
neural network selected for performing recognition task. Simulation studies are 
examined extensively and the proposed handwritten digit recognition system is found 
to deliver excellent recognition performance.  

The outline of the paper is as follows. Section 2 briefs the work already done in 
this field so far. In Section 3, various steps in the proposed recognition system are 
discussed. Section 4 devotes to sample preparation and preprocessing techniques. 
Section 5 exposes the feature extraction technique adopted in this work. Section 6 
describes the recognition using feed forward back propagation neural network 
classifier. Discussion of results is presented in section 7 and finally, the paper is 
concluded in section 8. 

2   Brief Review 

In the literature, many research articles are available in which researchers have 
contributed towards the advancements of the automation of handwriting recognition 
process.  

G. S. Lehal and Nivedita Bhatt [4] have proposed a system to recognize both 
Devnagari and English handwritten numerals. They used a set of global and local 
features, which were derived from the left and right projection profiles of the numeral 
image. They tested their system on both Devnagari and English numerals independently 
and found that recognition rate for Devnagari numerals were better. For Devnagari 
numerals they found recognition rate of 89% and confusion rate of 4.5%. For English 
set they found recognition rate of 78.45 and confusion rate of 18%. Rajashekararadhya 
[5] presented zone centroid and image centroid based distance metric feature extraction 
system for Indian script numeral recognition. The numeral centroid is computed and the 
numeral image is divided into n equal zones. Average distance from centroid to the each 
pixel in the zone is computed. U Bhattacharya and B. B. chaudhuri [6] have promised 
majority voting scheme for multi-resolution recognition of hand printed numerals. They 
used the features based of the wavelet transforms at different resolution levels and 
multilayer perceptron for classification purpose. They achieved 97.165 recognition 
rates. Faisal Farooq et. al. [7] defined the role of pre-processing in the handwritten 
recognition. They say that to improve the readability and the automatic recognition of 
handwritten document images, preprocessing steps are imperative. 
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3   Proposed Recognition System 

Various steps involved in our handwritten digit recognition system are illustrated in 
Fig.1. 

 

Fig. 1. Schematic diagram of the proposed recognition system 

4   Image Acquisition and Sample Preparation 

In image acquisition, the digit images are acquired through a scanner or a digital 
camera. The input digit images are saved in JPEG or BMP formats for further 
processing. A dataset of English handwritten digits 0-9 is collected from 15 different 
persons. Each writer contributed 5 samples of each digit. Some of these samples are 
written on white paper and others on a colored or a noisy background. Some digit 
samples from our collected dataset are shown in Table 1. 

Table 1. Samples contributed by a writer 
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4.1   Preprocessing  

While scanning the digit image, quality of the image is degraded due to the noise that 
is introduced. It is necessary to remove the background noise to improve the quality 
of the digit image for our recognition system. The contrast adjustment is also 
necessary to overcome the problem due to the use of pens of different colors and 
different intensities of the black color.  

Further, as the digits are written in different sizes, it is important to put all the 
handwritten digit images in a uniform size. To make all the digit image samples in the 
normal form, all the digit images are reconstructed in the size of 16×16 pixels. Fig. 
2(b) shows the resulting image after background noise removal and binarization using 
grey scale intensity threshold and Fig. 2(c) shows the digit image after resizing. 

   

Fig. 2. (a) Original Scanned Image (b) Image after background noise removal and contrast 
adjustment (c) Resized Image 

5   Feature Extraction 

Projection profile based feature extraction method delivers excellent results even in 
the absence of some important preprocessing steps such as smoothing and thinning. In 
fact, in this type of feature extraction method, it will be disadvantageous to apply the 
thinning process because there will be a huge loss of important information related to 
the count and position of black pixels present in the original scanned digit image. 

For extracting the features, projection profile of the digit image is computed in 
vertical, horizontal, left diagonal and right diagonal orientations [8] as indicated in 
Fig. 3.  

 

Fig. 3. Pattern Profiles of a 3×3 pattern matrix 
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Projection profile in vertical direction is computed by scanning the digit image 
column wise along the y-axis and counting the number of black pixels in each 
column. As the entire digit images are resized into 16×16 pixels, there are 16 columns 
and 16 rows. Hence, the vertical projection profile will contain 16 values, each value 
representing the sum of number of all black pixels present in that particular column. 

Similarly, for horizontal projection profile, digit image is traced horizontally along 
the x-axis. The row wise sum of number of black pixels present in each row will 
constitute the 16 values of horizontal projection profile. Left diagonal projection 
profile is computed by traversing the digit image along the left diagonal as shown in 
Fig. 4(c). The black pixels are counted in left diagonal direction and the sum of the 
number of black pixels for each left diagonal line of traversing generates 31 values 
representing the left diagonal projection profile. In the same way, 31 values 
representing the right diagonal projection profile are obtained by adding the number 
of black pixels in each right diagonal line of traversing as shown in Fig. 4(d).  

Projection profile features in vertical, horizontal, left diagonal and right diagonal 
orientations to represent a digit ‘3’ are shown in Fig. 4. 

         

Fig. 4. (a) Vertical profile                           Fig. 4. (b) Horizontal profile 

        

Fig. 4. (c) Left diagonal profile                       Fig. 4. (d) Right diagonal profile 
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Projection profile values obtained in all the four orientations (vertical, horizontal, 
left diagonal and right diagonal) are combined to form a single feature vector. The 
length of this feature vector is 94 (16+16+31+31=94). A feature vector representing 
the digit ‘3’ is obtained by concatenation of these four set of features and can be 
shown as:  

{0 0 3 5 3 3 5 6 9 8 5 0 0 0 0 0  
  0 6 5 3 2 2 2 3 3 3 2 1 3 7 5 0  
  0 0 0 0 2 3 3 1 1 1 1 1 4 4 2 3 2 3 2 4 2 3 3 2 0 0 0 0 0 0 0  
  0 0 0 0 0 0 0 0 2 3 2 2 2 3 5 7 6 1 1 1 2 1 2 2 3 2 0 0 0 0 0 } 

6   Classification and Recognition 

An extensive review of the literature indicates that as far as the unconstrained 
handwritten digit recognition is concerned, neural networks as a classifier are chosen 
to be the best among the others. 

6.1   Neural Network Architecture 

In the proposed problem of handwritten digit recognition, a feed forward neural 
network with one hidden layer and employing back propagation algorithm is used for 
the recognition task. The activation function for neurons of input layer is linear and 
for hidden and output layer neurons is logsig. 

The input layer has 94 neurons as it accepts the feature vector of length 94 
representing the input digit image. The output layer has 10 neurons because the 
network is used to classify 10 digits (0 to 9). The number of neurons in the hidden 
layer is obtained by trial and error and is kept 50 for optimal results. Performance 
goal is 0.001 and the maximum allowed epochs count is 100000.   

6.2   Neural Network Training 

For this experiment, a total of 750 responses are taken into consideration. Features are 
extracted for all these digit images. The feature vectors of size 94 are applied to the 
neural network for training. The output is a matrix of size 10x10 because each digit 
has 10x1 output vector. First column stores the first digit's recognition output; the 
following column will be for next digit and so on for 10 digits. For each digit, the 
10x1 vector will contain value ‘1’ at only one place. For example digit ‘0’ if correctly 
recognized, will result in [1, 0, 0, 0 …all …0] and digit ‘1’ will result in [0, 1, 0, 0 … 
all …0]. The recognition results obtained for various digits are displayed in the form 
of confusion matrix in Table 2. This confusion matrix shows the confusion among the 
recognized digits while testing the neural network for the training sample sets. 
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Table 2. Confusion matrix representing the performance of the classifier 

Digit 0 1 2 3 4 5 6 7 8 9 Success   
(%) 

0 73 0 0 0 0 0 1 0 0 1 97.33 
1 0 74 0 0 0 0 0 1 0 0 98.66 
2 0 0 74 1 0 0 0 0 0 0 98.66 
3 0 0 0 72 0 1 0 0 2 0 96.00 
4 0 1 0 0 70 0 0 3 0 1 93.33 
5 0 0 0 2 0 66 0 0 7 0 88.00 
6 1 1 0 0 0 0 69 0 4 0 92.00 
7 0 0 0 0 2 0 0 73 0 0 97.33 
8 0 0 0 1 0 0 3 0 70 1 93.33 
9 0 0 0 0 1 0 0 0 0 74 98.66 

Overall Recognition Accuracy 95.33 

7   Discussion of Results 

The network is trained with 75 sets of each digit i.e 750 digit samples (collected from 
15 writers) are there in our training database. The testing of the network is done on 
the same database used for training. The confusion among the different digits is 
explained in Table 2. Digit 0 is presented 75 times to the neural network and is 
classified 73 times correctly. Digit 0 is miss-classified one time as 6 and one time as 
9. Digit 1 is misidentified as 7 one time out of seventy five trials. Digit 7 is 
misclassified as 4 two times. Recognition accuracy for each digit (0-9) as well as 
overall recognition accuracy is displayed in the last column of Table 2. The average 
recognition accuracy of around 95% is very good for this handwritten digit 
recognition work. 

8   Conclusions and Future Directions 

The use of projection profile features in all the four directions along with back 
propagation feed forward neural network yielded the excellent recognition accuracy. 
Although the success rate of 95% is considered excellent but it is not up to the 
expectations as the testing was done on the training data itself. The performance of a 
recognition system mainly depends on the quality of samples used for training and the 
techniques employed to extract the features and the type of classifier. Preprocessing 
techniques, feature extraction techniques and the methodology used to select the 
neural network parameters can be improved to get more promising results. 
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Abstract. In recent years, dimension of datasets has increased rapidly in many 
applications which bring great difficulty to data mining and pattern recognition. 
Also, all the measured variables of these high-dimensional datasets are not 
relevant for understanding the underlying phenomena of interest. In this paper, 
firstly, similarities among the attributes are measured by computing similarity 
factors based on relative indiscernibility relation, a concept of rough set theory. 

Based on the similarity factors, attribute similarity set AS = {(A → B) / A, B are 
attributes and B similar to A with similarity factor k} is formed which helps to 
construct a directed weighted graph with weights as the inverse of similarity 
factor k. Then a minimal spanning tree of the graph is generated, from which 
iteratively most important vertex is selected in reduct set. The iteration completes 
when the edge set is empty. Thus the selected attributes, from which edges 
emanate, are the most relevant attributes and are known as reduct. The proposed 
method has been applied on some benchmark datasets and the classification 
accuracy is calculated by various classifiers to demonstrate the effectiveness of 
the method. 

1   Introduction 

Feature selection and reduct generation are frequently used as a pre-processing step to 
data mining and knowledge discovery. It selects an optimal subset of features from 
the feature space according to a certain evaluation criterion. It has been a fertile field 
of research and shown very effective in removing irrelevant and redundant features, 
increasing efficiency in data analysis like clustering and classification techniques. In 
recent years, dimension of datasets has increased rapidly in many applications which 
bring great difficulty to data mining and pattern recognition. Also, all the measured 
variables of these high-dimensional datasets are not relevant for understanding the 
underlying phenomena of interest. This enormity may cause serious problems to 
many machine learning algorithms with respect to scalability and learning 
performance. Therefore, feature selection and reduct generation become very 
necessary for data analysis when facing high dimensional data nowadays. However, 

2



128 A.K. Das, S. Sengupta, and S. Chakrabarty 

this trend of enormity on both size and dimensionality also poses severe challenges to 
reduct generation algorithms. Rough Set Theory (RST) [1, 2] is popularly employed 
to evaluate significance of attributes and helps to find the reduct. The main advantage 
of rough set theory in data analysis is that it does not need any preliminary or 
additional information about data like probability in statistics [7], basic probability 
assignment in Dempster-Shafer theory [8], grade of membership or the value of 
possibility in fuzzy set theory [9] and so on. But finding reduct by exhaustive search 
of all possible combinations of attributes is an NP-Complete problem and so many 
researchers [3-6] applied some heuristic approach for discretization and attribute 
reduction of real-valued attributes in feature selection.  

In the paper, a novel reduct generation method is proposed combining the concept 
of relative indiscernibility relation [1] of RST and Minimal Spanning Tree (MST) 
[10]. Relative indiscernibility relation induces partitions of objects from which degree 
of similarity or similarity factor between two attributes is measured and an attribute 
similarity (AS) set is obtained. Now, the attribute similarities of AS with similarity 
factor less than average similarity value are removed and a directed weighted graph is 
constructed based on the reduced AS set, where weight of an edge is the inverse of the 
corresponding similarity factor. A minimal spanning tree is obtained from the directed 
graph using [11]. The tree represents all important similarities of attributes by its 
edges which help to find out all the information-rich attributes (i.e., vertices) that 
form the reduct of the data set. To generate reduct, a root (which has no incoming 
edge) of the spanning tree is selected first and all its outgoing edges are removed. 
Then another vertex of the maximum out-degree is selected and associated outgoing 
edges are removed. This process continues until the edge set of the tree becomes 
empty and all the selected vertices form a reduct.  

The rest of the paper is organized as follows: Similarity measurements of attributes 
and subsequently reduct generation are demonstrated in section 2. Section 3 shows the 
experimental result of the proposed method and finally conclusion of the paper and 
the areas for further research are stated in section 4.  

2   Proposed Work 

The proposed method computes relative indiscernibility of the conditional attributes 
relative to the decision attribute which helps to measure the degree of similarity 
among the condition attributes. Based on the similarity of attributes a weighted 
directed graph is formed and a minimal spanning tree of the graph is obtained which 
finally generates the reduct.  

2.1   Relative Indiscernibility and Dependency of Attributes 

Let DS = (U, A, C, D) be a decision system where U is the finite, non-empty set of 
objects and A=C ∪ D such that C and D are set of condition and decision attributes 
respectively. Each attribute a∈A can be defined as a function, described in (1). 
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: → , ∀ ∈                                                            (1) 

Where, Va, the set of values of attribute a, is called the domain of a. 
For any P ⊆A, there exists a binary relation IND(P), called indiscernibility relation 

and is defined in (2). ( ) = ( , ) ∈ |∀ ∈ , ( ) = ( )                     (2) 

Where,  fa(x) denotes the value of attribute a for object x in U. Obviously IND(P) is an 
equivalence relation which induces equivalence classes. The family of all equivalence 
classes of IND(P), i.e., partition determined by P, is denoted by U/IND(B) or simply 
U/P and an equivalence class of U/P, i.e., block of the partition U/P, containing x is 
denoted by P(x). 

In the paper, relative indiscernibility relation is introduced based on the concept of 
conventional indiscernibility relation. It gives indiscernibility of objects for an 
attribute, relative to another attribute (decision attribute in this case). Every 
conditional attribute Ai of C determines a relative (to decision attribute) 
indiscernibility relation (RIR) over U and is denoted as RIRD(Ai), which can be 
defined by equation (3).  ( ) = ( , ) ∈ [ ]   [ ]   ( ) = ( )∀ [ ] ∈  ⁄      (3) 

where, [ ]  is the projection operation that selects only the conditional attribute Ai 

for the objects [x]D, ( ) and ( ) are computed using (1). For each conditional 

attribute Ai, a relative indiscernibility relation RIRD(Ai) partitions the set of objects 
into n-number of equivalence classes, defined as partition U/RIRD(Ai) or UD/Ai, equal 
to [ ] / ,  where |UD/Ai| = n. Obviously, each equivalence class [ ] /   contains 

objects with same decision value which are indiscernible by attribute Ai. 
To illustrate the method, a sample dataset represented by Table 1 is considered 

with eight objects, four conditional and one decision attribute. 

Table 1. Sample dataset 

Object Diploma(i) Experience(e) French(f) Reference(r) Decision 
X1 MBA Medium Yes Excellent Accept 
X2 MBA Low Yes Neutral Reject 
X3 MCE Low Yes Good Reject 
X4 MSc High Yes Neutral Accept 
X5 MSc Medium Yes Neutral Reject 
X6 MSc High Yes Excellent Reject 
X7 MBA High No Good Accept 
X8 MCE Low No Excellent Reject 

 



130 A.K. Das, S. Sengupta, and S. Chakrabarty 

Here, equivalence classes by IND(P) and RIRD(Ai) are formed using (2) and (3) 
respectively and listed in Table 2.  

Table 2. Equivalence classes by two different relations 

Equivalence classes by IND(P) Equivalence classes by RIRD(Ai) 
U/D = ({x1,x4,x7},{x2,x3,x5,x6,x8}) 
U/i = ({x1,x2,x7},{x3,x8},{x4,x5,x6}) 
U/e = ({x1,x5},{x2,x3,x8},{x4,x6,x7}) 
U/f = ({x1,x2,x3,x4,x5,x6},{x7, x8}) 
U/r = ({x1,x6,x8},{x2,x4,x5},{x3,x7}) 
 

UD/i = ({x1,x7},{x2},{x3,x8},{x4},{x5,x6}) 
UD/e = ({x1},{x5},{x2,x3,x8},{x4,x7},{x6})  
UD/f = ({x1,x4},{x2,x3,x5,x6},{x7},{x8}) 
UD/r = ({x1},{x6,x8},{x2,x5},{x4},{x3,x7}) 
 

2.2   Formation of Attribute Similarity Set Using Similarity Measurement 

An attribute Ai is similar to another attribute Aj in context of classification power if 
they induce the same equivalence classes of objects under their respective 
indiscernibility relations. But in real situation, it rarely occurs and so similarity of 
attributes is measured by introducing the similarity measurement factor which 
indicates the degree of similarity of one attribute to another attribute. Here, an 
attribute Ai is said to be similar to an attribute Aj with degree of similarity (or 

similarity factor) δ , and is denoted by 
δ ,

 if the probability of inducing the same 

equivalence classes of objects under their respective relative indiscernible relations is 

(δ , ×100)%, where δ ,  is computed by equation (4).  , = | ⁄ | ∑ |[ ] ⁄ | max[ ]A D⁄ ∈ UD A⁄ [x]A D⁄ [x]A D⁄  [ ] ⁄ ∈ ⁄         (4) 

It is quite obvious that δ ,  would have value 1 if Ai and Aj have exactly similar 
classification pattern. For each pair of conditional attributes (Ai, Aj), similarity factor 

is computed by (4). High value of similarity factor of Ai→Aj means that the relative 
indiscernibility relations RIRD(Ai) and RIRD(Aj) produce highly similar equivalence 
classes. This implies that both the attributes Ai and Aj have almost similar 

classification power and so Ai→Aj is considered as strong similarity of Ai to Aj. 

Since, for any two attributes Ai and Aj, two similarities Ai→Aj and Aj→ Ai are 
obtained, only one with higher similarity factor is selected in the list of attribute 

similarity set AS. Thus, for n attributes, 
( )

 similarities are selected, out of which 

some are strong and some are not. Out of these, the similarities with δ ,  value less 

than the average δf value are discarded and rest is considered as the set of attribute 

similarity AS. So, each element x in AS is of the form x: Ai→Aj such that Left(x)=Ai 
and Right(x)=Aj. The algorithm “ASS_GEN” described below, computes the attribute 
similarity set AS.  
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Algorithm: ASS_GEN(C, δf)  
/* Computes attribute similarity set {Ai→Aj} */ 
Input: C = set of conditional attributes and δf = 2-D matrix 
containing similarity factors between each pair of conditional 
attributes, obtained using (4).  
Output: Attribute Similarity Set AS  
Begin 

AS = {}, sum_δf = 0; 
/* compute only n(n – 1)/2 elements in AS */ 
for i = 1 to |C| - 1 { 
for j = i+1 to |C| { 

if(δ , > δ , ) {sum_δf = sum_δf + δ
,
; 

  AS = AS∪ {Ai→Aj}} 

else{sum_δf = sum_δf +δ
,
; AS = AS ∪ {Aj→ Ai}} 

}} /* end of i and j loops */ 

/* modify AS to store only {Ai→Aj} for which δ
, >avg_δf */ 

  ASmod = {}; avg_δf = 
 × _δ| |(| | ) ; 

  for each {Ai→Aj}∈ AS { if(δ , > avg_δf){ 
ASmod = ASmod∪{Ai→Aj}; AS = AS – {Ai→Aj}} 

  } 
  AS = ASmod 
End. 

Initially, algorithm “AS_GEN” selects AS = {i→f, i→ r, e→i, e→f, e→ r, r→ f} and 
constructs Table 3. As the average similarity factor avg_δf = 0.786 which is less than 
the similarity factors for attribute similarities i→f, e→i, e→f and r→f, the modified 
attribute similarity set AS = {i→f, e→i, e→f, r→f }. 

Table 3. Selection of attribute similarities in AS 

Attribute Similarity 
( Ai→Aj; i ≠ j and  δ , >δ ,  ) 

Similarity Factor of 
Ai→Aj (δ , ) 

δ , >  

i→f ,  = 0.8 Yes 

i→r ,  = 0.7  

e→i ,  = 0.83 Yes 

e→f ,  = 0.83 Yes 

e→r ,  = 0.76  

r→f ,  = 0.8 Yes 

Average f 0.786 
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2.3   Minimal Spanning Tree Generation of Attribute Similarity Graph 

The minimized attribute similarity set  = ,  contains the set of 

pairs of attributes that are most strongly related to each other. To generate a reduct, 
firstly this set is represented by a directed graph, called attribute similarity graph 
(ASG). The vertices of ASG are the conditional attributes present in the set AS and 

weighted edge exists from attribute Ai to attribute Aj with weight ,  if 
,

 ∈ 

AS. Thus, attribute similarity Ai→Aj with , = w, present in set AS is represented by 

a directed edge from vertex Ai to vertex Aj with weight w. The ASG, therefore, 
represents the total similarity structure of the similarity set AS. Some vertices in the 
ASG may have multiple incoming edges which imply that a particular vertex v is 
similar to more than one other vertex. Without loss of generality, if one of these 
vertices to which v is the most similar can be identified, the other edges incident on v 
may be dropped. To construct the minimal spanning tree, weights associated to each 
edge of the directed graph ASG are inversed and Chu-Liu/Edmond’s Algorithm [11] 
is applied. In the process, the vertices that have only outgoing edges and no incoming 
edges are considered as the good candidates for the selection of a root. If more than 
one such vertex exists, then they are fused to form a single vertex. So, before 
construction of the minimal spanning tree, ASG is modified to merge all the nodes 
with in-degree zero to a single node and considered it as the root of the graph. 

Algorithm: MST_GEN(AS)  
/* generates minimal spanning tree of ASG */ 
Input: AS = modified attribute similarity set obtained from 
ASS_GEN algorithm.  
Output: Rooted Directed Minimal Spanning Tree M  
Begin 

Construct weighted graph ASG = (V, E) from AS, where 

V = {Ai | Ai ∈ Left(x) ∪ Right(x), ∀x ∈ AS} 

     = A , A A , A ∈ AS  

/* Merge nodes with in-deg zero to create a new node */ 
Root = { }  

for each vertex Ni∈ V {if(in_deg(Ni) = 0){ 

Root = Root ∪ {Ni}  

Modify ASG by fusing all vertices in Root}} 

for each edge A , A ∈ E , = ( , )  

/* Compute MST of ASG using Chu-Liu/Edmond’s algorithm */  
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for each vertex v ϵ V – Root                             
select the entering edge with the smallest cost; 
Let S = selected |V - Root| edges; 
Repeat { 
  If (no cycle) MST(V, S) is a minimal Spanning Tree; 
  Else {for each cycle formed { 
  Merge vertices in cycle to a new vertex (k); 
  Modify the cost of each edge which enters a  vertex(j)     
in the cycle from some vertex(i) outside the cycle using 
c(i,k)=c(i,j)-(c(x(j),j)- min_{j}(c(x(j),j), where c(x(j),j) 
is the cost of the edge in the cycle which enters j;} 
  For each new vertex { 
   Select the entering edge with smallest modified cost 
   Replace the existing edge by the new selected edge}  
Until(no cycle formed); 
End. 

The attribute similarity graph (ASG) generated from set AS, modified ASG and 
corresponding minimal spanning tree (MST) are shown in Fig. 1(a), Fig. 1(b) and Fig. 
1(c) respectively.  

 

                 Fig. 1. (a) ASG                              (b) Modified ASG           (c) MST of Fig. 1(b) 

2.4   Reduct Generation 

The above generated rooted directed minimal spanning tree would give the highest 
similarities between the attributes. In the final stage, the maximal spanning tree is 
searched to find the vertex with highest out-degree. The vertex with highest out-
degree is an attribute to which most number of other attributes is similar. So, this node 
is added to the initially empty reduct set and its out-going edges are removed from the 
tree. This process of trimming the edges of the tree and adding the vertex (attribute) to 
the reduct set continues till the edge set of the tree becomes empty and thus final 
reduct is obtained.  

Algorithm: RED_GEN(MST)  
/* generates reduct from rooted directed minimal spanning tree 
of ASG */  
Input: MST(V, S) = Rooted Directed Minimal Spanning Tree  
Output: Reduct 

Begin 

R = { } 
order[V]= array of vertices of MST sorted in descending order 
of their out-degree 
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for i = 1 to |V| {  
 Remove outgoing edges from vertex order[i] 

 R = R ∪{order[i]} 
  if (S = Φ) return (R)}  

End 

Reduct generated from Fig. 1(c) is {e, r} as shown in Fig. 2. 

 
Fig. 2. Reduct Generation from Minimal Spanning Tree 

3   Experimental Results 

The proposed method computes a single reduct for datasets collected from UCI 
machine learning repository [12]. To measure the efficiency of the method, k-fold 
cross-validations, where k ranges from 1 to 10 have been carried out on the dataset 
and classified using “Weka” tool [13]. The proposed method (PRP) and well known 
dimensionality reduction methods, such as, Cfs Subset Evaluation (CFS) method [14] 
and Consistency Subset Evaluator (CON) method [15] have been applied on the 
dataset for dimension reduction and the reduced datasets are classified on various 
classifiers. Original number of attributes, number of attributes after applying various 
reduction methods and the accuracies (in %) of the datasets are computed and listed in 
Table 4, which shows the efficiency of the proposed method. 

Table 4. Accuracy Comparison of Proposed, CFS and CON methods 

Classifier 

Wine (13) Heart (13) Glass (9) 

PRP 
(9) 

CFS 
(8) 

CON 
(8) 

PRP  
(9) 

CFS 
(8) 

CON
(11) 

PRP 
(8) 

CFS 
(7) 

CON 
(9) 

Naïve 
Bayes 

93.70 94.80 95.30 83.27 84.38 85.50 67.28 43.92 47.20 

SMO 94.91 94.30 93.74 83.27 84.75 80.38 64.48 57.94 57.48 

KSTAR 95.48 92.17 93.17 83.81 82.15 81.78 83.64 79.91 78.50 

Bagging 92.09 90.35 90.91 82.52 82.52 83.64 76.63 73.83 71.50 

J48 92.65 92.17 92.61 82.89 80.52 81.15 70.09 68.69 64.20 

PART 92.09 90.17 91.17 79.43 81.41 78.55 75.23 70.09 68.60 

Average 92.64 92.30 92.80 82.53 82.60 81.80 68.50 63.20 62.10 
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4   Conclusion and Future Enhancements 

The paper describes a new method of attribute reduction using minimal spanning tree. 
It does not use any heuristic algorithm which gives good result only if the heuristic is 
powerful. The results show that the new method is good enough and often gives better 
accuracy than the existing ones in most of the cases. Future enhancements to this 
work may include generation of all possible maximal spanning trees to compute 
multiple reduct sets and finally select the best one for classification. 
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Abstract. Damages of rice crops can be averted by taking corrective measures 
at an early stage based on the classification of diseases of rice plants. The paper 
aims at developing an appropriate data mining methodology to extract 
knowledge about the characteristics of diseases by analyzing the images 
acquired from the field. Since all features are not equally involved in classifying 
diseases; selection of optimum features is a challenging task to address the 
problem.  The work is performed in three steps. Firstly, thirty six features of 
different category are extracted from the diseased plant images using image 
processing techniques. Then, images with respect to each attribute are clustered 
by k-means algorithm where k is the number of class labels of the diseases. 
Cluster validity indices are computed using the proposed and existing 
techniques. Finally, all the computed indices are fused and based on that score 
of the attributes is calculated. The attributes having scores greater than average 
score are considered as optimal feature set. With the reduced feature set, 
classification accuracy is calculated by applying the proposed method on four 
hundred fifty infected rice plant images and compared with other classifiers 
demonstrating effectiveness of the proposed model.  

Keywords: Rice Diseases, Image Processing, Feature Selection, Cluster 
Validations, Misclassification. 

1   Introduction 

With the advancement of cost effective computer and internet technology, application 
of technology becomes an integral part in our daily life, including agro business [1], 
weather forecasting [2], GIS based production and damage measurement [3] and 
precision agriculture [4-6]. Precision agriculture concentrates on providing the means 
for observing, assessing and controlling agricultural practices in order to develop an 
automated system of crop management. It also takes into account the pre- and post-
production aspects of agricultural enterprises. The objectives of precision agriculture 
are profit maximization, agricultural input rationalization and environmental damage 
reduction, by adjusting the agricultural practices to the site demands. The challenge  
of the precision approach is to equip the farmer with adequate and affordable 

2



138 S. Phadikar, A.K. Das, and J. Sil 

information and control technology. Plant disease is one of the crucial causes that 
reduces quantity and degrades quality of the agricultural products. Rice is second 
largest crop produce in the World and the first largest crop in India.  Thus automatic 
diagnosis of rice plant diseases plays a significant role not only from researcher’s 
point of view but also from the economical view. One of the most significant 
branches in precision agriculture is to automatic diagnoses of the field problem at an 
early stage to minimize the use of pesticides and that maximizes the productivity.  

The automatic disease diagnosis system found in the literature [5-6] uses several 
features like textures [7-8], color, shape and several other features of the images to 
detect the diseases However, use of too many features for disease detection makes the 
system not only complex, but it also compromise with the accuracy of classification 
due to redundancy and noise in the extracted features. Therefore, selection of 
optimized feature set by image analysis is an important activity for obtaining better 
prediction accuracy in diagnosis of diseases classification. 

Data mining and soft computing techniques [9-11] are applied to discover 
knowledge of plant diseases by deriving classification rules comprise of 
characteristics of diseases and their class labels, reported in [6,10]. Analysis of 
diseased images reveal the fact that accurate diagnosis depends on the visual 
properties of the plants such as change of color, shape, orientation (textures) of the 
infected portion of the images. One of the most important problems of the automatic 
diagnosis process is to identify the significant information from large volume of data 
using appropriate data mining techniques. Therefore, feature selection [12-13] has 
become an important pre-processing step to reduce complexity in building an efficient 
classifier [14] for diagnosing the diseases.  

In the proposed method, different diseased rice plant images acquired from the rice 
field are used as training dataset to build the classifier. Various types of image 
features are extracted using image processing techniques and categorized based on 
colors, shapes and texture. Change of color, deviation from the actual shape and non-
uniformity of the infected leaf provide important information to diagnose the diseases. 
Following steps are performed to select only the important features from the datasets. 

(i) Images are clustered with respect to each attribute by k-means algorithm where 
k is the number of class labels of the diseases. Considering actual class labels of the 
objects given in the dataset, minimum number of misclassified objects for each cluster 
is calculated and finally misclassification indices (MI) of the attributes are obtained. 
Lower the index value of an attribute implies more important the attribute is. 

(ii) Corresponding to each attribute, the objects are partitioned into different 
classes based on their actual class labels. Then, the validity indices such as Dunn’s 
Index (DI) [15], DB index (DB) [16] and CS Index (CS) [17] of clusters (here, 
classes) are computed by different cluster validation techniques [18]. Lower the DB 
and CS values and higher the DI value of a cluster imply more important the 
corresponding attribute is. 

(iii) Since, higher the DI value implies more important the corresponding attribute, 
so lower the inverse of DI value implies more important the attribute is. Now, fusing 
the inverse of DI value and values of other indices computed indices, score of the 
attribute is generated and the attributes with less than average score are considered as 
optimal feature set.     



 Misclassification and Cluster Validation Techniques for Feature Selection 139 

The rest of the paper is organized as follow: Section 2 describes the image acquisition 
and feature extraction methods. Feature selection process has been described in 
section 3. Section 4 describes the results of the proposed method and compares it with 
different feature selection methods to demonstrate the efficiency of the method. 
Finally, conclusion has been summarized in section 5.   

2   Feature Extraction 

Plant disease is one of the crucial causes that reduces quantity and degrades quality of 
the agricultural products. Rice is second largest crop produce in the World and the 
first largest crop in India.  Thus automatic diagnosis of rice plant diseases plays a 
significant role from environmental and economical point of view. Most common rice 
plant diseases [19-21] such as Brown spot, Leaf blast, and Sheath rot are considered 
in the paper to design a classifier with three different class labels. Among these 
diseases, in open eye classification of Leaf blast and Brown spot becomes very 
difficult [20]. Therefore, a computational approach has been proposed to develop an 
automated system for diagnosing the diseases. 

Data for the proposed classification method has been extracted using the following 
two steps. 

1. Image acquisition  
2. Segmentation  

2.1   Image Acquisition 

For the proposed work sample images have been acquired from the rice field of 
various rice growing districts in West Bengal, India. Acquired images are then 
verified and vetted by agro scientists for obtaining the disease class labels, considered 
as actual class label. After acquisition, select only the infected portion surrounded by 
some normal portion is cropped. Then noises due to dust, spores and water in the 
images are filtered by applying median filter of size 5× 5 to obtain resultant images, 
shown in Fig. 1. 

 

Fig. 1. The preprocessed images (a) Leaf infected by Brown Spot (b) Leaf with Blast diseases 
(c) Stem with Sheath rot   

2.2   Segmentation 

Literatures in the field of agriculture [19-21] suggest that the shape of the spots, 
change of color and the orientation of colors and shapes in the infected portion 
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(texture) provide important information for classification of diseases.  So features are 
grouped based on, shape, color and texture features to classify the diseases. 

In order to extract all these features, infected portion of the spot has been separated 
from the normal portion. First the color images of RGB (Red Green and Blue) plane 
is converted into HSV (Hue, Saturation and Value) plane and by applying Otsu’s 
threashold based segmentation [22] in the Hue plane, segmented images are obtained 
shown in Fig. 2.  

   

Fig. 2. (a) Segmented brown Spot Image (b) Blast image (c) Sheath rot image 

2.2.1   Shape Based Features 
It has been observed that the spot created by Brown spot  disease are oval shaped, 
elliptical shape is due to Leaf blast disease with pointed end and Sheath rot disease 
damages the leaf with irregular spots. Different features which can predict the shape 
of the spot formed due to different diseases are extracted by applying geometrical 
computation methods.  Area (AR) of the infected spots, Sharpness (SH), Area-
discrepancy (AD) deviation of area form the boundary ellipse, Perimeter (PR), Eigen 
values (EV), Aspect-ratio (ASR) and seven central moments [23] of degree three, 
invariant to scaling, translation and rotation are computed as shape based features to 
detect the diseases as listed in Table 1. 

2.2.2   Color Based Features 
Color of the Center and boundary of the spots are distinct for different diseases. Color 
features are obtained by calculating mean (M) and standard deviation (SD) of the 
pixels within the spots, considering three classical planes; red (R), green (G) and blue 
(B). Color features are extracted from the center of the spots (CR), Boundary of the 
spots (BR) and back ground (BC) of the segmented images. 

All 36 extracted features are listed in Table 1 using their abbreviated name. For 
example, BC_M_R, and BC_SD_R represent mean (M) and standard deviation (SD) 
of the spot in the background region (BC) by considering red (R) color plane.  

2.2.3   Texture Based Features 
Orientation of colors and shapes is represented by the image texture. Different texture 
features extracted from the diseased images are energy (EG), entropy (ET), contrast 
(CT), homogeneity (HG) and co-relation (CR), as listed in Table 1. 
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Table 1. Describe various extracted features of Rice Plant Images 

Feature Category Feature Names
Colour Features BC_M_R, BC_SD_R, BC_M_G, 

BC_SD_G, BC_M_B, BC_SD_B,  
BR_M_R, BR_SD_R, BR_M_G, 
BR_SD_G, BR_M_B, BR_SD_B, 
CR_M_R, CR_SD_R, CR_M_G, 
CR_SD_G, CR_M_B, CR_SD_B 

Shape Features AR, SH, AD, PR, EV, ASR, φ1, φ2, φ3, φ4, 
φ5, φ6, φ7 

Texture Features EG, ET, CT, HG, CR

3   Optimum Feature Selection 

Once the features are extracted, the decision table is constructed with 36 features of 
450 infected rice plant images and three disease class labels as describe in section 2. 
To reduce the complexity of classification, proposed method redefines the decision 
table by selecting only the relevant features without compromising its accuracy. The 
set of relevant features, called reduct [12-13] determines the optimal set of features 
for diagnosing the diseases.  

First of all, the objects (images) are classified into k number of classes based on 
their actual class labels in the decision table where CLASS = {CLASS1, CLASS2, …, 
CLASSk} and k is the number of class labels. Now for each feature or attribute At ∈ 
{A1, A2, …, An}, the images are partitioned into k clusters CLUS = { CLUS1, CLUS2, 
…, CLUSk }, using k-means clustering algorithm. Hence a one to one correspondence 
is required between actual classes of the objects and their presence in the clusters so 
that misclassification of the objects becomes the minimum. So, for each permutation < , , … , > of clusters in CLUS, a one to one correspondence is 
considered based on their positions and misclassification index (MI) of the text 
images with respect to attribute At is computed using (1). The minimum value of MI 
is the final misclassification index value of At. Lower the index value of an attribute 
implies more important the attribute is.     ( ) =  ∑ | | [  ]   (1) 

Corresponding to each attribute, the objects are partitioned into different classes based 
on their class values. Then, the validity indices such as Dunn’s Index (DI), DB index 
(DB) and CS Index (CS) of clusters are computed by different cluster validation 
techniques [15-18]. Lower the DB and CS values and higher the DI value of a cluster 
imply more important the corresponding attribute. Since, all computed indices except 
DI index are lower for better cluster, so score of the attribute is obtained by averaging 
MI, DB, CS and inverse of DI index where, lowest score gives most important 
attribute. Same process is followed to compute the score of all attributes and the 
attributes with final score greater than the average final score are selected as optimal 
feature set or reduct.  
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Detailed algorithm for optimal reduct generation has been given below: 

Algorithm:: Reduct_Generation( DATA, REDUCT) 
 /*DATA is a two dimensional matrix of size M ×(N+1) 
where M is the Number of images and N is the number of 
features and last column contains the decision value. 
REDUCT is the selected features */ 
 Begin 

1. Initialize REDUCT = Ø and K = number of distinct 
values in decision attribute. 

2. Let CLASS = {CLASS1, CLASS2, …, CLASSk} is the 
classes of objects based on decision values. 

3. Let A = {A1, A2, …, An} be the feature set.   
4. For I =1 to n 

a. Apply K-mean Clustering on attribute AI and 
obtain clusters CLUS = { CLUS1, CLUS2, …, CLUSk } 

b. MI(AI) = ∝ 
c. For each permutation CL= , , … , } of 

CLUS   
    /*Compute misclassification index*/ 

 (i)δ =  ∑ | | [  ]     
 (ii)IF (δ < MI(AI))THEN MI(AI) = δ    
   

d. Determine Dunn’s Index (DI), DB index (DB) 
and CS Index (CS) of clusters obtained for 
attribute AI. 

e. SCORE(AI)=( + + +  ( ) ) 4⁄   
5. Calculate average score AVG_SCR from SCORE. 
6. For  I=1 to n  

    IF(SCORE(AI)< AVG_SCR)  
       REDUCT = REDUCT ∪ {AI} 

 7. Return (REDUCT) 
End 

4   Result and Discussion 

The proposed method is applied on a dataset generated from 450 infected rice plant 
images of three diseased classes (brown spot, blast and sheath rot), with 36 features. 
Sample datasets for different kinds of features, calculated using the methodologies is 
described in section 2. For each of 36 features MI, DI, DB and CS indices are 
calculated and finally, based on their scores 18 features have been selected, which 
includes {BR_M_G, BR_SD_R, BR_SD_G, BR_SD_B, BC_M_G, BC_DS_R, 
BC_DS_G, CR_M_R, CR_M_G, CR_M_B, CR_SD_G, CR_SD_R, CR_SD_B, ET, 
AR, EG, HG, PR}. Thus, the proposed method selects 18 features, whereas, “Cfs 
Subset Eval” (CFS) method selects 19 features and “Consistensy Subset Eval” (CON) 
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with Rank Search method finds 20 features out of thirty-six extracted features of the 
disease images. So the rate of dimensionality reduction is higher for the proposed 
method compare to the existing methods. The method does not reduce dimension of 
data by losing its decision making capability, rather it provides compatible 
classification accuracy obtained by various classifiers when run using “weka” tool 
[24] where 10-fold cross-validations are carried out, as listed in Table 2. In Table 2, 
other dimension reduction methods like “Principal Component Analysis” (PCA), 
“Chi-Squared Attribute Eval” (CHI), “Classifier Subset Eval” (CLS) and “Support 
Vector Machine Attribute Eval” (SVM) are used where first eighteen ranked 
attributes are considered for classification, as the proposed method selects only 
eighteen attributes. The accuracy of classifiers shows that the proposed method is at 
least comparable with other dimensionality reduction methods. 

Table 2. Accuracy of Different Classifier for Reduced Dataset 

Classifier 
Proposed 
Method 

PCA CHI CLS SVM CFS CON 

C4.5 86.21 83.79 84.6 84.85 84.34 84.85 84.85 

PART 87.59 87.77 84.85 84.45 84.34 86.36 87.12 

K-STAR 89.63 88.05 91.16 89.65 89.9 86.87 88.89 

NaïveBaye’s 85.8 83.74 79.55 80.3 85.61 84.09 80.05 

SMO 89.88 88.33 88.89 88.13 90.44 89.39 89.14 
Boosting 78.1 74.44 75.25 75.25 75.76 75.5 75.25 

Bagging 87.86 86.56 86.11 85.61 85.61 86.62 86.11 

MCS 91.65 88.63 90.4 89.5 92.42 90.4 90.66 
Average 87.09 85.16 85.10 84.72 86.05 85.51 85.26 

5   Conclusion 

The proposed method encompasses a novel strategy in dimensionality reduction by 
attribute clustering based on the classification ability of the individual attribute in the 
system. To improve the performance of the system well known cluster validation 
indices such as Dunn’s Index (DI), DB index (DB) and CS Index (CS) are clubbed 
with the proposed attribute ranked method based on misclassification of images. The 
rate of dimension reduction of the rice plant image dataset is measured and compared 
with existing methods as well as the classification accuracy with reduced dataset is 
calculated by various classifiers to measure the effectiveness of the method. 
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Abstract. In the present work, a novel Genetic Algorithm (GA) and Support 
Vector Machine (SVM) based multistage recognition strategy has been 
developed to recognize handwritten Bangla Compound characters. The 
developed algorithm identifies optimal local discriminating regions in the 
second pass of the multistage approach, within each group of pattern classes 
identified by the first pass classifier. The developed technique has been used to 
evaluate handwritten Bangla Compound characters having 8254 numbers of 
samples of 171 character classes. These 171 classes of characters are eventually 
distributed among 199 pattern classes, where some character classes share 
multiple pattern shapes. Employing the GA-SVM powered region optimization 
in the second pass, we have obtained an accuracy of 78.93% on 171 character 
classes, which is a clear 2.83% improvement over the result achieved by the 
corresponding single pass approach. 

1   Introduction 

In any complex character recognition problem, multiple classifiers are often used to 
decide on the label of an unknown test pattern.  In such systems, classifiers are either 
used concurrently or in sequential stages. In a concurrent classifier combination 
approach[1], the weakness of one classifier can be complemented by the strength of 
another classifier. In contrast, a multi-stage approach [2], is preferred by the research 
communities due to its simple and hierarchical approach. For example, in a typical 
two-pass classification scheme, the first-stage classifier produces a coarse 
classification decision on the basis of some global features extracted from the 
unknown pattern. The next-stage classifier(s) then refines the coarse classification 
decision to produce the final classification decision on the basis of some local features 
extracted from the character pattern. Actions of the two classifiers, which work in 
sequence, thus constitute two passes of the classification process. While the design of 
the first-pass classifier is relatively simple but in the second-pass challenge exists in 
selection of optimal local features from discriminating sub-images. This motivates us 
to develop a novel Genetic Algorithm (GA)–Support Vector Machine (SVM) based 
multistage strategy for recognition of handwritten Bangla Compound characters.  
                                                           
* Corresponding author. 
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2   The Present Work 

In the present work, we have developed multistage recognition strategy using GA-
SVM combination for recognition of handwritten Bangla Compound characters. 
Bangla, the second most popular script in India is enriched with more than 260 
Compound characters apart from 50 Basic characters and 10 Numerals. A Compound 
character is a complex shaped character, which consists of two or more Basic 
characters, pronounced simultaneously in words of Bangla language. The shapes of 
compound characters are very complex and some compound characters resemble pair-
wise so closely that the only small sign of differences such as short or long straight 
lines, circular curves etc. left between them. Therefore, it is often difficult to identify 
those characters without analyzing the context, especially for handwritten documents. 
Moreover the shapes and number of compound characters varies with time. From a 
recent survey conducted by the same author, it has been revealed that the count of 
popularly used compound characters is about 269. But for the present work, we have 
considered only 171 compound characters after discarding the characters with Reph 
and Ya-phala. Also, due to having more than one shape for some compound 
characters, the number of pattern classes becomes 199.  Therefore, apart from the 
large number of pattern classes, here we have to deal with those shape similarities.  

Some research have already been done on recognition of handwritten Basic 
characters, and numerals of Bangla script[2-4]. Despite such efforts, the OCR of 
Bangla script remains incomplete without detailed research on compound characters. 
There are three earlier instances of works on handwritten Bangla Compound 
characters[5-7] in the literature.  In[5], Pal et al. used Modified Quadratic 
Discriminant Function (MQDF) with the directional information obtained from the 
arc tangent of the gradient to recognize 138 class compound characters of 20543 
samples.  In one of our earlier works,[6] a technique for recognition of handwritten 
Bangla Compound characters was proposed with a discussion on the potential 
problems of Bangla Compound character recognition. The methodology was used for 
top 55characters according to their frequency using quad tree based longest run 
feature. In another work[7], the 55 compound characters combined with 50 basic 
characters were used for recognition. Shadow and quad tree based longest run features 
are used there with Multi-Layer Perceptron (MLP) and SVM. From the above 
discussion, it is evident that Bangla Compound character recognition is a difficult, yet 
essential and under studied problem in OCR research. 

From our earlier experience on development of handwritten OCR researches[8], we 
have found that the use of multistage/hierarchical approach instead of single stage 
approach ameliorates the recognition accuracy, especially when the number of classes 
is large. This is because, usage of designed-for-all global features is found to be 
incapable in estimating reasonable class boundaries in the feature space for large 
number of classes.  

In the first stage of the present work, all the 199 characters are classified using 
SVM classifier based on some global feature descriptors along with the local features 
covering the entire image. From the confusion matrix prepared from the classification 
result we have found that there exist some groups of character patterns for which 
within-group mutual misclassification rate is high. We have attempted to utilize this 
potentially useful information and developed a pre-classification group formation 
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algorithm to identify potential clusters of mutually misclassifying patterns from the 
said confusion matrix.  

In the finer classification stage, for each multiclass group of pattern classes, 
separate classifiers are custom designed with prudent choice of local features. In this 
stage, the selection of optimum local features is done heuristically from the region(s) 
where the patterns of different classes of the same group differ significantly from each 
other. A GA[9]based optimization strategy is employed in this work for this purpose.  

After finer classification of different groups of patterns, the total number of 
classified pattern classes still remains 199, whereas the actual number of compound 
character classes is 171. We then use a mapping technique to finally get back the 
actual class labels and evaluate the recognition accuracy. Fig.1shows a schematic 
structure of the designed framework, while the following subsection describes the 
different global and local features.  

 

Fig. 1. Schematic structure of the present work 

2.1   Design of the Feature Set 

For classification of character patterns we have used different structural/topological 
features extracted either from the entire pattern image (global features) or from some 
local regions of the image (local features). We have used modified shadow 
features[7], octant-centroid features[7], Quad-tree based longest run features[7, 10] 
and different topological attributes of the character patterns like loop count[10], 
diagonal and angular distances as  global features.  Longest run features are also used 
as local features in different groups of characters in addition to the global features. A 
brief introduction of different distance and diagonal features are described below. 
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Distance. For computing these features, some fiducial points on the character patterns 
are identified and the distance between a pair of such points is considered as a 
topological information about the character pattern. Description of various distance 
features, considered in the present work are given below. All the distance values are 
normalized by dividing each of them either by the length of diagonal of the bounding 
rectangle (for feature#1-8) or by the horizontal width of the bounding rectangle (for 
feature #9-12). 

Angle. Angle subtended by a line joining two fiducial points on the character patterns 
with respect to the horizontal direction is another type of topological feature 
considered in the present work. Here the angle subtended by the lines joining the 
fiducial points of distance features #3 and #4 with the horizontal direction are taken as 
two angle features (Fig.  2(h)). 

 

Fig. 2. Illustration of different distances and angle features (a)Features #1 (b)Features #2 
(c)Features #3 (d)Features #4 (e)Features #5-8 (f)Features #9-10 (g) Features #11-12 (h) Angle 
subtended by distance feature 3 and 4 with the horizontal line 

Design of the multi stage character recognizer. We have evaluated the above multi 
stage approach on the handwritten Bangla Compound character database[11] entitled 
as CMATERdb 3.1.3 which was prepared in CMATER Laboratory, Jadavpur 
University, Kolkata, India. The database consists of 33282 training and 8254 test 
samples. It is noteworthy to mention that before evaluation all the pattern classes 
considered in our experiment are normalized to 96X96 pixels after binarization. 

First stage classification. It is already been mentioned that our dataset is divided into 
training and test sets. For formation of groups, first we have generated a validation set 
consisting of randomly chosen 1/3rd  data samples from each training class.  Then, the 
rest of the samples of training classes are used to train with SVM classifier using all 
139 features described above. The trained classifier is used to obtain the recognition 
accuracy on validation set. The confusion matrix generated after adding the three 
confusion matrices over the different validation set is used to identify different groups 
of mutually misclassifying patterns. An automatic grouping algorithm has been 
developed to select the number of groups and their members from the large confusion 
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matrix (of order 199x199).From the algorithm we have obtained 26 pattern groups 
having at least two mutually misclassifying pattern classes. 94 pattern classes 
belonging to the above 26 groups are shown in Fig. 3. The remaining 105 pattern 
classes are considered as singleton groups. 

After formation of groups, all the pattern classes of each multiclass pattern groups 
are labeled with a single group identity and SVM classifier is again trained for all the 
multiclass pattern groups along with single class pattern groups using all the 139 local 
and global features. The main objective of it is to increase the recognition accuracy 
for each group. This is highly desirable since if an unknown pattern class is wrongly 
classified into a group other than the true one in the first stage, nothing could be done 
to refine this decision in the second stage. 

Table 1. Description of different distance based features 

Feature  # Chosen fiducial points 

1 
Two farthest character pixels along the diagonal from top-left corner 
to the bottom-right corner of the bounding rectangle( 
Fig.2(a)). 

2 
Two farthest character pixels along the diagonal from top right corner to 

bottom left corner of the bounding rectangle(Fig 2.(b)). 
3 Top left and bottom right character pixels(Fig.  2(c)). 
4 Top right and bottom left character pixels(Fig.  2(d)). 

5-8 
The corner points of the bounding rectangle and the corresponding diagonally 

nearest character pixels. (Fig.  2(e)). 

9-10 
Left edge of the bounding rectangle and horizontally farthest rightmost 

character pixels in quadrants 2 and 3(Fig.  2(f)). 

11-12 
Right edge of the bounding rectangle and horizontally farthest rightmost 

character pixels in quadrants 1 and 4(Fig.  2(g)). 

Second stage Classifiers for individual groups. For discrimination between similar 
looking pattern shapes, human cognition system generally tries to locate the region(s) 
of dissimilarity among the pattern shapes in each group and then focuses on those 
regions to recognize the pattern shapes. In the first stage classification we have 
considered local features from all local regions covering the entire character image so 
that the recognition accuracy of each group remains high. In the second stage, our 
objective will be to find out the set of local regions for each group which provides 
discriminatory information about the pattern classes in that group setting aside the 
other local regions which might lead to ambiguity. But identification of the proper set 
of regions needs thorough experimentation because it requires exploring huge search 
space if we check all the combinations of local regions. To overcome the problem we 
have applied GA[9], a heuristic iterative searching methodology which is free from 
the problem of sticking at local minima. GA is also used to find out the optimal set of 
sub-regions on the character images for each group of character classes. To 
implement GA, we have used 64 longest run features extracting from 16 regions 
generated from quad tree of depth two, partitioning along with global features 
described in section 2.1. During implementation of GA, various combinations of local 
regions are represented as chromosomes where each gene corresponds to a particular 
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the all local regions both in terms of recognition accuracy as well as the number of 
features.  Here true classification is done after combining classification result of 102 
classes with the group classification.  Thus we get recognition of 78.93%. It is worthy 
to mention that in the multistage approach proper coarse classification is not possible 
at the first stage due to the existence of multiclass in the same group. The recognition 
performance of the multistage classification is compared with the coarse classification 
designed for the same. We have obtained recognition accuracy of 76.10% for the 
coarse classification of 171 character classes. Thus an improvement of 2.83% is 
observed after implementation of multistage approach. As direct comparison of the 
obtained result is not possible due to lack of a globally accessible database for 
handwritten Bangla Compound characters, here we have designed Table 3 for citing 
other sort of works on compound character recognition. 

Table 2. Comparison of the recognition rates obtained with features extracted from all local 
regions and with features from optimally selected regions 

 Recognition rate (%) 
Number 

of regions
selected 

 Recognition rate (%) 
Number of 

regions 
selected by 

GA 
Group # Features from 

all local regions 

Optimally 
selected 

regions by 
GA 

Increments Group
# 

Features 
from all 

local 
regions 

Optimally 
selected 

regions by 
GA 

Increments 

1 92.05 94.318 2.268 7 14 76.1 87.61 11.51 9 

2 71.62 84.08 12.46 5 15 79.05 97.29 18.24 5 

3 85.41 95.83 10.42 5 16 75 90.38 15.38 5 

4 63.41 71.54 8.13 10 17 74.14 84.79 10.65 3 

5 96.93 100 3.07 4 18 69.54 83.63 14.09 5 

6 81.28 88.17 6.89 9 19 70.83 80 9.17 2 

7 82.14 96.42 14.28 2 20 74.66 93.33 18.67 5 

8 67.41 83.031 15.62 6 21 97 98 1 6 

9 58.84 79.83 20.99 4 22 73.23 91.54 18.31 7 

10 72.67 81.39 8.72 6 23 71.36 84.23 12.87 4 

11 67.34 84.69 17.35 7 24 78.78 86.36 7.58 3 

12 92.53 97.87 5.34 5 25 91.39 94.62 3.23 3 

13 86.66 94.07 7.41 5 26 80.769 86.53 5.76 7 

Table 3. Comparative overview of handwritten Bangla Compound character 

The work 
reference 

Number of samples taken for 
forming the database Number of Class 

Samples 
Classifier/ Classification 

scheme 

Recognition 
accuracy on 
the test set Training Testing 

U. Pal[5] 
5 fold cross validation of 20543 

class samples 
138 

Modified Quadratic 
Discriminant Function 

(MQDF 
85.90% 

N. Das[6] 
3 fold cross validation of 9765 

class samples 
55 reduced to 43 Multi-layer perceptron 84.67% 

N.Das[7] 
3 fold cross validation of 19765 

class samples 
93 class(50 Basic+ 

43 Compound) 
Support Vector 

Machine 
80.51% 

Present work 33282 8254 171 
Support Vector 

Machine 
78.93 
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4   Conclusion 

In the current work, we have developed a novel GA-SVM based multistage approach 
for handwritten Bangla Compound characters having large number of classes. The 
approach is better than the general two pass approach [13] due to identification of 
optimal local discriminating regions within a group discarding the regions containing 
ambiguous information. It is designed to boost both recognition accuracy as well as 
speed since the applied features have been extracted only from those local regions 
which play a significant role in identifying the pattern classes. Apart from this, it is 
the first work on handwritten Bangla Compound characters available nowadays. 
Introduction of stronger feature set in global and local regions may be included in 
future to improve the recognition accuracy.  
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Abstract. This paper presents a novel approach for classification of microcalci-
fication (MC) clusters in mammograms.  This cluster is the significant indication 
of breast cancer in women at the early stage. Diagnosis of these clusters at the 
early stage is a very difficult task as the cancerous tumors are embedded in nor-
mal breast tissue structures. This paper proposes an artificial intelligent neural 
network algorithm - Cascaded Correlation Neural Network (CCNN) - for detec-
tion of tumors in mammograms. CCNN has a distinct feature that it does not use 
a predefined set of hidden units, instead the hidden units gets added up one by 
one until the error is minimized. By exploiting this distinct feature of the CCNN, 
a computerized detection algorithm is developed that are not only accurate but 
also computationally efficient for microcalcification detection in mammograms. 
Prior to MC detection texture features from the Region of Interest (ROI) of the 
mammmographic Image is extracted using gabor features. Then CCNN classifi-
er is used to determine whether the input data is normal/benign/malignant. The 
performance of this scheme is evaluated using a database of 322 mammograms 
from MIAS database and real time clinical mammograms. The result shows that 
the proposed CCNN algorithm has good performance.  

Keywords: Computer Aided Diagnosis, Microcalcification, Mammograms,  
Artificial Intelligence, Cascaded Correlation Neural Network, Texture features. 

1   Introduction 

Breast cancer is second frequently diagnosed cancer among women, especially in de-
veloped countries. In western countries about 53%-92% of the population has this 
disease. In a Phillipine study [1] a mammogram screening was done to 151,198 wom-
en. Out of that 3479 women had this disease and were referred for diagnosis. Though 
breast cancer leads to death, early detection of breast cancer can increase the survival 
rate. The current diagnostic method for early detection of breast cancer is mammo-
graphy. Mammographies are low dose X-ray projections of the breast, and it is the 
best method for detecting cancer at the early stage. 

2
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Microcalcifications (MC) are quiet tiny bits of calcium, and may show up in clus-
ters or in patterns and are associated with extra cell activity in breast tissue. Usually 
the extra cell growth is not cancerous, but sometimes tight clusters of microcalcifica-
tion can indicate early breast cancer. Scattered microcalcifications are usually a sign 
of benign breast cancer. 80% of the MC is benign. MC in the breast shows up as 
white speckles on breast X-rays. The calcifications are small; usually varying from 
100 micrometer to 300 micrometer, but in reality may be as large as 2mm. Though it 
is very difficult to detect the calcifications as such, when more than 10 calcifications 
are clustered together, it becomes possible to diagnose malignant disease. But the sur-
vival depends on how early the cancer is detected. So, any MC formation should be 
detected at the benign stage. Hence, a Computer Aided Diagnosis (CAD) system is 
used to detect MC clusters [16, 17].  

Many different algorithms have been proposed for automatic detection of breast 
cancer in mammograms. Features extracted from mammograms can be used for de-
tection of cancers [2]. Studies reports that features are extracted from the individual 
MCs [3, 15] or from the ROI which contain MC clusters [4].  

Yu and Ling [7] has proposed a CAD system by employing a mixed feature set. 
Using the mixed feature set of 31 features the true microcalcification pixel is identi-
fied. The discriminatory power of these features is analyzed using general regression 
neural networks via sequential forward and sequential backward selection methods. 
Netsch and Heinz-Otto [8], uses the Laplacian scale-space representation of the 
mammogram. First, possible locations of microcalcifications are identified as local 
maxima in the filtered image on a range of scales. For each finding, the size and local 
contrast is estimated, based on the Laplacian response denoted as the scale-space sig-
nature. A finding is marked as a microcalcification if the estimated contrast is larger 
than a predefined threshold which depends on the size of the finding.  

Berman Sahiner et al. used a Convolution Neural Network (CNN) classifier to 
classifier the masses and the normal breast tissue [9]. First, the Region of Interest 
(ROI) of the image is taken and it was subjected to averaging and subsampling. 
Second, gray level difference statistics (GLDS) and spatial gray level dependence 
(SGLD) features were computed from different subregions. The computed features 
were given as input to the CNN classifier.  

Cascio.D [10] developed an automatic CAD scheme for mammographic interpreta-
tions. The scheme makes use of the Artificial Neural Network to classify mass lesions 
using the geometric information and shape parameters as input to the classifier. Jong 
and Hyyun [11] proposed a three layer Backpropagation Neural Network (BPNN) for 
automatic detection of microcalcificaiton clusters. Texture features are extracted to 
classify the ROI containing clustered MC and ROI containing normal tissues.  

These computerized methods discussed in the previous paragraphs did not analyze 
the texture component of the image in detail. Gabor features [13] are used in several 
image analysis applications including texture classification and proved to be efficient. 

The major objective of this paper is to take multiple texture features from the orig-
inal image to discriminate between microcalcification and the normal tissue in the 
breast. As a first stage, the original image is preprocessed and Region of Interest 
(ROI) is taken and features are extracted from the ROI image using gabor features. In 
the second stage, the extracted features are compared by means of their ability in de-
tecting microcalcification clusters using CCNN. We use mammograms from the 
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Mammographic Image Analysis Society (MIAS) database which contain 322 mam-
mograms [12] and real time clinical mammograms.   

2   Proposed Methodology 

The block diagram of the proposed MC detection methodology is shown in Fig 1. The 
Digitized Mammogram Image is preprocessed and the goal of preprocessing is to 
simplify recognition of MC without throwing away any important information. As a 
preprocessing step the breast area is separated from the background image. The breast 
area is chosen as ROI for the next stage of processing. This saves the processing time 
and also the memory space.  

 

Fig. 1. Block Diagram of the Proposed System 

3   Feature Extraction 

In image processing the texture of a region describes the pattern of spatial variation of 
gray tones (or in the different color bands in a color image) in a neighborhood that is 
small compared to the region. The Gabor wavelet was first introduced by David Gabor 
in 1946. The most important properties are related to invariance, illumination, rotation, 
scale, and translation. These properties are especially useful in feature extraction, 
where Gabor filters have succeeded in diverse applications, like texture analysis. 

Gabor filters has been used by many authors to extract the local texture features [5] 
[6]. The input image ),( yxI  is convolved with the gabor function ),( yxg . 

The 2-D gabor function ),( yxg is given by, 
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Where σ  is the spatial spread, ω  is the frequency, θ  is the orientation. 

),,,,,( yxyxg σσθω  forms the mother gabor wavelet and then this self-similar  

filter dictionary can be obtained by appropriate dilations and rotations through the  
generating function: 
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where, Kn /πθ = and K is the total number of orientations. The scale factor ma − is 
meant to ensure that the energy is independent of m. In order to eliminate sensitivity 
of the filter response to absolute intensity values, the real components of the gabor fil-
ters are biased by adding a constant to make then zero mean.  

Preprocessing  Feature Extraction 
(Gabor Features) 

Classification 
Using CCNN 

Original Digitized 
mammogram Image 
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4   Proposed CCNN Based MC Classification 

In order to find the potential microcalcification pixels based on the above mentioned 
features, a proper classification method must be used. In our study, the classifier cho-
sen is a Cascaded Correlation neural network [14]. The main drawback in artificial 
neural network is the rate of convergence and the manual fixation of network archi-
tecture (hidden units) throughout training. These problems are addressed by cascaded 
correlation neural network. Moreover it uses simple training rules since only one layer 
of weights is being trained at a time.  

A cascaded correlation network posses input units, hidden units and output units 
that are connected directly to output unit with adjustable weighted connections. Con-
nection from input unit to the hidden unit are trained when the hidden unit is added to 
the net and then they are frozen. The connection from the hidden unit to the output 
unit is also adjustable. 

The training data set for the proposed system is chosen from the 115 ROI’s with a 
cluster of microcalcifications in the center. If one microcalcification pixel is picked 
out from one ROI, a corresponding normal pixel is chosen randomly from the same 
ROI. This makes the number of microcalcification pixels equal to the number of nor-
mal pixels in the training data set. After training, the neural network is used to classify 
the 207 full mammograms in the database.  

Gabor features are given as input to the network for training. The desired output 
from the network is whether the MC is present or not present. Hidden layers and neu-
rons are chosen automatically. During the training session of the network a pair of 
patterns is presented, the input pattern (gabor features) and the target or the desired 
pattern (abnormal or normal). At the output layer, the difference between the actual 
and target outputs yields an error signal. This error signal depends on the values of the 
weights of the neurons in each layer. This error is minimized, and during this process 
new values for the weights are obtained.  

Steps involved in forming the cascaded network are, 
 

1. The network as shown in Fig.2 starts with input (gabor features) and output 
unit as whether the tissue is normal/benign/malignant. 

2. This simple network is trained and the error is calculated using the equation 
below 

)()()( pdpypE jjj −=   1=j                        (1) 

Where p is the total number of training patterns,  )( pE j is the residual error 

is for the output unit, )( py j is the actual output, )( pd j is the desired out-

put.  
3. Then the hidden units are added. 
4. A temporary unit (z) is added and it is connected to the input unit. 

a. The weights from the input unit to the temporary unit are adjusted. 

b. The error is calculated using equation 1, then )( pE j is multiplied 

by the derivative of the output unit activation function.  
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Where avz −  is the average activation of temporary unit. Sigmoid acti-
vation function is used.  
c. After the training process is completed, the weights are frozen and 

the temporary unit becomes the permanent hidden unit.  
5. Now, a new hidden unit is connected to the output unit. 

a. The weights from the new hidden unit to the output unit are ad-
justed, 

b. Now, the connections to the output unit are trained. 
c. The correlation between the output units and the temporary hidden 

units is expressed as,  
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6. The whole process is continued until the error reaches an acceptable level. 

 

Fig. 2. CCNN Architecture 

5   Experimental Results 

The performance of the proposed methodology was tested on digitized mammograms 
from the MIAS database provided by the Mammographic Image Analysis Society 
(MIAS) in the UK [12]. The database contains left and right breast images of 161 pa-
tients. Its quantity consists of 322 images, which belongs to three types such as Nor-
mal, benign and malignant. The database has been reduced to 200 micron pixel edge, 
so that all images are 1024 x 1024. There are 208 normal, 63 benign and 51 malignant 
(abnormal) images. The database images have four different kinds of abnormalities 
namely: architectural distortions, stellate lesions, Circumscribed masses and calcifica-
tions. The CCNN algorithm classifies the input image into suspicious and non-
suspicious regions. For the classification experiments, the training dataset contain a 
total of 2160 gabor patterns obtained from the mammograms. These patterns contains 
pixels including true individual microcalcification clusters, circumscribed masses, ill 
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defined masses and also pixels indicating normal tissues that includes blood vessels 
and dense breast tissues. The classification results are shown in Fig. 3. The detection 
results shows a malignant tumor mammogram pattern, which is classified by the pro-
posed method. The tumor affected portion is indicated by blue circle.  

The main aim of the proposed system was that no case of malignancy-indicating 
microcalcification should escape radiological analysis. We therefore started from two 
basic assumptions: (i) the microcalcifications have an aspect that differentiates them 
from the other elements of the breast because of their different X-ray opacity; and (ii) 
since we are looking for microcalcifications that are in an incipient stage, they involve 
a very small proportion of the total area of the breast because they otherwise would be 
clearly visible to any radiologist and there would consequently be no point in using 
our system.  

(a)                                   (b) 

  

Fig. 3. (a) MIAS Mammogram Image (ROI)   (b) CCNN Classified Tumor Patterns 

Breast cancer screening is generally based on two-view mammography in which 
mediolateral oblique (MLO) and a cranio caudal (CC) projections are obtained from 
both breasts. When reading mammograms, radiologists combine information from all 
available views. In this study, we focus on development of a CAD system for the de-
tection of tumors with the help of different views (MLO and CC views) using  
mammographic images collected from mammogram screening centers. If a suspicious 
region in one view has certain features in common with a suspicious region in the 
other view, there is a higher probability that the region is a true microcalcification.  

Real time clinical mammograms were collected from 54 patients and all these pa-
tients have agreed to have their mammograms to be used in research studies. For each 
patient 4 mammograms were taken in two different views, one is the Craniocaudal 
(CC) and the other is the Mediolateral Oblique (MLO) view. The two projections of  
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each breast (right and left) were taken for every case. For this study a total of 216 
mammograms were taken, all the mammograms were digitized to a resolution of 290 
x 290 Dots per Inch (DPI) which produces 24 bits/pixel. Each digitized mammograms 
was incorporated into a 2020 x 2708 pixel image (5.47 Mpixels). 

(a)     (b) 

   
 

   

Fig. 4. (a) Real time Clinical Mammogram Image (ROI) (b) CCNN Classified Micro- 
calcification 

Fig 4 (a) shows the ROI image of a digital mammogram in and Fig 4(b) shows the 
CCNN classified microcalcification marked with red circles. The detected regions in a 
mammogram corresponding to tumor tissues have different texture patterns and gray 
levels than the normal ones and by employing CCNN classifier it is possible to classi-
fy these regions. The computerized scheme based on the CCNN classifier with gabor 
features for distinguishing among different types of abnormalities in the test set, 
yields a classification accuracy of 89.32% and an accuracy of 85.17% for real time 
clinical images. 

6   Conclusion 

The novel approach presented in this paper demonstrated that the CCNN classifier 
produces an improvement in classification accuracy to the problem of computer-aided 
analysis of digital mammograms for breast cancer detection. The algorithm developed 
here classifies mammograms into normal, benign and malignant. First, the ROI of the 
image is chosen then gabor features are extracted and classified using Cascaded Corre-
lation neural networks. Using the mammographic data from the Mammographic Image 
Analysis Society (MIAS) database classification accuracy of 89.32% and a score of 
85.17% for real time clinical images is achieved using the proposed approach.  
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Abstract. TertProt is a protein secondary structure program written in ANSI C 
language implemented using Chou-Fasman conformational parameters with 
tertiary structure prediction methodology. The secondary structure is a key 
element for the analysis and modelling of protein structure. The TertProt 
method for modeling of a 3D structure of a protein is done using Colloc’h 
triangle has been designed in the present research. The structures has been 
compared with Oxytocin, HCMV protease, D, L altering peptide and Alzhemer 
beta amyloid peptides. 

Keywords: Chou-Fasman, Colloc’h triangle, C program. 

1   Introduction 

Every living organism share many common attributes to tolerate, defend, mutate and 
manipulate the molecules by cellular process due to surrounding factors. Definition 
of secondary structure is essential, for a successful analysis of the relation between 
amino acid sequence and protein structure [1]. The ultimate goal of structural studies 
of proteins is to gain insight into protein three-dimensional structure at high- 
resolution level. This can often be accomplished by the application of techniques 
such as X-ray crystallography or multidimensional nuclear magnetic resonance 
(NMR) [2]. The recent advances in protein folding are reviewed based on a 
classification of the approaches in comparative modeling, fold recognition, and 
database information [3]. 

1.1   The Cell 

The cell is the basic unit of life and has provided great impetus to the progress of 
information as biomolecules [4]. Double-stranded DNA molecules containing 
alphabets such as A, T, G, C, are duplicated by the process called replication. The 
triplet-code words of genetic information encoded in DNA sequence are transcribed 
into codons of messenger RNA (mRNA) with alphabets A, U, G, C, which in turn are 
translated into an amino acid sequence of polypeptide chains called proteins 
containing alphabets from A to Z except B, O, X, J, U, Z. 

2
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1.2   Protein  

Among biomolecules, proteins are the most common molecules in living organisms 
involved in important cellular processes. Proteins are the cornerstones of cell structure 
and the agents of biological function evolving signals from DNA [5]. Studying the 
structure of proteins would help in better understanding about process of life in a 
living system. The expression of protein is tightly regulated for normal functioning of 
a cell or organism. A polypeptide chain usually has one free terminal amino group (N-
terminal) and a terminal carboxyl group (C-terminal) at the other end, though 
sometimes they are derivatized. Polypeptide chains formed by polymerization of α-
amino acids in specific sequences provide the primary structure of proteins. The 
regular secondary structures, α helices and β sheets, are connected by coil or loop 
regions of various lengths and irregular shapes. The secondary structures are 
combined with specific geometric arrangement to form compact globular structure 
known as tertiary structure. Polypeptide chains, especially of regulatory proteins, 
often aggregate by specific interactions to form oligomeric structures. These 
oligomeric proteins are said to exhibit quaternary structure. 

1.3   Protein Secondary Structure 

A polypeptide (protein) can be thought of as a chain of flat peptide units for which 
each peptide unit is connected by the α-carbon of an amino acid [6]. The secondary 
folding of an amino acid chain into an actively stable structure is important in protein-
ligand or protein-protein interaction studies. Two common examples are the α-helix 
and the β-pleated sheet. These shapes are reinforced by hydrogen bonds. An 
individual protein may contain both types of secondary structures. Some proteins, like 
collagen, contain neither but have their own more characteristic secondary structures. 
α Helix is a right-handed helix with 3.6 amino acid residues per turn. Hydrogen bonds 
are formed parallel to the helix axis. β Sheet is a parallel or antiparallel arrangement 
of the polypeptide chain. Hydrogen bonds are formed between the two (or more) 
polypeptide strands. β Turn or coils is a structure in which the polypeptide backbone 
folds back on itself. Turns are useful for connecting helices and sheets. 

1.4   Protein Secondary Structure Prediction 

Although secondary structure information alone is generally of only limited use, it is 
nonetheless helpful to be able to refer to a reliable secondary-structure prediction 
when attempting to predict the tertiary structure by fold recognition [7]. The relevance 
of secondary structure explains why secondary structure prediction from sequence has 
become one of the most ardently pursued tasks in bioinformatics. One idea is to use 
the particular secondary structure assignment is that (1) agrees most between proteins 
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of similar structure, and/or (2) is the most predictable from sequence. Secondary 
structure prediction methods become increasingly important for prediction of general 
aspects of protein structure and function.  

The amino acids typically found in α-helices differ considerably from those found 
in β-sheets. Alanine and Leucine often occur in α-helices, whereas Proline and 
Glycine are rare. In β-sheets Valine and Isoleucine are over-represented [8], whereas 
Glycine, Aspartic acid, and Proline are under-represented. Shorter structures such as 
310-helices and β-bridges have distinct residue distributions. For 310-helices, the 
Alanine and Leucine signal has disappeared; instead the sequences are dominated by 
Proline, which often is observed as a helix initiator and breaker. For β-bridges, we no 
longer find a preference for Valine and Isoleucine. This finding indicates the role of 
the side chain in defining secondary and tertiary structure, an observation that can be 
built into new assignment methods provided based on Schulz, 1988; Fasman, 1989; 
Richardson and Richardson, 1989; Barton, 1995; Rost and Sander, 2000; Rost, 2001c. 

1.5   Comparative Modeling  

The protein-folding problem is one of the greatest remaining challenges in structural 
molecular biology (if not the whole of biology). Protein–structure prediction is, 
therefore, going to be vital to bridge the gap between structure and sequence 
determination. At present, the modeling of unknown protein structures by homology 
represents the best known method for protein–structure prediction. 

Typically, structural biologists assume the protein fold to be the basic unit for 
structure classification. The fold and other basic structural elements are classified by 
automatic systems, such as SCOP, CATH, FSSP and MMDB [9]. When classified by 
experts, the particular features of a given fold are often described by the overall 
secondary structure arrangements, which therefore constitute a substantial step in 
protein classification. Functional aspects of proteins are also reflected in the 
secondary structure and occasionally function can be derived from secondary 
structure alone. There are four main uses of secondary structure: (1) it is indicative of 
the fold, (2) it influences the sequence alignment, (3) it is an intuitive means of 
visualizing protein structures, and (4) it is related to function. 

 

1.6   Computational Biology 

Since the arrival of information technology, bioinformatics has evolved from an 
interdisciplinary role to becoming a core program for a new generation of 
interdisciplinary courses [10]. Computational biology is the new interdisciplinary 
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subject that applies computer technology to solve biological problems and to manage 
and analyze biological information with programming. Every field of computational 
sciences including computational biology is evolving at such a rate that specific 
programs such as C, C++, PERL, Java applies on computational approaches to solve 
biological problems. 

1.7   Colloc’h Triangle 

Pattern recognition and machine learning approaches are considered to predict the 
structure of proteins, which plays an important role in predicting functional activities 
of a cell and tissues [11]. The Molecular Surface Package is a reimplementation, in C 
for computing analytical molecular surfaces, areas, volumes, polyhedral molecular 
surfaces, and surface curvatures by Michael in 1993 [12]. The convex hull represented 
as a set of triangular faces is a close wrapping of the molecule. Each face belongs to 
one of the three classes of triangle patterns: small, large, or stretched allowing the 
depth of any molecular surface point to be defined [13, 14]. New strategies for the use 
of interactive computer graphics for man-machine communication in the field of 
molecular modeling s very helpful for the discussion of specific intermolecular 
interactions: attractive and repulsive forces towards an interaction partner can be 
mapped by color coding on the molecular surface. 

Accurate assignments of secondary structures in proteins are crucial for a useful 
comparison with theoretical predictions. The overall number of residues in each of the 
three states (helix, strand or coil) differs on the number of helices or strands, thus 
implying a wide discrepancy in the length of assigned structural elements [15]. 

 
Colloc’h triangle 

2   Chou-Fasman Algorithm 

The Chou-Fasman algorithm for the prediction of protein secondary structure is one 
of the most widely used predictive schemes [16]. The Chou-Fasman method of 
secondary structure prediction depends on assigning a set of prediction values to a 
residue and then applying a simple algorithm to the conformational 
parameters and positional frequencies.  

3   TertProt Algorithm 

1. (Set Conformational Parameters) Set calculated propensities from a set of solved 
structures from Chou-fasman parameters/ 
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2. (Calculation) The probabilies pa[i], pb[i], pc[i] is determined as: 

pa(i) = pa(j) x pa(j+1) x pa(j+2) x pa(j+3) 

pb(i) = pb(j) x pb(j+1) x pb(j+2) x pb(j+3) 

pc(i) = pc(j) x pc(j+1) x pc(j+2) x pc(j+3) 

3. (Prediction) If pa(i) exceeds an arbitrary cutoff value equals or exceeds 1, alpha(or 
H) will be predicted. If pb(i) exceeds an arbitrary cutoff value equals or exceeds 1, 
Beta(or B) will be predicted. If the first two conditions are not met the probability 
of a turn or coil (or C) will be predicted. 

4. (Modelling) Using Protein secondary structure from the prediction, model a protein 
structure based on Colloc’h triangle. 

4   Results 

Four of the protein sequences were retrieved from the Protein Data Bank (PDB), a 
protein database and were analyzed for the secondary structure. The program has 
predicted the secondary structure containing Helices, Sheets and coils. Based on the 
prediction and using Colloc’h triangle, folds and three dimensional structures are 
predicted in TertProt method. The predictions have shown close relationship with the 
3D structures available in the PDB database.  

Fig. 1 to 4 also predicted that the edges are connected as the continuous blocks 
provided by Colloc’h triangle. Fig. 1 shows that BBB-BBC-BCC-CCC-CCH-CHH-
HHH-HHH has been in a continuous graph path. The similar graph path has been also 
observed in Fig. 2, 3 and 4. 

Peptide structures and sequences retrieved from Protein Data Bank are 
Peptide1:Oxytocin,  Peptide2: HCMV protease, Peptide3: D,L altering peptide and 
Peptide4: Alzhemer beta amyloid 

                 

Fig. 1. Structure prediction of Oxytocin      Fig. 2. Structure prediction for HCMV protease 

Fig. 2 is the protein sequence retrieved from the Protein Data Bank with PDB ID: 
1BFZ. The structure contains 6 amino acids and a peptide of Human cytomegalovirus 
protease. The sequence predicts with 3 sheets and 3 coils. Based on the arrangement 
of the secondary structure, a tertiary structure of the protein is constructed using 
Colloc’h triangle. 



166 D.S.V.G.K. Kaladhar 

Fig. 3 is a D,L altering peptide with 9 aminoacids predicted with 6 peptides and 3 
coils.  

       

Fig. 3. Prediction of D,L altering peptide              Fig. 4. Prediction in Alzhemer betaamyloid 

Fig. 4 is a Beta amyloid peptide of Alzheimer. The structure contains folds due to 
bends in the path of Colloc’h triangle. 

5   Discussion 

The secondary structure is a key element of architectural organization of the 
secondary structure elements (SSE) (helix, strand, coil) in proteins and is an essential 
step for the analysis and modelling of protein structure [17]. However, Colloc'h et al. 
(1993) have shown some discrepancies between the assignments, pointing out 
difficulties in the assignment. This prompted them to propose an assignment 
computed from a ternary consensus method (TCM) used such as DSSP, DEFINE and 
P-CURVE based on distinct geometric criteria and algorithms. 

Prediction of secondary structure of proteins provides information used to predict 
fold recognition and ab initio 3D structure of the proteins [18]. Colloc’h et al, 1993 
probably the first researchers provided the concept of consensus with secondary 
structure assessment and prediction. 

A new strategy for the use of interactive computer graphics for man-machine 
communication in the field of molecular modeling is very helpful for the discussion of 
specific intermolecular interactions: attractive and repulsive forces towards an 
interaction partner can be mapped by color coding on the molecular surface [19]. An 
ab initio method for building structural models of proteins from the scattering data 
has been already implemented by the computer program [20]. A new tool has to be 
implemented through in silico methods for designing of three dimensional structures 
of proteins for better understanding of the architecture and functions of proteins. 
Comparative protein modeling is increasingly gaining interest since it is of great 
assistance during the rational design of a protein [21]. Ongoing genome sequencing 
and mapping projects have dramatically increased the number of protein sequences 
[22], which became importance to predict 3D structures of proteins.    
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6   Conclusion 

Protein secondary structure prediction is one of the method used to predict further 
ideas towards tertiary and quaternary structures. As NMR and X ray crystallographic 
methods are costlier and time taking methods, it is better to use computational 
approaches rather than conventional methods. The present approach provides the 
basic concepts of programming approach with logical predictions, which can provide 
the 3D protein prediction methods for proteins and peptides. Further programming 
approaches on TertProt has to be conducted in this area, which can provide 
information and regulation mechanisms in diseased proteins.  
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Abstract. Data mining techniques can be well applied using various algorithms 
for the prediction of E.coli promoter regions. We studied various classification, 
Association and clustering algorithms like CART, Simple Logistic, BayesNet, 
Random forest, j48, LMT, Naïve Bayesian, Apriori and simpleKMeans over 
different E.coli promoter dataset. Random forest method using training dataset 
outperforms the remaining classification methods. The Association model 
(Apriori) predicted the presence of Adenine (A) at -45, -10 and -11 regions, 
Thiamine (T) at -35, -36 regions, Guanine (G) at -34 region. Cytosine (C) is not 
present in the submitted DNA data for E.coli promoter dataset at -14 to -9 and-
36 to -31 regions using association model.  Cluster based model using 
simpleKMeans predicted promoter regions true at -35 and -10 regions. If -36 to 
-31 region of the sequence contain TTGACA and -14 to -9 region contains 
TATAAT, there can be highest probability of finding promoter in E.coli. The 
condition becomes false, if the -36 to -31 region contains ACGACG and -14 to 
-9 contain TGAATG. 

Keywords: Data mining, Algorithms, E.coli promoter. 

1   Introduction 

Research on Probability and statistics mainly focuses on distributions and hypothesis 
testing. Data can be used to estimate the parameters of the model, and then delivers 
the prediction and classification of the data for evidential support. Scientific data 
provides a platform to learn from the data and make true predictions [1]. In general, 
data mining is the search for hidden patterns that may exist in large databases [2]. The 
primary task in data mining is the development of models about aggregated data [3].  

The combined efforts of biologists, statisticians, mathematicians, computer 
scientists, and software engineers made an understanding of both the biology and the 
computational methods, which are essential for tackling the associated ‘data mining’ 
tasks [4]. In contrast to pattern discovery and data mining, class prediction methods 
are techniques explicitly designed to classify objects into known groups. 
Computational techniques for classifying multidimensional data are well described in 
machine-learning literature. 

2
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Bioinformatics provides opportunities for mounting novel data mining methods, is 
becoming a common complement to many scientific areas like medicine and 
biotechnology [5], [6]. The scientists in 21st century is Exploring and analyzing the 
vast volumes of data compared to the past. Information visualization and visual data 
mining can help to deal with the flood of information and to discover heretofore 
unknown information [7], [8].  

An effective method in stepwise representation of instructions for calculating a 
function is called an algorithm. Various statistical tests will be applied to determine 
whether one learning algorithm outperforms another on a particular learning task [9]. 
Classification has been studied extensively in the past with limiting their suitability 
for data mining large data sets [10]. 

The tasks and applications of data mining are broad and diverse with flourishing 
research and development activities and successful systems report [11]. Data mining 
may be strongly influenced in the design of data mining languages. Data mining will 
be an emerging field and is expected that various kinds of flexible, interactive user 
interfaces can be done by the computational scientists [12]. 

Data mining aims at the construction of semi-automatic tools for the analysis of 
large sets of information [13]. Data Mining is a step in the KDD (Knowledge 
Discovery in Databases) process consisting of classification, data analysis and 
discovery algorithms that, under adequate computational efficiency limitations, 
produce a particular record of patterns over the data.  

There is a wide variety of data mining algorithms and some of the most popular 
and references therein can be seen in Fayyad et al., 1996 [14], [15]. Popular data 
mining algorithms include Nearest Neighbor technique, Naïve Bayesian network, 
Tree-Augmented Network Classification technique and a decision tree classification 
technique based on the ID3-algorithm etc 

Researchers in many different fields have shown great interest in data mining as a 
key research topic in database systems and machine learning and by many industrial 
companies as an important area with an opportunity of major revenues [16]. 
Classification is a data mining (machine learning) technique used to predict group 
membership for data instances and includes analysis and prediction [17]. 

The vital learning methods in Waikato Environment for Knowledge Analysis 
(WEKA) are “classifiers”, and they induce a rule set or decision tree that models the 
data [18], [19]. 

DNA contains four kinds of nucleotides adenine (A), guanine (G), cytosine (C), 
and thymine (T) that encodes genetic information. The DNA sequence of 168 
promoter regions (−150 to +10) for Escherichia coli (or E.coli) RNA polymerase had 
been defined by genetic (promoter mutations) or biochemical (5′ end determination) 
criteria have been shown to contain two regions of conserved DNA sequence, located 
about 10 and 35 base pairs upstream of the transcription start site [20].  

Borries and Guangwen, 1991 were trained on a set of 80 known promoter 
sequences combined with different numbers of random sequences using neural 
network. The conserved −10 region and −35 region of the promoter sequences and a 
combination of these regions were used in three independent training sets predicted 
100% accuracy on the promoter test set [21]. 

In this paper, we studied various classification, Association and clustering 
algorithms like CART, Simple Logistic, BayesNet, Random forest, j48, LMT, Naïve 
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Bayesian, Apriori and SimpleKMeans over different e.col promoter dataset. 
Classification is the main objective to estimate the performance of these algorithms 
over E. coli promoter dataset. 

2   Classification Models Tested 

2.1   CART 

The algorithm is based on Classification and Regression Trees (CART) by Breiman et 
al (1984). A CART tree is a binary decision tree that produces binary splits at each 
node [22].  

2.2   Simple Logistic 

Logistic models use linear logistic regression with simple regression functions as base 
learners is used for fitting the logistic model for the data [23, 24]. The WEKA 
implementation is called SimpleLogistic. 

2.3   BayesNet 

Bayesian classifiers try to model probabilistic relationships between the attributes and 
the class variable. It uses the well-known Bayes theorem to combine a priori 
information with evidence from data. Let X denote the attribute set and Y denote the 
class variable. The classifier learns the posterior probablity P(Y jX) for every 
combination of X and Y so that a new record can be classified such that the posterior 
probability is maximal. This technique is used in different ways for different 
algorithms, where BayesNet is an implementation of a BayesNet.  

2.4   Random Forest 

Random forest is an ensemble method, which means that it aggregates the prediction 
of multiple classifiers to improve accuracy. The random forest algorithm selects a 
subset of the input features as training set, and uses decision trees as its base 
classifier. The resulting decision trees are combined to get a good accuracy. 

2.5   j48 

j48 is a standard classification algorithm that is widely used for practical machine 
learning. This is an implementation of C4.5 release 8 which produces decision trees.  

2.6   LMT 

A Logistic Model Tree (LMT) is an algorithm used for supervised learning tasks that 
is combined with linear logistic regression and tree induction methods. LMT creates a 
model tree with a standard decision tree structure with logistic regression functions at 
leaf nodes and has an associated logic regression functions instead of just class labels.  
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2.7   Naïve Bayesian 

Naïve Bayesian classifier is a simple probabilistic classifier based upon Bayes 
theorem with strong (naive) independence assumptions. The advantage of this 
algorithm is that it rebuild amount of training data to estimate the parameters (means 
and variances of the variables) necessary for classification. 

3   Association and Clustering Models Tested 

3.1   Apriori  

Mining of association rules has received a lot of attention in recent years by various 
computational scientists. Comparing with other machine learning techniques, the 
main advantage is a low number of database passes done when searching the 
hypothesis space One of the best-known association rule learning algorithms is 
Apriori [25], [26]. This algorithm was extensively studied and successfully applied in 
many problem domains, adapted to other areas of machine learning and data mining 
techniques[27], [28]. 

3.2   SimpleKMeans 

SimpleKMeans clustering [29] is one of the simplest unsupervised learning 
algorithms that solve the well known clustering problems such as prediction of 
promoter regions in E.coli . The main idea is to define k centroids placed in a cunning 
way which causes different result. 

4   Research Methodology 

Several algorithms can be examined for goodness of fit, based on the datasets 
submitted to available tools. The purpose of sample structure is to demonstrate the 
prediction of promoter regions in the E.coli The data set contains 106 instances and 
59 attributes. The first attribute contains +/- indicating the class promoter. The second 
attribute contains the name of the promoter. The remaining 57 fields are the sequence, 
starting at position -50 (p-50) and ending at position +7 (p7). Each of these fields is 
filled by one of {a, g, t, c}. The algorithms such as CART, Simple Logistic, 
BayesNet, Random forest, j48, LMT and Naïve Bayesian, were evaluated for their 
performance and the results from this analysis are discussed. 

5   Experimental Results 

The analytical algorithms used with E.coli promoter data are from the data mining 
software suite WEKA. They are particularly suitable when examining continuous 
time dependent attribute value vectors. In particular the implementations of 
classification algorithms for CART, Simple Logistic, BayesNet, Random forest, j48, 
LMT and Naïve Bayesian were tested. 

Table 1 provides the output for comparison of the classification techniques 
including CART, Simple Logistic, BayesNet, Random forest, j48, LMT and Naïve 
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Bayesian over different E.coli promoter dataset. Machine learning approach shows 
that Random forest method using training dataset outperforms the remaining methods. 

Tree generated by CART Classifier for the classification of dataset is shown in  
Figure 1. There is one leaf node predicted using CART. The size of the tree predicted 
by CART contains one branch. 

Table 1. Classification models for E.coli promoter using training dataset 

 

 
Fig. 1. Classification model using CART Decision Tree 

 

Figure 2 provides the best rules predicted based on the submitted E.coli promoter 
datasets. The model predicted the presence of Adenine (A) at -45, -10 and -11 
regions, Thiamine (T) at -35, -36 regions, Guanine(G) at -34 region and  prediction of 
Cytosine (C) are not present in the submitted DNA data for E.coli promoter dataset.   

 
Fig. 2. Association data model using Apriori 
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Figure 3 provided Cluster based model using simpleKMeans. The result presented 
0/-(false) and 1/+(True) data predicted in the cluster of dataset. The promoter regions 
predicted true at   -35 and -10 regions upstream of the transcription start site 
(TATTA/TTTTT at 1 to 5). If -36 to -31 region of the sequence contain DNA string 
“TTGACA” and -14 to -9 region contain DNA string “TTTAAT”, there can be 
highest probability of finding promoter in E.coli. The condition is also true (highest 
probability of finding promoter in E.coli), if -36 to  -31 region of the sequence contain 
DNA string “TTGACA” and -14 to -9 region contain DNA string “TATAAT”. The 
condition again may be false, if the -36 to -31 region of promoter in E.coli contains 
DNA string “ACGACG” and -14 to -9 regions (from the start) contains DNA string 
“TGAATG”. Hence the regions of promoter in E.coli are well predicted based on 
True (1)/False (0) results placed on cluster analysis. 

 

Fig. 3. Cluster based model using SimpleKMeans 

6   Discussions  

Researchers from Bioinformatics and computational sciences are frequently facing 
problem of evaluating the accuracy of the particular prediction algorithm. Some of the 
methods are optimized to produce very few false positives. The prime interest of 
prediction algorithm is to perform novel data that have not been used in the process of 
constructing an algorithm from the same data domain. 
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Evaluation and redundancy of the data will be used in problem solving of the 
training and testing a particular algorithm for predicting accuracy of the data. There 
are several performance evaluation algorithms to evaluate degree of similarity 
between training and test data in prokaryotic and eukaryotic    organisms [30]. Cluster 
analysis algorithms are mostly used for data reduction and classification of objects. 

Information metabolism such as the development of cellular structure, 
communication and regulation, provides a way to store and retrieve the information 
that guides the metabolic process of life. Like other metabolic pathways, this process 
of life is highly regulated in E.coli, a prokaryotic bacteria attached to human life. 
Information can be transferred from one generation to another in the form of DNA 
and the processes are limited to specific portions of the cell cycle. According to 
central dogma of life, information of DNA replication and meiosis is retrieved by the 
transcription of DNA into RNA and the ultimate translation of the signals in the 
mRNA into protein [31]. 

The nucleotide sequence can be directly preceding the start site, is strongly 
homologous to the prokaryotic promoter consensus sequence. Analysis of DNA 
sequences from -50 to +10, has shown known transcriptional start points for genes of 
E. coli. Alignment of the complete list used for reference until successive analyses did 
not alter in the structure of the list. The final compilation of all bases in the -35 
(TTGACA) and   -10 (TATAAT) hexamers were highly conserved. 92% of promoters 
had inter-region spacing of 17±1 bp, and 75% of the uniquely defined start points 
initiated 7±1 bases downstream of the -10 region [32]. 

7   Conclusion 

RNA polymerase recognizes its promoters through base-specific interaction between 
defined segments of DNA and the σ subunit of the enzyme in E.coli. A novel 
computer procedure using machine learning has been used to search for prediction 
among E.coli promoter sequences. 
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Abstract. In this study, we examine approaches to the problem of assembling 
large, contiguous sections of genetic code from short reads generated from 
laboratory techniques. We explore the Eulerian Path approach in detail, utilizing 
a de Bruijn Graph, and demonstrate current software technologies and 
algorithms using a sample genome. We investigate the input parameters of 
Velvet and discuss their implications.     
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1  Introduction 

Since the discovery of the DNA double helix in 1953 [1], science has sought to fully 
understand the information contained within it [2]. In a macro view, understanding an 
organism's genome can help reveal its phylogeny and origins, while the micro view 
can uncover information about disease susceptibility and cure. Small sections of an 
individual organism's genetic fingerprint that indicate the presence or absence of a 
particular trait are called genetic biomarkers. These biomarkers can be used to, for 
example, determine relation between organisms, gauge exposure to a particular 
genetic toxicant, predict inherited disease, or determine an optimal treatment 
approach. In order to understand genetic information, one must find a way to read the 
information contained within DNA or RNA. Genetic sequencing techniques were first 
developed in the early 1970's [3]. These complex methods, including the wandering-
spot technique were very labor intensive.  

Fredrick Sanger [4] and Gilbert [3] independently published research in 1977 that 
greatly simplified the sequencing process.  The Sanger method is a chain terminating 
technique that uses of dideoxynucleotide triphosphates (ddNTPs) to selectively 
terminate long strands of genetic material [5]. In this method, single stranded, 
denatured DNA source material is cloned and separated into four separate solutions 
containing one of ddATP, ddTTP, ddCTP, or ddGTP each. The dideoxynucleotides 
terminate the multiple copies of the DNA strand at each location of the target base, 
resulting in strands that begin at the origin and have length of the base location index. 
The output of the four dideoxynucleotide solutions is then separated by gel 
electrophoresis or flourescent absporption if dyes were used. The result is an index 
location of each base in the source DNA to a one-base resolution. Sanger sequencing 
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generates long reads of about one thousand bases, but requires weeks to months of 
costly laboratory time [6]. This technique is susceptible to cloning error [7], as parts 
of the cloning vector may enter the resulting sequence. 

An alternative to Sanger sequencing, pyrosequencing was developed by Nyrén and 
Ronaghi at the Royal Institute of Technology in Stockholm in 1998 [8]. This method 
involves iterative addition of bases in an enzymatic solution of Sulfurylase, 
Luciferase and Apryase. As each base bonds to the source material, a measurable 
amount of light is released per base. Repeat bases yield proportionately more light. 
After each base is introduced and bound, an enzyme is added to remove all unused 
bases before the next base is added. 

Pyrosequencing results in short length reads with an upper limit of approximately 
500 bases, however commercial implementations are constantly increasing the 
maximum read length. Pyrosequencing is also less expensive to perform than 
traditional techniques, with companies such as 454 Life Sciences producing all-in-one 
units [9]. This technique can produce approximately 25Mbp/4hr [10]. As this 
technique does not require traditional cloning, it is not susceptible to vector cloning 
error. It is, however, potentially less accurate in homopolar regions with a long series 
of repeating bases. Pyrosequencing techniques normally result in many copies of 
overlapping short reads. After the laboratory work is complete, the reads must then be 
assembled into a representation of the source sequence. Although various solutions 
exist for this problem, all require some amount of a priori assumption and reliance on 
yet to be fully verified metrics. The challenge, algorithmically, is to determine how 
each of the reads fits into the larger sequence. Information to support the selection 
amongst candidate solutions can come from existing, reference genomes, statistical 
models, or sheer read coverage. Once sequenced, data can be added to large, 
publically accessible genome databases such as NCBI [11] or GenomeNet [12]. The 
NCBI Basic Local Alignment Search Tool (BLAST) can be used to find regions of 
local similarity between sequences. The program [13] compares nucleotide or protein 
sequences to sequence databases and calculates the statistical significance of matches. 
BLAST can be used to infer functional and evolutionary relationships between 
sequences as well as help identify members of gene families.  

2  The EULERIAN Approach 

In this section, we describe the application of the EULERIAN path to short read 
assembly and its differences as compared to earlier methods. We discuss one 
available implementation – Velvet, and provide insight into its algorithm. Older 
approaches to the problem of read assembly were designed around the assembly of 
few, long reads. Many available programs utilized the “overlap-layout-consensus” 
paradigm which tests each possible read pair combination to determine the best 
matches. Each read is represented as a node, and each detected overlap is drawn as an 
arc between the overlapping nodes. Once matches are scored, the assembly is 
generated based on overlap scoring. Unfortunately, determining the layout leads to the 
NP-complete Hamiltonian Path Problem [14]. The difficulty of the Hamiltonian Path 
Problem is exacerbated when attempting to operate on an increased number of reads. 
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Pevzner proposed an alternative solution to the read assembly problem for 
sequencing by hybridization [15]. By making use of the de Bruijn Graph, he reduced 
read assembly to a solvable Eulerian Path Problem. Further work by Idury and 
Waterman [16] applied the Eulerian path to short fragment assembly by treating short 
fragment assembly as Sequencing by Hybridization problem. Pevzner, Tang and 
Waterman refined their Eulerian graph techniques in 2001 to include methods of error 
correction and repeat handling in data [15]. A de -Bruin graph is a directed, n-
dimensional graph of m symbols that represents overlaps between sequences of 
symbols. In graph theory, an n-dimensional de Bruijn graph of m symbols is a 
directed graph representing overlaps between sequences of symbols. It has mn 
vertices, consisting of all possible length-n sequences of the given symbols (the same 
symbol may appear multiple times in a sequence). If one of the vertices can be 
expressed by shifting all symbols by one place to the left and adding a new symbol at 
the end of another vertex, then the latter has a directed edge to the former vertex.  
Although de Bruijn graphs are named after Nicolaas Govert de Bruijn, they were 
discovered independently both by de Bruijn (1946) and I. J. Good (1946). Much 
earlier, Flye Sainte-Marie (1894) implicitly used their properties.   

Zerbino and Birney released a set of algorithms called “Velvet” [17] to manipulate 
de Bruijn graphs for genomic sequence assembly. In their implementation of the 
graph, a k-mer is defined as a substring of length k, extracted from a read. Each node 
contains a series of overlapping k-mers, with each overlap having length k-1 bases. 
Each node is attached to another, “mirror” node which contains the reverse series of 
k-mers. These mirror nodes take into account the complementary nature of genetic 
material. Nodes whose last k-mer overlaps with the first k-mer of another node are 
connected by a directed arc. (Fig 2.1) The assembled contiguous sequence or “contig” 
is represented by a traversal from the first k-mer of the first node through connected 
arcs to each other node. 

Once the input reads have been hashed into k-mers and assembled into nodes and 
arcs, the resulting graph must be simplified and cleared of errors. Velvet simplifies 
the graph by combining adjacent nodes with only one incoming and outgoing arc. 
This reduces the node count to only nodes with multiple arcs. Error correction is 
performed by eliminating “tips” and “bulges.” A “tip” is defined as a chain of nodes 
connected at only one end, and Velvet removes tips that do not meet minimum length 
and coverage requirements. A “bulge” is a redundant path that starts and ends at the 
same nodes as other paths with similar sequences. Velvet again employs a length 
threshold and simple sequence identity to condense or merge a bubble. Velvet is thus 
composed of four stages: hashing the reads into k-mers, constructing the de Bruijn 
graph, correcting errors, and resolving repeats. The first stage, graph construction, is 
memory intensive. The time complexity of error correction depends mainly on 
number of nodes in the graph, which is a result of read coverage, error rate, and 
number of repeats in the source material. The graph search used during error detection 
and correction employs the Dijkstra algorithm which has a time complexity of 
O(NlogN) when implimented with a Fibonacci heap [18]. Repeat resolution also 
depends on the number of nodes present in the graph and the average length of those 
nodes.  



182 A.C. Elliot, A.L. Perkins, and S. Yenduri 

3  Methods 

To illustrate the operation of Velvet, we chose a specific, active coding gene of 
Escherichia coli str. K-12 substr. MG1655. This gene, NP_415534, codes for the 
enzyme proline dehydrogenase/pyrroline-5-carboxylate dehydrogenase which 
functions as a fused DNA-binding transcriptional regulator [12]. The E. coli genome 
has been extensively studied and fully sequenced [19] allowing for comparison of our 
assembly results with established sequence data. The NP_415534 gene sequence was 
obtained from GenomeNet [12] in its full form as an ASCII formatted fasta file [11]. 
This reference gene contains a total of 3963 ordered nucleotides. 

From the reference file, we used the read simulation function of MetaSim [20] to 
output two sets of simulated reads. The first set represents an “exact” or reference set 
in which, 5000 reads were taken directly from the source gene without introduced 
error. The output reads have a normal distribution across the source gene and an 
average read length of 997.87 base pairs. To illustrate real world data, we also 
generated a set of reads modeling the read output of the LifeSciences 454 sequencer 
[9]. These 5000 simulated reads contained 29890 insertions and 7321 deletions. Each 
insertion is the addition of an extra base not present in the original material. Each 
deletion is the removal of one base from the original material. Locations of these 
induced errors are based on characteristics of pyrosequencing such difficulties 
accurately reading homopolar regions. Average Read Length was 258.21 base pairs. 
Each of the simulated read sets were run through the Velvet Assembler using varying 
values of k-mer length (k), expected coverage (exp_cov) and coverage cutoff 
(cv_cut). Automation of parameter variation and report generation was assisted by the 
standardized velvet assembly report script project [21]. Expected coverage is the 
expected frequency of repeats of each source base. This is a function of the source 
material and the depth at which the sequencing was performed.  

Table 1 shows the parameter permutations used and their results for the simulated 
454 reads. “kmer” is the selection of k or kmer length. “cvCut” is coverage cutoff, a 
threshold used to determine if a node in the constructed de Bruijn graph should be 
included as part of the final assembly. “exp,” expected coverage, is the expected 
frequency of repeats of each source base. “ctgs” is the number of contigs. “asmLg,” 
“mean,” and “max” refer to the total length, mean, and maximum length of all 
assembled contigs respectively. “N50” refers to the length of the shortest contig in an 
assembly such that the sum of contigs of equal length or longer is at least 50% of the 
total length of all contigs. “1k” is the number of contigs over 1000 bases long. “tiles” 
is the number of reads that are used in an assembly. “rdPc” is percentage of input 
reads used in the assembly. Lower frequency nodes with coverage below the coverage 
cutoff value are suspected to be erroneous and are subsequently removed during 
graph error correction, especially during tip and bulge removal. This threshold 
specifies how many read k-mers must overlap for each contig kmer. The number of 
kmers per read is a function of read length L and k-mer length K (L-K+1) [21]. 
AMOS files of selected final assemblies were generated with velvet and opened for 
analysis with Hawkeye [22]. 
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experiment demonstrates how heavily parameter selection influences final assembly, 
thus consideration must be made when designing an experiment and performing the 
assembly. The value of k depends primarily on the nature of the source genome, 
particularly the length and abundance of repeats. With sufficiently high k, read 
utilization and resultant contig length increases with coverage cutoff, due to the 
removal of lower coverage nodes, however this elimination can lead to mis-
assemblies. A delicate balance exists between easing coverage limits to increase final 
assembled contig length and a reduction in accuracy. Some experiments, such as 
preliminary genome sequencing may seek wider coverage and fewer but longer nodes 
at the expense of 100% accuracy of individual bases, whereas small target sequencing 
of short gene segments may obtain the higher accuracy required by increasing read 
coverage. As the algorithms continue to mature, research into the automated choice of 
parameters will assist scientists when faced with the challenge of read assembly. 
Obtaining and integrating the various scripts and applications was a chore, as each 
had its own set of dependencies and special setup instructions. Velvet assembly and 
the associated tools would benefit from a cloud implementation, similar to that of 
NCBI's BLAST to provide a full suite of assembly tools with minimal or no 
configuration. Further efforts to understand the parameterization of short read 
assembly using Velvet should expand both the source data and selected parameter 
value set, possibly to include eukaryotic data. A more detailed study of k-mer length 
selection could also include recursive scanning of a reference genome for maximum 
repeat length and a priori comparison to the genomes of similar organisms. Continued 
effort to understand and evaluate the decisions used when simplifying or error 
correcting the de Bruijn graph will lead to higher quality assemblies and serve to 
unify the field. This includes statistical decision making as well as reference to 
biological markers and archived genomic data.    
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Abstract. The rapid expansion of the internet in the past few years has enorm-
ously increased the availability of digital data such as audio, images and video 
to the public. This motivates the protection of digital information against illegal 
duplication and manipulation. Digital watermarking is a technique for protect-
ing the copyright of intellectual property which has become as active research 
area recently. Watermarking is a process of embedding copyright information 
or an identification number to the digital data. This paper proposes an oblivious 
scheme for video watermarking. This proposes the idea of embedding different 
parts of single watermark into different scenes of a video. The watermark is ex-
tracted from the watermarked image without any knowledge of the original  
image. 

Keywords: Discrete Wavelet Transformation, Digital Watermarking, Scene 
change, Video. 

1   Introduction 

One of the reasons for the rapid development in research in digital watermarking is 
the need to find a solution for protecting intellectual properties of digital material. In 
order to embed watermark information in host data, watermark embedding techniques 
apply minor modifications to the host data in a perceptually invisible manner, where 
the modifications are related to the watermark information. The watermark informa-
tion can be retrieved afterwards from the watermarked data by detecting the presence 
of these modifications. Most of the watermarking techniques proposed till date are 
applicable to gray scale images, but can be easily extended to color images by water-
marking luminance component. Most of the existing watermarking algorithms can be 
classified according to the following criteria. The selection of locations where the 
watermark is embedded. The domain in which algorithm operates. For example, an 
algorithm can modify the image in the spatial domain directly to embed the water-
mark or it can transform the image in to other domains like DCT [14], DFT [12], 
DWT [13] and fractal.  
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2   Discrete Wavelet Transform (DWT) 

2.1   The Fast Wavelet Transform Algorithm 

The Discrete Wavelet Transform (DWT) coefficients can be computed by using Mal-
lat’s Fast Wavelet Transform algorithm. This algorithm is sometimes referred to as 
the two-channel sub-band coder and involves filtering the input signal based on the 
wavelet function used. To explain the implementation of the Fast Wavelet Transform 
algorithm consider the following equations: ( ) = ∑ ( ) (2 )                                               (1) ( ) = ∑ ( 1) (1 ) (2 )                                      (2) ∑ = 2 ,                                                     (3) 

The first equation is known as the twin-scale relation (or the dilation equation) and 
defines the scaling function Φ. The next equation expresses the wavelet Ψ in terms of 
the scaling function Φ. The third equation is the condition required for the wavelet to 
be orthogonal to the scaling function and its translates. The high pass filter is obtained 
from the low pass filter using the relationship, = ( 1) (1 )                                                (4) 

Starting with a discrete input signal vector s, the first stage of the FWT algorithm 
decomposes the signal into two sets of coefficients. These are the approximation coef-
ficients cA1 (low frequency information) and the detail coefficients cD1 (high fre-
quency information), as shown in the Fig. 1 below. 

 
Fig. 1. Filter operation during DWT 

The coefficient vectors are obtained by convolving s with the low-pass filter Lo_D 
for approximation and with the high-pass filter Hi_D for details. This filtering opera-
tion is then followed by dyadic decimation or down sampling by a factor of 2. 

2.2   Signal Reconstruction 

As shown in Fig. 3 the original signal can be reconstructed or synthesized using the 
inverse discrete wavelet transform (IDWT).The synthesis starts with the approximation 
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and detail coefficients cAj and cDj, and then reconstructs cAj-1 by up sampling and 
filtering with the reconstruction filters.  

 

Fig. 2. Wavelets reconstruction 

3   Oblivious Video Watermarking Using Scene Change Analysis 

3.1   A Proposed Video Watermarking Method 

With the rapid growth of the Internet and multimedia systems in distributed environ-
ments, it is easier for digital data owners to transfer multimedia documents across the 
Internet. Therefore, there is an increase in concern over copyright protection of digital 
contents [1]-[4]. Traditionally, encryption and control access techniques were em-
ployed to protect the ownership of media. These techniques, however, do not protect 
against unauthorized copying after the media have been successfully transmitted and 
decrypted. Recently, watermark techniques are utilized to maintain the copyright [4]-
[7] .Video watermarking introduces a number of issues not present in image water-
marking. Due to a large amount of data and inherent redundancies between frames, 
video signals are highly susceptible to piracy attacks, including frame averaging, 
frame dropping, frame swapping, statistical analysis, etc .This problem can be over-
come by applying scene change detections and scrambled watermarks in a video.  

The scheme is robust against frame dropping, as the same part of the watermark is 
embedded into the frames of a scene. For different scenes, different parts of the wa-
termark are used, making the scheme robust against frame averaging and statistical 
analysis [8]. 

3.2   Scene-Based Video Watermarking Scheme 

The new watermarking scheme we propose is based on scene changes in [8].Fig 5 
shows an overview of watermarking process. In this scheme, a video is taken as the 
input, and then a watermark is decomposed into different parts which are embedded 
in corresponding frames of different scenes in the original video. As applying a fixed 
image watermark to each frame in the video leads to the problem of maintaining sta-
tistical and perceptual invisibility [20] this scheme employs independent watermarks 
for successive but different scenes. However, applying independent watermarks to 
each frame also presents a problem if regions in each video frame remain little or no 
motion frame after frame. These motionless regions may be statistically compared or 
averaged to remove the independent watermarks [16]. Consequently, an identical  
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watermark is used within each motionless scene. With these mechanisms, the pro-
posed method is robust against the attacks of frame dropping, averaging, swapping, 
and statistical analysis. This scheme consists of four parts: 

1) Watermark Preprocess 
A watermark is scrambled into small parts in a preprocess, and they are embedded 
into different scenes so that the scheme can resist a number of attacks toward to the 
video. A 256-greylevel image is used as the watermark, so 8 bits can represent each 
pixel. The watermark is first scaled to a particular size as follows: 2 ≤ ; > 0(5) + = ; , > 0(6) 

Where m is the number of scene changes and p, q, n are positive integers. The size of 
the watermark is represented as  4.2 4.2 (7) 

To make the scheme more robust, the processed watermarks are transformed to the 
wavelet domain. Sample preprocessed watermarks are shown in figures below where 
Fig. 4 is the original watermark, Fig. 6 (w1) – (w8) represent the small watermarks in 
the spatial domain. 

 

Fig. 3. Original Watermarking  

  

       Fig. 5. Overview of watermarking process          Fig. 6. w1-w8 Preprocessed watermarks 
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2 )Video Preprocess 
The watermark scheme is based on 4-level DWT. All frames in the video are trans-
formed to the wavelet domain. The frames are decomposed in 4-level subband frames 
by separable two-dimensional (2-D) wavelet transform. It produces a low-frequency 
subband LL , and three series of high-frequency sub bands LH,HL,HH . According to 
the energy distribution, LL is the most important than LH, HL, HH. For different 
levels, the higher the level, the more important the sub bands.  

In this scheme, only embed the watermark in the middle frequency sub bands this 
scheme is based on 4-levels DWT, which is determined by experiments. If less than 
4-levels is applied, the capacity of the scheme would be decreased; if larger than 4-
levels is applied, the quality of the watermark video is affected.  

Scene changes are detected from the video by applying the histogram difference 
method on the video stream. If the difference of the two scenes is greater the thre-
shold, consider there is a scene change. The threshold is again determined by experi-
ments. Independent watermarks are embedded in frames of different scenes. Within a 
motionless scene, an identical watermark is used for each frame. Watermark is used 
for the first scene. When there is a scene change, another watermark is used for the 
next scene. The watermark for each scene can be chosen with a pseudo-random per-
mutation such that only a legitimate watermark detector can reassemble the original 
watermark. 

3) Watermark Embedding Algorithm in Video stream 
The watermark is then embedded to the video frames by changing position of some 
DWT coefficients with the following condition: 

 
If Wj=1 then 

Exchange max(Ci, Ci+1 , Ci+2,Ci+3,Ci+4) 

else 

Exchange min(Ci, Ci+1 , Ci+2,Ci+3,Ci+4) 

end if 

where Ci is the i th DWT coefficient of a video frame, and  Wj is the j th pixel of a 
corresponding watermark image . When Wj =1 , , we perform an exchange of the Ci 
with the maximum value among  Ci, Ci+1 , Ci+2,Ci+3,Ci+4 . When Wj=0, we perform an 
exchange of the Ci with  the  minimum value among Ci, Ci+1 , Ci+2,Ci+3,Ci+4. With this 
algorithm, the retrieval of the embedded watermark does not need the original image. 
The higher frequency coefficients of the watermark are embedded to higher frequency 
parts of the video frame, and only the middle frequency wavelet coefficient of the 
frame (middle frequency subband) is watermarked [16]. 

4) Watermark Extraction Algorithm 
The video is processed to detect the video watermark. In this step, scene changes are 
detected from the tested video. Also, each video frame is transformed to the wavelet 
domain with 4-levels. Then the watermark is extracted with the following condition: 
where WCi is the Ith  DWT coefficient of a watermarked  video frame, and EW j  is 
the j th pixel of the extracted watermark [17].When the watermark WCi  is greater 
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than median value among WCi , WCi+1 , WCi+2 ,WCi+3 , WCi+4  the extracted watermark 
EW j  is considered as one, i.e., ; otherwise, it is considered as zero, i.e., . With this 
algorithm, the retrieval of the embedded watermark does not need the original image. 
This is an important property to video watermarking. 

if 

  WCi >median(WCi,WCi+1, WCi+2, WCi+3, WCi+4 ) 

then 

  EWj=1 

else 

  EWj=0 

end if 

As an identical watermark is used for all frames within a scene, multiple copies of 
each part of the watermark may be obtained. The watermark is recovered by averag-
ing the watermarks extracted from different frames. This reduces the effect if the 
attack is carried out at some designated frames. Thus, we can combine the 8 bit-
planes and recover the 16 x 8 size image, i.e., part of the original watermark. If 
enough scenes are found and all parts of the watermark are collected, the original 
large watermark image can be reconstructed.  

4   Results 

 

      Fig. 4. Watermarked sequence  

Fig. 6.Watermark used 
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5   Conclusion 

This paper proposes an innovative scene based video watermarking scheme. The 
process of this comprehensive video watermarking scheme, including watermark 
preprocessing, video preprocessing, watermark embedding and watermark detection 
is implemented. Also, this technique is robust against many attacks because of embed 
watermark in DWT domain. This can be extended with the encryption technique to 
increase the security of watermarks. This proposed watermark scheme can further be 
associated with different applications to achieve a sophisticated system and the fideli-
ty can be improved by applying genetic algorithm. 
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Abstract. Swarm Intelligence Computation technique is one of the recent and 
advanced research topic in the field of Artificial Intelligence. This nature –
inspired, global optimization technique is used rapidly in various fields , 
specially it has become one of the most useful method for efficiency 
improvement of control and distributed optimization aspects. A review study on 
tuning of PID controller with effective and satisfactory performance analysis via 
different swarm intelligence computation techniques is presented in this paper. 
Tuning of PID via traditional methods and genetic algorithm and their limitations 
in proper tuning, different structure of PID controllers with the objectives for 
PID tuning and an efficient intelligent PID controller design is presented in the 
beginning of this paper. Then a brief literature review on PID tuning with 
different Swarm Intelligence(SI) techniques i.e. Ant Colony Optimization(ACO), 
Particle Swarm Optimization(PSO), and Bacterial Foraging Optimization 
Algorithm(BFOA) as well as their advantages and disadvantages in proper 
tuning is presented in the afterwards . And finally a performance comparison 
with simulation results of PID tuning via ZN, GA, PSO, BFOA are experimented 
on four set of system transfer functions and are studied for effective analysis. 

Keywords: Swarm Intelligence Computation, Particle Swarm 
Optimization(PSO), Ant Colony Optimization(ACO), Bacterial Foraging 
Optimization Algorithm(BFOA), PID controller tuning. 

1   Introduction 

PID control is a generic feedback control technology and it is vastly used in automatic 
controllers in industrial control systems. The PID control was first introduced in 1939 in 
the market and has been successfully used as controller in process control until today. The 
basic function of the controller is to execute an algorithm based on the control engineers 
input and hence to maintain the output at a level so that there is no difference between the 

2
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process variable and the setpoint[1]. The term ‘PID’ is an acronym for “proportional, 
integral, and derivative.” A PID controller is a controller that includes elements with those 
three functions.  The popularity of such kind of controller is due to their functional 
simplicity and reliability. They provide robust and reliable performance for most systems 
and the PID parameters are tuned to ensure a satisfactory closed loop performance [2]. A 
PID controller improves the transient response of a system by reducing the overshoot, and 
by shortening the settling time of a system [3]. For this control loop to function properly, 
the PID loop must be properly tuned. Ziegler-Nichols[4], Cohen-Coons[5], Astrom and 
Hagglund[6] tuning  methods were some of the primitive tuning methods for PID control. 
But, due to having greater phase lag, greater overshoot and insufficient tuning results a 
linear empirical formula had to be introduced. Genetic Algorithm(GA) was an effective 
solution for these problems. GA was one of the evolutionary computation tuning 
approaches that could produce better results in PID tuning than the primitive tuning 
methods[7]  having  stochastic global searching characteristics that could mimic the 
process of natural evolution. But later, a set of new intelligent approaches unitedly called 
swarm intelligence tuning, such as Ant Colony Optimization, Particle swarm optimization, 
Bacterial Foraging optimization algorithm were introduced which could produce an 
effective characteristics of positive feedback, search mechanism, distributed computation 
and constructive greedy heuristic for simpler, efficient and faster tuning than primitive and 
other evolutionary tuning approaches for having improved characteristics like dynamic 
adjustment inertia weight factors, etc. Positive feedback search produces advantageous 
results, distributive computation can be used to avoid pre-matured convergence and 
greedy heuristic is helpful to find the solution of early stages of search process. The brief 
survey on PID tuning via different SI techniques is presented later in this paper. 

2   The Different Structure of PID Controller and Intelligent PID 
Controller Design 

The practical difficulty with PID control technology is a lack of industrial standards, 
which has resulted in 46 different architectures of PID controller. For example, the 
classical architecture of PID controllers is given below.
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Fig. 1. Classical PID controller in a unity feedback block diagram representation 

PID controllers are used in more than 95% of closed-loop industrial processes. Mostly 
the interest lies in four major characteristics of the closed-loop step response. They are rise 
time, overshoot, settling time, steady-state error. How the increment of the PID parameters 
(Kp,Ki,Kd) value can affect the system dynamics is presented in a tabular format in the 
following way:  
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Table 1. Performance requirements and objective of PID tuning 

 

In the next figure, the block diagram of an intelligent PID Controller is given.  

                            

Fig. 2. Block Diagram of an intelligent PID controller[8] 

In PID controller, the proportional value determines the reaction of the current error, 
the integral value determines the reaction based on the sum of recent errors, and derivative 
value determines the reaction based on the rate at which the error has been changing the 
weighted sum of these three actions is used to adjust the process via the final control 
element.  

3   Survey on Swarm Intelligence Computation 

Swarm intelligence is an algorithm or a device, which is designed for solving distributed 
problems. It was illumined by the social behavior of gregarious insects and other animals 
[9]. Compared with the grads algorithm and traditional evolutionary computations, swarm 
intelligence has following advantageous characteristics: (a) The cooperating particle of the 
swarm is distributed; (b) There is no control and data of the center and the system is more 
robust; (c) It can realize cooperation with indirect communication instead of direct 
communication and the system is more easily to extend; (d) The ability of particle in the 
population is simple, the operating time of every particle is also very short and it is easy to 
be realized. Different swarm intelligence algorithms and their uses in PID tuning are 
discussed below. 

4    Ant Colony Optimization(ACO) in PID Tuning 

ACO's are very much suited for finding solutions to different optimization problems. A 
colony of artificial ants cooperates to find good solutions, which are an emergent property 



198 S. Ghosal et al. 

of the ant's cooperative interaction .Based on their similarities with ant colonies in nature, 
ant algorithms are adaptive and robust and can be applied to different versions of the same 
problem as well as to different optimization problems. The main idea behind ant colony 
optimization is that when the ants search for food, they initially explore the area 
surrounding their nest randomly. When one finds a food source, it evaluates it, take some 
food and goes back to the nest. As they move back, they deposit on the ground a chemical 
substance called pheromone, which is detectable by other ants. The amount of pheromone 
that is deposited varies depending on the quantity and quality of the food, and leads other 
ants to that food source. By the use of this property, the ants can find the shortest path 
between their nest and the source [11]. A basic algorithm for ACO is given in figure 3. 

ACO can be used in PID tuning in the following steps-i) Initialize no. of ants, ii) Then 
run the process model, iii) Evaluate fitness function, iv) Then update the probability, v) 
After that calculate the optimum of Kp,Ki,Kd values and finally after reaching the 
maximum iteration the process stops. ACO was successfully used for PID controller 
tuning from time as it was able to calculate the optimum value of PID parameters in a very 
effective manner. A literature review on PID tuning via ACO is given below. 

 

Fig. 3. Algorithm of ACO[10] 

A research work based on Ant Colony Search-PID tuning is briefly discussed in this 
paper[51]. In this paper the generation of nodes and path step, the PID controller 
parameters Kp, Ki, and Kd as the optimized variables, and assumed that each of them has 
five valid digits, one digit before decimal point and four digits after decimal point and the 
values of Kp, Ki, and Kd were put on plane O-XY. Here, each decimal digit represents 
node and connection between them represents the moving path of ants. In transition step, 
an ant selects the following transition rule : 
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When all of the ants in the colony complete their tours once in the ACS-PID algorithm, the 
pheromone concentration of each  node belonging to the best tour, since the beginning of 
the trial is updated by the following formulas: 

i, ij i, ij i, ij

i, ij *

τ(x y ) (1- ).τ(x y ) . (x y )

Q
(x y )

ITAE

← ρ + ρ Δτ

Δτ =
              (3) 

Here, ρ  is the parameter which governs the pheromone decay. The local update is 
performed as follows: 

ij i, ij ij i, ij 0τ (x y ) (1- ).τ (x y ) .τ← ρ + ρ                (4) 

PID tuning using this adaptive ACS method produces better results than GA-PID, SA-
PID, DE-PID. Another approach taken on PID controller tuning via ACO was based on 
creating incrementally the construction of solutions based on a probabilistic choice of the 
solution components [12]. In this paper ACO was used for continuous domains, and it was 
accomplished by the use of a PDF. A PDF could be represented as any function P(x) > 0, 
such that x that could meet the requirement, 

P(x)dx 1
∞

−∞

=∫            (5) 

Based on the decision variables Xi, i = 1, 2, . . . , n, each ant constructed  a solution 
performing n steps. At an iteration i, an ant was set to choose a value for the variable Xi. 
After this, a Gaussian kernel was be created for this iteration. This Gaussian kernel was 
denoted by this equation: 
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σ

= =
= ω =

σ ∏∑ ∑    , i=1,2,……n.       (6) 

where µ was the mean, ω was the weight, and σ  was the standard deviation. 
The second step of the algorithm was the pheromone update. All the pheromone 

information was stored in a solution archive T. For each solution to a problem of n 
dimensions, the algorithm stored in T the values of its n variables, besides the value of the 
objective function f(s). All the solutions on this archive was evaluated and then ranked. By 
this rank they could be sorted. The third and last step was just to update the best solution 
found, in order that it could be shown when the stop conditions met. A modified ant 
colony optimization incorporating differential evolution was used in this work. In this 
design the mutation operation was generated by this function: 

2 3i best i iX (t 1) X (t) MF.[X (t) X (t)]+ = + −         (7) 

In the above equations, t is the time (generation), MF > 0 is a real parameter, called 
mutation factor, which controlled the amplification of the difference between two 
individuals so as to avoid search stagnation. The mutation operation selected the best  
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vector Xbest(t). Then, two individuals  were randomly selected and the difference vector  
was calculated. From the result, it was obtained that with the same preset maximum 
number of generations, Modified ACO obtained better mean F and minimum F than GA, 
ES, and ACO methods. Thus, ACO and Modified ACO proved superior in PID tuning 
than ES and GA. In another work[13] lyapunov function was proposed for accomplishing 
robust global convergence for tracking error. Parameter tuning of PID was used by Grid-
based searching adopted ACO and self adaptive control strategy was also adopted for 
pheromone decay. Another PID tuning procedure via ACO was furnished by position 
tracing and elitist strategy was adopted via improved ACO proposed in work[14]. 
Important ACO optimization, convergence and application strategies are surveyed and 
published in this journal paper[15]. 

A research on satisfying the real time control and obtaining better performance, 
application of ACA (Ant Colony Algorithm) to optimize the parameters of NN-PID 
controller to improve the on-line self-tuning capability of this controller is presented in 
this paper[16]. Tuning of Fuzzy PID controller via ACO is also another research work in 
PID tuning via SI[17]. This paper proposes a proper framework of PID tuning via proper 
implementation and simulation approach via ACO. One of the nature based algorithm 
named artificial bee colony similar to ACO was used in PID tuning[18], which was  
presented by Karaboga in 2005 to optimize numeric benchmark functions [19]. Trajectory 
tracking comparison for GA and ACO for PID tuning is presented in this paper[20].  

ACO is very much efficient in discrete control optimization. It can produce results 
where the source and destination is known and predetermined. For, crisp result ACO is 
productive, though it produces some disadvantages also. Its theoretical analysis is difficult 
for ACO as well as the research on it is experimental rather than theoretical. Also, the time 
of convergence is uncertain for ACO. PSO is a simpler version of optimization technique 
for users and also a developed version of this simulation based approach produces better 
performances in dynamic optimization and constraint handling. In case of problems that 
are fuzzy in nature usage of PSO is beneficial rather than ACO.    

5   Particle Swarm Optimization and Bacterial Foraging 
Optimization Algorithm in PID Tuning 

Particle Swarm Optimization (PSO) is one of the optimization and kind of evolutionary 
computation technique .The technique is derived from research on swarm such as bird 
flocking and fish schooling. In the PSO algorithm, instead of using evolutionary operators 
such as mutation and crossover to manipulate algorithms, a flock of particles are put into 
the d-dimensional search space with randomly chosen velocities and positions knowing 
their best values. The velocity and position of each particle, adjusted accordingly to its 
own flying experience and the other particles flying experience [9]. It was first introduced 
by Eberhart and Kennedy in 1995[21].  The description of PSO algorithm is given below 
[22] where the equations are given as (8) and (9) for iteration via PSO.  

    (8) 

                                                                                                       (9) 

(k+1) (k) (k) (k)
ij ij 1 ij ij 2 j ijv = w × v + c ×rand()×(pbest - x ) + c ×rand()×(gbest - x ) 

(k+1) (k) (k+1)
ij ij ijx = x + v    
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Fig. 4. Algorithm of PSO                                           Fig. 5. Flowchart of BFOA 

From last decade, Particle Swarm Optimization has been successfully applied in the 
field of control, design, telecommunication and combinatorial optimization procedures. 
Around three hundred PSO algorithms are exploited till date. A noble review was done on 
PSO by De Falco et al[23]. Although PSO has been used mainly to solve unconstrained, 
single-objective optimization problems, PSO algorithms have been developed to solve 
constrained problems, multi-objective optimization problems, problems with dynamically 
changing landscapes, and to find multiple solutions. The application of PSO in nonlinear 
control domain is also huge. A literature review on its applications in PID controller 
tuning is discussed below. A research work on designing a robust H2/H∞ PID controller 
design via PSO in shown in[21]. The controller was designed such that the nominal closed 
loop system was asymptotically stable and robust stability satisfied the required inequality 
equation. And the disturbance attenuation performance satisfied the following inequality. 

b 2J = W (s).S(s) <1
∞

                       (10) 

A balanced performance criterion to minimize both Ja and Jb simultaneously is to 
minimize J∞, The minimization of tracking error J2 by taking integration of error e(t) and 
by taking inverse laplace transformation ,the robust hybrid controller design was 
established. Three types of performance estimation was done on PID i.e. the integrated 
absolute error (IAE), or the integral of squared error (ISE), or integral of time absolute 
error (ITAE) but after comparing the simulation results of PSO optimization it was seen 
that the ISE was the best to use with the disturbance condition to get robustness. An 
Optimal Fractional Order Controller for an AVR System using Particle Swarm 
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Optimization Algorithm was proposed in this paper[24] where the FOPID PSO designing 
was done in these steps- i) Randomly initializing the individuals of the population 
including searching points and velocities in the feasible range, ii)ïFor each initial 
individual k of the population, the values of the performance criterion were calculated, iii) 
Then comparing each individual’s evaluation value with its personal best pid . The best 
evaluation value among the pid was denoted as pg .iv) Modifying the member velocity of 
each individual, v) If the number of iterations reaches the maximum, go to Step vii, 
otherwise go to Step ii. vii) The latest pg was the optimal controller parameter. A PID 
controller tuning via PSO for power system stabilizing is shown in this paper[25]. Though 
ZN method was also applied for PID tuning, PSO based tuning proved faster results for 
reaching steady state condition and proficient outcomes for damping of the multimachine 
power system transient and dynamic disturbance. A fuzzy PID controller tuning via an 
intelligent PSO and Genetic Algorithm approach for AVR system is depicted in [26]. The 
Craziness based PSO used in this work proved superior in tuning than the binary coded 
GA used with respect to optimal transient performance and lesser computational time. The 
work of Fuzzy Logic was to extrapolate intelligently and linearly, the nominal optimal 
gains in order to determine off-nominal optimal gains for on line off nominal system 
parameters. 

Robust PID controller tuning via PSO [27], PID tuning via Advanced PSO by changing 
few mathematical structure of original PSO[28], a novel approach based on Stochastic 
Particle Swarm optimization (SPSO), with dominant eigenvalue shift for designing robust 
decentralized load frequency control system for interconnected power system[29], PID 
controller tuning for Hybrid PV-FC-Diesel-Battery Micro Grid Scheme for Village/Resort 
Electricity Utilization via PSO[30] are some of the PSO application in PID tuning domain. 
PSO applications in PID tuning for AVR system[31], PID tuning in slider-crank 
mechanism system [31], evolutionary robotic-vision system and tracking[33] are also 
some of the advanced research works in the field of PID tuning via PSO. As well as speed 
control of the Brushless DC Motor (BLDCM) servo system[34], the values of the 
parameters of a proposed  fuzzy PID controllers optimization  with minimization of sum  
square error (SSE)[35], are some of the recent PSO application work in PID controller 
tuning. 

PSO is capable of generating these qualities for its use- its intelligent application in 
various scientific and research fields, no overlapping and mutation calculation, simple in 
nature, its a real number code and it is decided directly by the solution. Although, it has 
few drawbacks also- The method easily suffers  from the partial  optimism, which causes 
the  less exact at the  regulation of its speed and the direction, it is unable to work  out  the  
problems  of  scattering  and  optimization. Also PSO cannot work out the problems of 
non-coordinate system, such as the solution to the energy field and the moving rules of the 
particles in the energy fields.  

Another important swarm intelligence technique known as Bacterial Foraging 
Optimization Algorithm(BFOA) was first introduced and developed by Passino[36]. 
Inspired by social foraging of bacteria E.Coli ,which can be explained by four processes 
namely Chemotaxis, Swarming, Reproduction, Elimination and Dispersal [36],  this nature 
based algorithm was generated and it has  made a good  impact as a global optimization 
algorithm in distributed optimization and control. Its application in science and 
engineering domain and analysis is very exquisitely discussed in [37]. Fig.5 shows a flow 
chart of BFOA method. A brief literature review on PID controller tuning via BFOA is 
given below. 
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Bacterial Foraging Optimization method is newer than other swarm intelligence 
methods (PSO,ACO) and still hard research work is going on development of this 
heuristic method. For its real world application this method is gaining more popularity to 
researchers. An application of hybrid genetic algorithm and BFOA in global optimization 
is shown in[38]. It was shown using on PID of AVR systems and simulation results 
showed the superiority of BFOA in tuning than the GA. Interface suppression of linear 
antenna array by amplitude control via BFOA is depicted in[39]. It was found that the 
nulling method based on BFA was capable of steering the array nulls precisely to the 
undesired interference directions. Designing a bow-tie antenna for 2.45 GHz Radio 
Frequency Identification (RFID) readers via bacteria swarm optimization method(BSO) 
and Nelder-Mead algorithm is proposed in[40]. The BSO proved more efficient result 
results in parameter tuning than convenient PSO in the simulation result. Different 
applications and methodologies for tuning of PID via this hybrid SI technique can be 
found out in [41]. A comparative study of BFOA and PSO and state of art version of PSO 
for optimizing multi-modal and high dimensional functions clearly shows its efficiency in 
such optimization problem[42]. Its generates fruitful results in its application in neural 
networks in load forecasting, fuzz y logic based problems, signal processing, pattern 
recognition,  robust bus architecture design for power systems, social scheduling 
problems, as well as in controller tuning approaches. Its application in PID tuning are 
presented in these works[43,44,45]. A fuzzy PID controller tuning approach is shown 
in[46].Implementation of BFOA in PID tuning for SIMO process on FPGA[47], design 
approach of PID controller with rejection function against external  disturbance in motor 
control system via BFOA[48], PID tuning in power system stability and in AVR system 
for obtaining minimum errors and to damn optimally by BFOA[49] are some of the recent 
research applications of BFOA in PID tuning. 

Although having such capabilities for using in multiple engineering and science 
research domains, BFOA method still needs more development and adaptability for 
making it , not just a successful, but one of the best swarm optimization methods in real 
world application. Our review work cannot be established without the favorable help of 
this book[50]. 

6   Comparative Analysis of PID Tuning via Traditional, GA  
and Different SI Techniques 

In this work, four systems were selected for simulation using various tuning method such 
as ZN, PSO, GA, BFO. MATLAB 7.0 software is employed. The four set of systems, 
considered for the tuning comparisons are as follows: 

Set 1: 

2

1
( )

0.21 0.4038 0.0411
G s

s s
=

+ +                                (11) 
Set 2: 

2

1
( )

0.21 0.1193 0.0245
G s

s s
=

+ +                            (12) 
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Set 3: 

2

1
( )

0.21 0.0434 0.0299
G s

s s
=

+ +                           (13) 
 
Set 4:  

2

1
( )

0.21 0.2369 0.0054
G s

s s
=

+ +                             (14) 
The PID parameter values obtained using ZN,GA,PSO and BFO and the closed loop step 
responses for tuning is shown in next two tables.  

Table 2. Different values of PID Parameters after tuning by various tuning methods 

 

Table 3. Comparative diagrams of closed loop step responses for various optimization 
techniques 
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For setting up perfections and better efficacies, each set of transfer functions were 
tuned by different tuning method in this work. Though in comparison, the swarm 
intelligence methods proved superior than the traditional ZN method which can be 
inferred from table no 3. From that table, BFOA method is giving the best optimization 
among all the tuning methods. PSO and GA showed good results than ZN but surely 
BFOA produces the better tuning than these EA methods. 

7   Conclusion 

In this paper we have presented a brief literature review of various applications of swarm 
computation techniques in PID controller tuning research domain. Alongwith a 
comparative analysis for different EA and Swarm Intelligence techniques for PID tuning is 
presented as the critical discussions for using those techniques were also mentioned. For, 
future works, the dynamic determination of best destination for ACO, adapting fitness 
sharing for PSO, updating velocity for each individual by taking the best element found in 
all iterations rather than that of current iteration can be taken for proper implementation to 
make these techniques more effective in PID tuning as well as global optimization which 
may become a very effective aspect of artificial and computational  intelligence in future.   
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Abstract. This paper deals with a novel Steganographic technique which 
demonstrates the color image authentication in Z-domain based on the Discrete 
two dimensional Z-Transform. The Transform is applied on mask of sub-image 
block of size 2 x 2 of spatial components in row major order for the entire 
image. Single bit from the authenticating secret message/image is fabricated 
into the real part of the frequency component of each carrier image byte. A 
delicate re-adjust phase is incorporated in all components of each mask after 
embedding, to keep the pixel values positive and non-fractional in the spatial 
domain. Robustness is achieved through embedding bits in variable positions of 
carrier image determined by a cyclic Fibonacci series. Experimental results 
show the enhanced performance of the proposed watermarking technique. 

1   Introduction 

Copyright [4, 5] abuse is the motivating factor in developing new encryption 
technologies. One such technology is digital watermarking [8, 9]. One of the driving 
forces behind the increased use of copyright marking is the growth of the Internet 
which has allowed images, audio, video, etc to become available in digital [2, 3] form. 
Though this provides an additional way to distribute material to consumers it has also 
made it far easier for copies of copyrighted material to be made and distributed. Using 
the Internet a copy stored on a computer can be shared easily with anybody regardless 
of distance often via a peer-to-peer network which doesn’t require the material to be 
stored on a server and therefore makes it harder for the copyright owner to locate and 
prosecute offending parties. Copyright marking is seen as a partial solution [7, 9] to 
these problems. The mark can be embedded in any legal versions and will therefore 
be present in any copies made. This helps the copyright owner [1, 6, 8] to identify 
who has an illegal [10, 11] copy.  

In general, there is a tradeoff between the watermarks embedding [11] strength (the 
watermark robustness) and quality (the watermark invisibility). Increased robustness 

2
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requires a stronger embedding, which in turn increases the visual degradation of the 
images. The proposed watermarking scheme adopts a color image as the watermark 
so human eyes can easily verify the extraction of this visually meaningful watermark. 
In general, a color image can provide more perceptual information i.e. sufficient 
evidence against any illegal copyright invasion. 

This paper is organized as follows: Two-Dimensional Discrete Z-Transform has 
been presented with expression evaluated and simplified. The insertion and extraction 
technique for embedding the authenticating image in the carrier image has been 
introduced with suitable algorithm and example. The result of the proposed technique 
SSCIAZ compared with the existing Reversible data hiding based on block median 
preservation (RDHBBMP [13]) watermarking method in terms of visual 
interpretation, MSE, PSNR in dB and IF. 

The techniques used in this paper includes two dimensional discrete Z-Transform 
and two dimensional discrete inverse Z-Transform represented as 

1.1   Two Dimensional Z Transform  

A function f(n1, n2) can be represented in Z-Transform as 

f(z1, z2) = f(n1, n2)z1 z2∞

∞

∞

∞

                                 (1) 

where z1 and z2 are both complex numbers consisting of real and an imaginary parts. 
Since z1 and z2 are complex numbers, Let z1=ejω1π and z2=ejω2π, Where ejθ = cosθ + 
jsinθ. Substituting the values of z1 and z2 in equation (1), the equation becomes the 
discrete form of Two Dimensional Z Transformation equation. 

 f(e ω π, e ω π) = f(n1. n2)e ω π e ω π
∞

∞

∞

∞

            
 Or  f(ω1, ω2) = f(n1, n2)e ( ) ∞

∞

∞

∞

                           (2) 

1.2    Two Dimensional Inverse Z Transform  

The Inverse Z-Transform of a function f(n1,n2) is represented as f(n1, n2) = 12πj f(z1, z2)z1 z2 dz1dz2                           (3) 

Where f(n1,n2) be a function and f(z1,z2) be the Z-Transform of the function 
f(n1,n2). 
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1.3   Derivation of Inverse Z Transform from Continuous to Discrete Form  

Since z1 and z2 are complex numbers, Let z1=ejω1π and z2=ejω2π, where ejωθ = cosωθ + 
jsinωθ. Substituting the values of z1 and z2 in equation (3), we have a discrete form 
of inverse Z Transform for two dimensions. Now z1=ejω1π, differentiating this with 

respect to ω1 we get 
ω

= e ω πjπ, therefore dz1=ejω1πjπ dω1 and z2=ejω2π , 

differentiating this with respect to ω2 we get 

ω
= e ω πjπ, therefore dz2=ejω2πjπ dω2. 

The equation (3) becomes from the above derivation is    
 f(n1, n2) = 12πj f(e ω π, e ω π)e ω π e ω π e ω πjπ dω1 e ω πjπ dω2 

 
The discrete form of this equation is as follows  

f(n1, n2) = 14 f(ω1,ω2)e π( ω ω )                               (4)
ω

ω

 

The equation (4) is the discrete form of Two Dimensional Inverse Z Transform. 

2   The Technique 

The Insertion of the authenticating image is performed in the Z-Domain i.e. the 
domain obtained after performing the Z-Transform on 2 x 2 sub-image matrix of the 
original image matrix one by one. Hence, in order to perform the insertion operation 
of the authenticating image into converted original image byte. Bits from 
authenticating image are embedded in single bit position under each byte of the 
source image. The authenticating image pixels are read and are converted into binary 
values and each binary bit is inserted into one pixel of the original image into which 
the watermark is supposed to be embedded. Point of insertion of a bit is obtained by 
computing the Fibonacci series and then taking the LSB two bits as the position of 
insertion of the bit to be embedded in the image. 

Let Cw be the pixel value in Watermarked color image and C be the original pixel 
value of the digital image to be embedded. Let b[i] be the bit to be embedded in pixel 
C. The embedding or coding step and the detection scheme or the decoding step is as 
follows:  

2.1   Insertion Algorithm  

Input: A carrier image and authenticating message/image. 
Output: An authenticated image. 
Method: Embedding has been performed on the integer values only while the floating 
point part has been made intact and has been added after embedding the watermarking 
bits in the integer part of the pixels values of the source image. 
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1. Read Image type, dimensions and maximum intensity from source image and 
write in the output image. 

2. Repeat until all pixels have been read from the source image file. 
2.1 Repeatedly Take 2 x 2 blocks of pixels from the matrix at the left and 

perform Z-Transform of the block of pixels until all pixels in the matrix 
have been taken. 

2.2 Compute the Fibonacci series and generate the positions using the two 
LSB bits of the generated number where the watermark bits will be 
embedded. The Fibonacci series will be repeated after taking a specific 
number of terms. 

2.3 Read the authenticating image i.e. watermark. 
2.4 Embed the watermark bits in the source image in the position specified 

by the number generated from the Fibonacci series. 
2.5 Compute the Inverse Z-Transform of the 2 x 2 block of pixels. 
2.6 If any pixel is found to be of negative value, the maximum negative 

number is stored and added in the watermarked pixel values such that 
there is no effect on the bit position where the watermark bit is 
embedded. 

2.7 Compute the Inverse Z-Transform of the block of pixels and the 
numbers obtained is guaranteed to be of positive values. 

2.8 Repeat the steps from 2.1 to 2.7 until all pixels have been transformed. 
3. Stop. 

2.2   Extraction Algorithm 

The Extraction of the authenticating image is performed in the Z-Domain i.e. the 
domain obtained after performing the Z-Transform of the embedded image. Hence, in 
order to perform the extraction operation of the authenticating image from the 
embedded image, the embedded image is first converted using Z-Transform. 

A masking based detection scheme has been proposed to retrieve the embedded 
watermark from a color carrier image. Bits from authenticating image have been 
embedded in single bit position under each byte of the source image by choosing a 
standard 2 x 2 mask in row major order. In case of retrieval of the authenticating image, 
we will have only one extracted bit from each pixel of the embedded image. Point of 
extraction of a bit is obtained by computing the Fibonacci series and then taking the 
LSB two bits as the position of extraction of the bit from the embedded image. 

Input: Authenticated image. 
Output: The original image, authenticating message/image. 
Method: Extraction has been performed on the integer values only while the floating 
point part has been made intact and has been added after extracting the security bits 
from the integer part of the pixels values of the source image. 

1. Read Image type, dimensions and maximum intensity from embedded image 
and skip writing in the output image. 

2. Repeat until all pixels have been read from the embedded image. 
2.1. Repeatedly Take 2 x 2 blocks of pixels from the matrix at the left and 

perform Z-Transform of the block of pixels until all pixels in the matrix 
have been taken. 
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2.2. Compute the Fibonacci series and generate the positions using the two 
LSB bits of the generated number where the watermark bits have been 
embedded. The Fibonacci series will be repeated after taking a specific 
number of terms so as to avoid core dumb and overflow conditions. 

2.3. Calculate the embedded bits from the embedded image from the position 
specified by the number generated from the Fibonacci series. 

2.4. Convert each 8 bits of 0’s and 1’s into decimal value and write the value 
in the output image. 

2.5. Repeat the steps from 2.1 to 2.6 until all pixels have been transformed 
and embedded bits have been calculated. 

3. Stop. 

3   Result Comparison and Analysis 

This section represent the results, discussion and a comparative study of the proposed 
technique SSCIAZ with the DCT-based watermarking method, QFT-based and Spatio 
Chromatic DFT-based watermarking method in terms of visual interpretation, image 
fidelity (IF), and peak signal-to-noise ratio (PSNR) analysis and mean square error 
(MSE). In order to test the robustness of the scheme SSCIAZ, the technique is applied 
on more than 50 PPM colour images from which it may be revealed that the algorithm 
may overcome any type of attack like visual attack and statistical attack. Experimental 
set up for preparing result is any type of PC with 2.00 GHz and above processing 
speed, 2 GB primary memory and Fedora 6 or above version of OS with gimp 
application. Distinguishing of carrier and embedded image from human visual system 
is quite difficult. In this section some statistical and mathematical analysis is given. 
The original carrier images ‘Airplane’, ‘Baboon’, ‘Lenna’ and ‘Oakland’ are shown in 
fig 1a, 1b, 1c and 1d. The dimension of each carrier colour images is 512 x 512 and 
the dimension of the authenticating colour image (Fig. 1m) is shown in table 1 and 2. 
Embedded colour images are shown in Fig 1e, 1f, 1g and 1h using SSCIAZ. Single bit 
of secrete data is embedded in each carrier image byte. The magnified versions of 
different images have been shown on Fig. 1i, 1j, 1k and 1l. 

Peak signal-to-noise ratio (PSNR) is used to evaluate qualities of the stego-images. 
Table 1 and 2 shows two levels of authenticating data byte embedding which is 
defined by EL=0 and EL=1 based on PSNR values. Table 2 shows the PSNR values 
for comparative studies of SSCIAZ and Reversible data hiding based on block median 
preservation (RDHBBMP) and also the enhancement in terms of hiding capacity of 
secrete data and PSNR in dB. The average enhancement of secrete data embedding is 
34553 bits in SSCIAZ than the existing technique RDHBBMP and also .14 dB of 
PSNR in EL=0. But in EL=1 the average enhancement of secrete data embedding is 
137697.5 bits in SSCIAZ than the existing technique RDHBBMP and also .33 dB of 
PSNR. In all the existing technique the PSNRs are low, means bit-error rate are high 
but in the proposed scheme more bytes of authenticating data can be embedded and 
the PSNR values are significantly high, means bit-error rate is low. The average 
improvement is shown in Table 2. Table 3 shows the better PSNR values than other 
exiting techniques like DCT-based [10] watermarking, QFT-based [11] 
watermarking, and SCDFT-based [12] watermarking in frequency domain. Capacities 
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of existing techniques are 3840 bytes and the PSNR values are 30.1024 dB, 30.9283 
dB, and 30.4046 dB in SCDFT, QFT, and DCT respectively. Whereas the capacity of 
SSCIAZ is 8112 bytes and PSNR is 49.89 dB and which is fully recoverable. 4272 
bytes more secrete data embedding is possible in SSCIAZ technique than existing 
techniques with average 19 dB more PSNR values.       

   Fig. 1a. Airplane         Fig. 1b. Lenna          Fig. 1c. Baboon         Fig. 1d. Oakland 

  Fig. 1e. Embedded 
        Airplane         

Fig. 1f. Embedded   
              Lenna        

  Fig. 1g. Embedded  
             Baboon          

  Fig. 1h.  Embedded   
            Oakland 

   Fig. 1i. Magnified    
          Airplane         

   Fig. 1j. Magnified  
           Lenna        

  Fig. 1k. Magnified
         Baboon             

  Fig. 1l.  Magnified 
         Oakland 

Fig. 1m. Earth 

 

Fig. 1. Visual interpretation of embedded image using SSCIZ and corresponding magnified 
images after embedding   
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Table 1. Capacities and PSNR values of SSCIAZ 

Test images Indicator EL=0 EL=1 

Baboon 
C(bits) 60,000 194400 
PSNR 50.16 45.18 

Oakland 
C(bits) 60,000 194400 
PSNR 50.17 45.19 

Peppers 
C(bits) 60,000 194400 
PSNR 50.21 45.22 

Average Image 
C(bits) 60,000 194400 
PSNR 50.18 45.20 

Table 2. Results and comparison in capacities and PSNR of SSCIAZ and RDHBBMP  

Test images 
Indicator EL=0 EL=1 

RDHBBMP SSCIAZ RDHBBMP SSCIAZ 

Lena 
C(bits) 26,465 64,896 71,769 2,16,600 
PSNR 49.68 49.89 44.35 44.76 

Airplane 
C(bits) 36,221 64,896 86,036 2,16,600 
PSNR 49.80 49.87 44.64 44.89 

Average Image 
Δ Ca 34553 137697.5 

Δ PSNRa 0.14 0.33 

Table 3. Results and comparison in capacities and PSNR of SSCIAZ and DCT, QFT, SCDFT 
[12]  

Technique 
Capacity 
(bytes) 

PSNR in dB 

SCDFT 3840 30.1024 
QFT 3840 30.9283 
DCT 3840 30.4046 

SSCIAZ 8112 49.8900 

4   Conclusion 

SSCIAZ technique is an image authentication process to enhance the security 
compared to the existing algorithms. Authentication is done by embedding secrete 
data embedding in each mask of carrier image byte is possible. In compare to 
Reversible data hiding based on block median preservation, SSCIAZ algorithm is 
applicable for any types of colour image authentication and strength is high. The 
PSNR is high and more bytes of authenticating bits can be embedded in the carrier 
images. The watermark embedded in this method is very hard to detect due to 
unknown insertion position of the authenticating bits in the carrier image. So, the 
proposed technique SSCIAZ also provides security from all possible attacks. 
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Abstract. Recent advances in computing and developments in technology have 
facilitated the routine collection and storage of medical data that can be used to 
support medical decisions. However, in most countries, there is a first need for 
collecting and organizing patient’s data in digitized form. Then, the collected 
data are to be analyzed in order for a medical decision to be drawn, whether this 
involves diagnosis, prediction, course of treatment, or signal and image 
analysis. In this paper, India centric dataset is used for Heart disease diagnosis. 
The correct diagnosis performance of the automatic diagnosis system is 
estimated by using classification accuracy, sensitivity and specificity analysis. 
The study shows that, the SVM with Sequential Minimization Optimization 
learning algorithm have better choice for medical disease diagnosis application. 

Keywords: Decision Support System, Support Vector Machine, Heart Disease, 
Machine Learning. 

1   Introduction 

The application of machine learning methods in medical field is the subject of 
considerable ongoing research, which mainly concentrates on modeling some of the 
human actions or thinking processes and recognizing diseases from a variety of input 
sources. Other application areas are knowledge discovery [10] and biomedical 
systems, which include genetics and DNA analysis [1, 12]. The design may also be 
influenced by the desired performance on one or more specific classes of the problem 
instead of the overall performance. This is usual in most medical tasks as a different 
degree of significance may be required for the system’s performance on each class. 
The computer programs or machine learning techniques can be used to reduce the 
mortality rate, improve the accuracy in disease diagnosis and mainly reduce the 
diagnosis time. The advancement in computer technology and communication 
encourages health-care providers to work using the Internet or Telemedicine 
technology [9,13,14].  

In a medical diagnosis problem, what is needed is a set of examples or attributes 
that are representative of all the variations of the disease. The examples need to be 
selected very carefully if the system is to perform reliably and efficiently. The fact 
that there is no need to provide a specific algorithm on how to identify the disease, 
presents a major advantage over the application of machine learning methods to this 

2
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type of problems. However, development of artificial intelligence systems for medical 
decision making problems is not a trivial task. Difficulties include the acquisition, 
collection and organization of the data that will be used for training the system. This 
becomes a major problem especially when the system requires large data sets over 
long periods of time, which in most cases are not available due to the lack of an 
efficient recording system. The above mentioned problems or the existing procedures 
involved in the medical task may not be the only factors affecting the design of a 
Decision Support System (DSS). The design may also be influenced by the desired 
performance on one or more specific classes of the problem instead of the overall 
performance. This is usual in most medical tasks as a different degree of significance 
may be required for the system’s performance on each class. For example, in a heart 
disease diagnosis task, it is necessary for the accuracy on healthy patients to be as 
high as possible, as a misclassification in this category may result in a healthy patient 
going under treatment for no reason. The balance of the system’s performance 
between different classes could vary and is largely dependent on the medical problem 
itself and the collected data. In addition, in most of the countries, insufficient numbers 
of medical specialist have increased the mortality of patients suffering from various 
diseases. Heart diseases have emerged as the number one killer in both urban and 
rural areas in most of the countries. As of 2010, it is the leading cause of death in the 
U.S., England and Canada, accounting for 25.4% of the total deaths in the United 
States. Similar situation is found rest of the countries all over the world. In case of 
heart disease time is very crucial to get correct diagnosis in early stage[37]. It is 
observed that, in many cases due to wrong diagnosis or trial/error procedure for 
diagnosis leads to patient health compromise. The dearth of medical specialists and/or 
wrong diagnosis procedure will never be overcome within a short period of time [3,4]. 
Patient having chest pain complaint may undergo unnecessary treatment or admitted 
in the hospital. In most of the developing countries specialists are not widely available 
for the diagnosis. Hence, such automated system can help to medical community to 
assist doctor for the accurate diagnosis well in advance. 

The rest of the paper is organized as follows: Section 2 briefly reviews some prior 
works on machine learning techniques in medical Diagnosis. Section 3 briefly 
describes the heart disease diagnosis and the proposed Decision Support System 
(DSS) and its techniques used are discussed. Section 4 details the use of Support 
Vector Machine in medicine. The experimental results are given in Section 5. Section 
6 concludes the paper. 

2   Literature Review 

Zhi-Hua Zhou and Yuan Jiang [4] have proposed an approach named C4.5 Rule-
PANE, which gracefully combines the advantages of artificial neural network 
ensemble and rule induction. A specific rule induction approach, i.e. C4.5 Rule, is 
used to learn rules from the new training data set. Case studies on diabetes, hepatitis, 
and breast cancer show that C4.5 Rule-PANE could generate rules with strong 
generalization ability, which profits from artificial neural network ensemble, and 
strong comprehensibility, which profits from rule induction.   

Leung et al., [32] have presented a data mining framework for biological data sets. 
And it has been applied to the Hepatitis B Virus DNA data sets which are real world 
data. Their method has good performance using the fuzzy measure and the nonlinear 
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integral, since the non additivity of the fuzzy measure reflects the importance of the 
feature attributes, as well as their inherent interactions.  

Saangyong Uhmn et al., [34] have presented the machine learning techniques, 
SVM, decision tree, and decision rule to predict the susceptibility of the liver disease, 
chronic hepatitis from single nucleotide polymorphism (SNP) data. The experimental 
results have shown that decision rule is able to distinguish chronic hepatitis from 
normal with the maximum accuracy of 73.20%, whereas SVM is with 67.53% and 
decision tree is with 72.68%. It is also shown that decision tree and decision rule is 
potential tools to predict the susceptibility to chronic hepatitis from SNP data. 

Ozyilmaz, L. and Yildirim, T [35] have presented three neural network algorithms 
for diagnosis of hepatitis diseases. The results were compared with some statistical 
methods used in a previous work. Their results have shown that using a hybrid 
network CSFNN that combines MLP and RBF is more reliable for the diagnosis.  
Thus the compared results have shown that neural networks can be used in the 
problem of diagnosis for hepatitis diseases as efficiently as statistical methods. 

3   Heart Disease Diagnosis  

3.1   Heart Disease   

The heart, shown in Figure 1, is actually two separate pumps: a right heart that pumps 
blood through the lungs, and a left heart that pumps blood through the peripheral 
organs. In turn, each of these hearts is a pulsatile two-chamber pump composed of an 
atrium and a ventricle. Each atrium is a weak primer pump for the ventricle, helping 
to move blood into the ventricle. The ventricles then supply the main pumping force 
that propels the blood either through the pulmonary circulation by the right ventricle 
or through the peripheral circulation by the left ventricle.  

 

Fig. 1. Structure of the heart, and course of blood flow through the heart chambers and heart 
valves 
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The cardiac events that occur from the beginning of one heartbeat to the beginning 
of the next are called the cardiac cycle. The cardiac cycle consists of a period of 
relaxation called diastole, during which the heart fills with blood, followed by a 
period of contraction called systole. Blood normally flows continually from the great 
veins into the atria; about 80 per cent of the blood flows directly through the atria into 
the ventricles even before the atria contract. Then, atrial contraction usually causes an 
additional 20 per cent filling of the ventricles. Therefore, the atria simply function as 
primer pumps that increase the ventricular pumping effectiveness as much as 20 per 
cent. When the atria fail to function, the difference is unlikely to be noticed unless a 
person exercises; then acute signs of heart failure occasionally develop, especially 
shortness of breath. The P, Q, R, S, and T waves in electrocardiogram are electrical 
voltages generated by the heart and recorded by the electrocardiograph from the 
surface of the body [36]. The choice of which tests to perform depends on several 
things. These include a patient's risk factors, history of heart problems, current 
symptoms and the doctor's interpretation of these factors. The cardiovascular 
problems may experienced with ordinary physical activity causes symptoms: Undue 
fatigue, Palpitations-the sensation that heart is skipping a beat or beating too rapidly, 
Dyspnea-difficult or labored breathing, Anginal pain -chest discomfort from increased 
activity. The doctor diagnose the heart attack with, review the patient's complete 
medical history,  physical examination,  use an electrocardiogram (ECG) to discover 
any abnormalities caused by damage to the heart, sometimes use a blood test to detect 
abnormal levels of certain enzymes in the bloodstream. Blood tests confirm (or refute) 
suspicions raised in the early stages of evaluation that may occur in an emergency 
room, intensive care unit or urgent care setting. These tests are sometimes called heart 
damage markers or cardiac enzymes [37]. 

3.2   Automated Heart Disease Diagnosis 

The first stage of this diagnosis study decodes the real and typical doctor-based 
diagnosis procedure for the particular Heart disease. During data collection, number 
of visits to the hospitals and discussions with medical practitioners has been carried 
out. Table: 1 shows the Heart disease symptoms and tests which are usually observed 
during the diagnosis.  

Table 1. Heart Disease Attributes 

Symptoms and signs  Test results 
Chest pain Types(Left and Right),  Arm pain, 
backache, Sweating, Breathlessness,  

 ECG: ST Elevation, ST Depression, T 
Elevation, T Depression, Q waves,  

addiction, Diabetic, MAP, Pulse rate      BSL, CK-MB 

 
Based on medical records 214 instances in total are selected for the automated 

diagnosis. Dataset consists of 19 different attributes with four class distribution: 0-
Myalgia, 1- Myocardial Infarction (MI), 2- Ischemic Heart Disease (IHD), 3- 
Unstable Angina (UA). For this study binary classification problem is considered for  
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Heart disease diagnosis, in which 78 instances are belongs to 0 i.e. Myalgia (Normal), 
and 139 are considered as 1 i.e. Patient having Heart disease. In order to provide 
physicians with both structured questions and structured responses within medical 
domains of specialized knowledge or experience [17,25,26] medical expert systems 
have been developed. The advice of one or more medical experts, who also suggest 
the optimal questions to be considered, and provide the most accurate conclusions to 
be drawn from the answers the physician chooses, is used to embody the structure in 
the program. A trained Support Vector Machine (SVM), Multilayer Perceptron 
(MLP), Radial Basis Function Neural Network (RBF) and other methods are used to 
assume the evolution of the biological indicators. Once the patients’ personal data is 
presented along with the results of the tests taken at the onset of the treatment and the 
postulated code of reaction, the evolution in time of the illness can be specified by the 
expert system.  

4   Support Vector Machine  

Support Vector Machine (SVM) is a category of universal feed forward networks like 
Radial-basis function networks, pioneered by Vapnik. SVM can be used for pattern 
classification and nonlinear regression. More precisely, the support vector machine is 
an approximate implementation of the method of structural risk minimization.  This 
principle is based on the fact the error rate of a learning machine on test data is 
bounded by the sum of the training-error rate and term that depends on the Vapnik-
Chervonenkis (VC) dimension [33]. The support vector machine can provide good 
generalization performance on pattern classification problem. 

4.1   Optimal Hyperplane for Patterns 

Consider the training sample (xi , ) =1 where xi is the input pattern for the ith 
instance and yi is the corresponding target output.  With pattern represented by the 
subset yi= +1 and the pattern represented by the subset yi= -1 are linearly separable. 
The equation in the form of a hyperplane that does the separation is 

 
wTx + b = 0                                                  (1) 

where, x is an input vector, w is an adjustable weight vector, and b is a bias. Thus, 

wTxi + b ≥ 0      for    yi = +1                                             (2) 

wTxi + b < 0      for    yi = -1                                             (3) 

for a given weight vector w and a bias b, the separation between the hyperplane 
defined in eq. 1 and closest data point is called the margin of separation, denoted by ρ 
as shown in figure 2, the geometric construction of an optimal hyperplane for a two- 
dimensional input space. 
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Fig. 2. Optimal Hyperplane for a two dimensional input space 

The discriminant function gives an algebraic measure of the distance from x to the 
optimal hyperplane for the optimum values of the weight vector and bias, 
respectively. 
 

g(x) = wo
Tx + bo                                                       (4) 

5   Experimentations and Results  

The diagnosis of the disease for a new patient to be performed on basis of dataset is 
facilitated by the first stage of data preparation and feature extraction. Initially, 
network size, sample size, model selection, and feature extraction are considered as 
key parameters for the study of a practical network design issues related to learning 
and generalization. During experimentation, it is observed that for such type of 
nonlinear classification problem unsupervised learning procedure for feature 
extraction is not appropriate because of nonlinear correlation structure. It is also 
observed that, correct and complete data collection procedure is the proper route for 
the selection of best classifier. Heart disease dataset is used for diagnosis with 214 
instances of 3 types of predicted heart diseases. For binary classification problem with 
limited data size it is necessary to validate networks model with cross validation, 
hence 5-fold and 10-fold cross validation techniques are used on heart disease dataset.  
Table 2 and 3 shows comparative results of SVM, MLP, RBF, BayesNet, J48 and 
Rule, in which SVM gives promising results using 5-fold and 10-fold cross 
validation. 
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Table 2. Generalization performance using 5-fold cross validation 

Classifier Accuracy Sensitivity Specificity 
SVM  85.51%   84.60% 88.50% 
MLP  82.71%   85.30% 78.20% 
RBF     82.24%        82.40%      82.10% 
BayesNet     79.90% 77.20%      84.60% 
J46     71.43%  73.54%      70.10% 
Rule     68.90%   72.81%      69.94% 

Table 3. Generalization performance using 10-fold cross validation 

Classifier Accuracy Sensitivity Specificity 
SVM 85.05% 84.60%      85.90% 
MLP 84.11% 87.50%      78.20% 
RBF 82.71%    83.10% 82.10% 
BayesNet 80.37%   77.20% 85.90% 
J48 76.65%   73.80% 74.10% 
Rule 71.16%    67.90% 72.80% 

6   Conclusions 

Medical diagnosis has become highly attributed with the development of technology 
lately. Furthermore the computer and communication tools have improved the 
medical practice implementation to a greater extent. Though the Artificial neural 
network ensemble is a powerful learning technique that could aid in the remarkable 
improvement in the generalization ability of neural learning systems its lucidity is 
worse than that of a single artificial neural network thereby deterring its wide 
recognition among the medical practitioners. In this paper we have projected a 
Decision Support System for the diagnosis of Heart disease by means of radial basis 
function network structure and Support Vector Machine. Therefore the diagnosis of 
Heart disease is carried out utilizing different data samples from diverse patients and 
the results have denoted that SVM with Sequential minimize optimization is 
equivalently good as the ANN and other models in the diagnosis of Heart disease. The 
classification accuracy, sensitivity, and specificity of the SVM has been found to be 
high thus making it a good option for the diagnosis. 
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Abstract. In this paper, an improved algorithm for detecting the position of a 
person in controlled environments using the face detection algorithm is 
proposed. This algorithm ingeniously combines different face detection, 
occlusion detection algorithms and SVM classifier.  A class room environment 
with thirty students is used along with some constraints such as position of the 
camera being fixed in a way that covers all the students, the static student’s 
position and the class environment with the fixed lighting conditions.  The 
students are treated as classes in this technique. For every class, a set of 6 
attributes are derived and updated in a database.  The image is given as an input 
to the face detection algorithm to detect some of the faces.  Some faces are not 
detected because of occlusion, so an occlusion detection technique is 
implemented to detect all the occluded faces. In the training phase, a set of four 
images with the entire thirty students taken in four different days is used.  
Therefore a database of total 120 set of records with 6 attributes is used. 

Keywords: Face Detection, Occlusion Detection, SVM, EMD. 
1   Introduction 

In the last decade, it can be observed that many algorithms were developed in image 
processing for face recognition [1] and face detection [2] but there was no algorithm 
for detecting a position in an image.  The position detection in the controlled 
environment can be used in many environments where the positions are fixed.  Some 
environments like seminar halls, conference halls, Auditoriums etc.  And we can 
apply the same algorithm for some environments where the positions are reserved.   
With the help of this position detection algorithm many applications can be developed 
like automatic attendance system [3] in controlled environments.  This technique can 
also be used for improving the face detection technique although no face detection 
technique will give the 100 % accuracy in its respective detection.  Some of the faces 
in an image are blurred, not clear, occluded, the normal face detection algorithm will 
not detect those faces but this technique detects most of the faces in an image.  First 
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the image is given as an input to the basic face detection algorithm followed by giving 
the acquired result of the above as an input to the occlusion detection [4] and then this 
technique is applied. 

A large number of face detection algorithms are derived from neural network 
approach, algorithmic approach [5] and some image morphological techniques [6].  
However most of the works concentrate on single face detection, with some 
constrained environments.  In this proposed technique, a face detection algorithm by 
using local SMQT features and split up snow classifier [7] and an occlusion detection 
algorithm is used and from the result obtained the attributes are derived and updated 
in the database.  A face detection algorithm is used which is implemented using the 
Local SMQT Features and split up Snow Classifier. 

2   Existing System 

Many face detection algorithms are derived.  Some of the face detection algorithms 
use neural network approach, algorithmic approach and some image morphological 
techniques. With the help of these existing face detection algorithms, 80% of 
accuracy is obtained. When the result is given as an input to the occlusion detection 
algorithm, the accuracy is improved to 95% accuracy.  Then the above acquired result 
is given as an input to the proposed technique.   Face detection algorithm using Local 
SMQT Features and Split up Snow classifier is explained in the next paragraph. 

Illumination and sensor variation are major concerns in visual object detection. It is 
desirable to transform the raw illumination and sensor varying image so the information 
only contains the structures of the object. Some techniques previously proposed to 
reduce this variation are Histogram Equalization (HE), variants of Local Binary Patterns 
(LBP) [8] and the Modified Census Transform (MCT) [9]. HE is a computationally 
expensive operation in comparison to LBP and MCT, however LBP and MCT are 
typically restricted to extract only binary patterns in a local area. The Successive Mean 
Quantization Transform (SMQT) [10] can be viewed as a tunable tradeoff between the 
number of quantization levels in the result and the computational load.  

The SMQT uses an approach that performs an automatic structural breakdown of 
information. Let x be one pixel and D(x) be a set of |D(x)| = D pixels from a local area 
in an image. Consider the SMQT transformation of the local area.  

SMQT (local):D(x)->M(x)                                                 (1) 

These properties are desirable with regard to the formation of the whole intensity 
image I(x) which is a product of the reflectance R(x) and the illuminance E(x). 
Additionally, the influence of the camera can be modelled as a gain factor g and a bias 
term b. Thus, a model of the image can be described by  

I(x) = gE(x)R(x) + b                                                       (2) 

The SNoW learning architecture is a sparse network of linear units over a feature 
space [9]. One of the strong properties of SNoW is the possibility to create lookup-
tables for classification. Consider a patchW of the SMQT featuresM(x), then a 
classifier. 
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θ=∑ ∑                              (3) 

can be achieved using the nonface table x , the face table  and defining 
a threshold for θ. Since both tables work on the same domain, this implies that one 
single lookup-table. 

                                                   (4) 

3   Proposed System 

This proposed technique was implemented with some attributes derived from an image 
and the framework is shown in Figure-1.  The attributes are derived for every face.  In 
this technique, the faces are treated as a single class.  For every single class, six 
attributes are derived.  These attributes have been derived for 4 different images taken in 
four different days.  The attributes are length and height of the face, position of the face 
in co ordinates, and the number of horizontal lines and vertical lines that are passed 
from a single class. The framework of the proposed system is shown in the figure 1.  In 
the first step the a sample image, figure 2 is given as an input to the face detection 
algorithm [2] whose result is shown in figure 3, here some of the faces that are not 
detected are the ones that are occluded [4], this is shown in figure 4. To detect the 
occluded faces, the above obtained result is given as an input to the occlusion detection 
algorithm procedure.  The output of the occlusion detection algorithm has been shown 
in figure 5.  Here the overview of the database used in this technique is explained. 
 

 

Fig. 1. The Framework of the proposed system 
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Fig. 2. A Sample image in a dataset 

 

Fig. 3. The output of the detection algorithm 

 

Fig. 4. The occluded faces are highlighted and shown 
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The dataset of four different days of 30 different classes are updated and 
maintained in the database followed by the training phase those attributes are used for 
finding the results. In this technique a closed circuit camera is used to take the 
pictures. The lighting conditions should be constant.  

 

Fig. 5. The result of the Occlusion Detection 

Now the process is explained in terms of consecutive steps. In the first step, the 
image of the classroom is taken and given as an input to the face detection for 
detecting the faces and creating the bounding boxes around the faces.  The sample 
training image is shown in the figure 2.  The training is given with four different 
images taken in four different days and a single sample image is shown in figure 2. 

3.1   First Step 

In the first step, a line equation [13] is calculated by using all the points which are 
selected from all the four training sets of images. The line equation is drawn 
separately for the rows and columns. A set of five points are taken from every single 
column of every image and with the help of those 20 points that were selected from 
those five images, a slope is calculated.  The slope is used to plot a curve [13] on the 
column of every image and this curve will pass almost all the faces in a column.  This 
line is plotted on the first column and the same process and is used to plot all the 
curves on all columns of an image.  The same process is applied for all the rows in the 
image to draw the curves on all the rows.  Therefore a grid is created on the image.  
The output of the first step is shown in step 4.  A grid is formed on all the train 
images. Two attributes are derived from all the train images with the help of the grid 
on it. The attributes are the number of horizontal and vertical lines that pass through 
the faces. The data is derived for all the thirty classes in all the four training images.  
This will be used for the training stage. Proceeding to the second step, two attributes 
are updated in the database.  The below equations are used to find the best curve 
which passes through all the faces in the rows and columns. 

The equation 5 is used for finding the curve fitting for all the points which are 
selected in this step. The output along with the grid is shown in figure 6.  The below 
line equation has been used to find the best fitting curve which passes through all the 
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faces in a row and as well as the columns.  The line equation p(x) determines the best 
fit curve by using all the coordinates of faces in the row and column. 

P(x) =                 (5) 

 

Fig. 6. A grid on the image with horizontal and vertical lines 

3.2   Second Step 

The second step is used to find the length and height [13] of the faces.  Lengths and 
heights are calculated for all the classes in the image.  The calculated lengths and 
heights of all the faces are updated in the database for training.  The respective process 
is now used to find the lengths and heights of all the four training images. The below 
geometrical equation is used to find the length and height of each and every class. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 7. A snapshot to show how the coordinates are selected 
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In the second step, all the co ordinates [13] are selected for calculating the length 
and height of every class.  This process has been shown in the figure 7. The 
coordinates need to be selected for calculating the lengths and heights of the classes.  
Firstly, all the x coordinates are selected followed by the selection of y coordinates 
and finally, the z coordinates are selected.  Now, with the help of the equations 6 and 
7, the lengths and heights of all the classes are derived and updated.  The lengths 
(between x and y), heights (between x and z), positions coordinates, and the number 
of horizontal lines and vertical lines are passed through the single class.  The 
mathematical equations for calculating the length and height of the class are shown.  
The respective points are selected from the classes.  Three different points are picked 
from the three different vertex points. The equation 6 and 7 has been used find the 
length and height of the classes respectively. The equations are derived from the basic 
co ordinate geometry. The equations are listed below and numbered.    

L= 1 1                              (6) 
 

H= 1 1             (7) 

3.3    SVM Classifier 

SVM is a classifier derived from statistical learning theory by Vapnikand 
Chervonenkis [12].  SVMs are introduced by Boser, Guyon and Vapnikin COLT-92. 
It was initially popularized in the NIPS community but now is an important and an 
active field of every Machine Learning research. 

Main features: 

• By using the kernel trick, data is mapped onto a high-dimensional feature 
space without much of the computational efforts; 

• Maximizing the margin achieves better generation performance; 

SVM requires that each data instance is represented as a vector of real numbers.  
Hence, if there are categorical attributes, we have to convert them into numeric data. 
We recommend using m numbers to represent an m-category attribute. Only one of 
the m numbers is one, and others are zero. For example, a three- category attribute 
such as red, green, blue can be represented as (0,0,1), (0,1,0), and (1,0,0).  Scaling 
before applying SVM is very important.  The main advantage of scaling is to avoid 
attributes in greater numeric ranges dominating those in smaller numeric ranges. 
Another advantage is to avoid numerical difficulties during the calculation. 

4   Experimentations and Results 

This technique is implemented in MATLAB and some part of the technique using the 
c language.  This new technique was implemented and run over a classroom database.  
The database consists of classroom images of 20 different days.  The total classes 
(faces) present in a single image are 30. In the entire 20 days database, the positions 
of the thirty classes are fixed and. And a graphical representation of an accuracy of  
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Table 1. Comparisons of Face Detection algorithms 

 

 

Number of faces = 30 

Skin color based 
algorithm 

Face detection  
SMQT with split 

up snow classifier 

 

Face detection 
with Occlusion 

detection 

 

Combination 

 of all the 
algorithm 

False Detection 
Rate (%) 

12.5% 16% 11% 3.5% 

False Dismissal 
Rate (%) 

20% 24% 8% 2%

Accuracy 67.5 60% 81% 94.5% 

 

         

Fig. 8. The Bar Chart to show the comparison 
of the proposed detection algorithm and the 
existing algorithms 

Fig. 9. The training of the SVM 

 

Fig. 10. The output of the Classifier missing data was plotted 
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these algorithms is shown in figure 8. Here the result is created in a text file named 
predict. This file will give the missing values in the training image.  This resultant text 
file is used to highlight the missing classes in the test image.   

Figure 9 shows the accuracy of the System. The missing data is plotted with a blue 
plot boxes and this has shown in figure 10. The class should be in the intersection of 
both horizontal and vertical lines, if it is not there then it is missing class, which is 
marked by the classifier.   

5   Conclusions and Future Works 

In this paper, a novel technique for detecting missing faces and properly mapping 
them to specific individuals has been presented.  A system based on horizontal and 
vertical depth lines along with position coordinates has been used as input for SVM 
Classifier.  The results are promising and a good performance is observed in spite of 
large number of faces and poor illumination conditions.   

Also, the applications of the proposed methodology can be extended to various 
environments where the seating arrangements are fixed like air travel, train  
travel, seminar halls, laboratories, etc., and advanced curves can be employed for 
the same.   
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Abstract. In this paper we compare phylogenetic trees obtained from two 
alignment free techniques based on topological score.Whether the constraint 
followed by their respective graphical representation will generate the 
practical(appropriate)evolutionary tree. The trees are compared by giving the 
score based on topological similarity of the branches between the given trees 
and optimizing the overall score by paring up branches from one tree to 
another. Phylogenetic trees are constructed by UPGMA, NJ and MEdistance 
based method. The distance matrix required by tree construction methods are 
built from two alignment free methods, probability distribution method and 
genome space construction with biological geometry. 

1   Introduction  

One of the primary challenges in bioinformatics is dealing with large volume of 
genomic sequences. A lot of computational and statistical techniques have been 
proposed by researchers to compare biological sequences. Existing methods for 
comparing such sequences can be broadly classified into two categories: (i) 
Alignment basedand (ii) Alignment free. Alignment based method requires multiple 
sequence alignment for many sequences which is computationally difficult.Hence an 
alignment free approach is desirable. Among existing alignment free methods for 
comparing biological sequences [1,2,3,4,5,6], graphical representation of a DNA 
sequence facilitates viewing, sorting and comparing various gene sequences 
withintuitive pictures and pattern.  

Hamori [7] first proposed a 3D graphical representation for DNA sequences, some 
different graphical approaches representing DNA sequences have been reported by 
quite a lot of authors. Gates [8] presented the original plot of a DNA sequence as a 
random walk in a 2D-space using four orthogonal directions to represent the four 
bases, thereafter Leong and Morgenthaler [9] modify independently. The idea is to 
read a DNA sequence base by base and plot succeeding points on the graph with four 
orthogonal unit vectors representing four kinds of bases. The different graphical 
representation needs numerical characterization to identify the regions of biological 
interest. Suitable mathematical descriptor helps in finding the numerical (quantitative) 
representation of similarity or dissimilarity between the sequences, and gives matrix 
for set of sequences. The elements of similarity/dissimilarity matrix are used to 
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construct phylogenetic tree.Some means for comparing phylogenies are desirable in 
order to assess the quality of phylogenetic trees from different construction methods 
and that are capable of enlightening where two trees agree or differ. 

This paper compares two alignment free approaches that use different graphical 
representations and numerical characterization for measuring similarity between 
sequences. The trees obtained from three distance based phylogenetic reconstruction 
methods are compared using Nye et al. [10] method.  

2   Background 

We have taken two different alignment free techniques proposed by Yu et.al.[11, 12] 
for obtaining the evolutionary (phylogenetic)relationship among various species.We 
discuss these methods in following sub sections. Both the methods have been 
executed on two nucleotide sequence datasets obtained from Genbank. Three distance 
based method for phylogenetic reconstruction are constructed viz. Unweighted Pair 
Group Method with Arithmetic Mean(UPGMA)[13], Neighbor joining (NJ) [14] and 
Minimum Evolution (ME) [15] are obtained from each of the two DNA sequence 
datasets. These trees are compared by Tom Nye et. al[10] method which givesoverall 
topological score between two trees. The tree comparing algorithm assumes both trees 
having same set of species and same number of branches. The algorithm for 
comparing trees performed in two stages, in first stage a score s(i , j)has been assigned 
to every pair of edges (i, j) present in two trees T1 and T2 respectively that reflects the 
topological similarity of two branches [15]. In second stage branches in two trees are 
paired up to optimize the overall score. More properly, this is equivalent to finding a 
bijection (i.e. one to-one correspondence) between the branches of two respective 
trees that maximizes the quantity [10] 
 

                        ∑ ( , ( ))∈                                                        (1) 
 

where f: T1 T2 is the bijection function  

2.1   Probabilistic Method 

Yu et al. [11] make use of probability distribution for DNA sequence and then 
kullback-Leibler divergence [16] to perform similarity studies. New graphical 
representation of DNA sequences nucleotides has been used in the probabilistic 
distribution method. In this representation the four nucleotides are assigned in the first 
quadrant of the Cartesian coordinate system as shown in figure 1. Figure shows the 
four vectors corresponding to the four nucleotides A, G, C, and T are as follows: A (1, 
0.8), G (1, 0.6), C (1, 0.4), T(1,0.2).  The coordinates for four nucleotides confined to 
first quadrant helps in constructing the probability distribution for DNA sequence. In 
[11] probability distribution of DNA sequence of length n is defined as 
                                                             = ( )                                                         (2) 

 

where n is the length of sequence xi and yi are the coordinate of nucleotide at position 
i, and is the y-coordinate value at the ith nucleotide in the DNA graphical curve 
according to figure 1. 
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Fig. 1. Nucleotide vector system based on A 
(1, 0.8), G (1, 0.6), C (1, 0.4), and T (1, 0.2) 
Source [12] 

 

Fig. 2. Nucleotide vector system based on 
G(1, -2/3), A(1, -1/3), T(1, 1/3), and C(1, 2/3) 
Source [13] 

Since the sequences are of different length, therefore it is transformed to normalize 
probability distribution by some specific N < n.We have taken N as the length of the 
smallest sequence in the given DNA sequence set.  After obtaining the normalize 
probability distribution for DNA sequences, a similarity/dissimilarity 
measurebetween two discrete probability distributions P1 = (p1,p2, . . . ,pn) and P2 = 
(q1,q2, . . . ,qn) is calculated using  Kullback–Leibler divergence (a dissimilarity 
measure), denoted as H(P1,P2) of P1 with respect to P2 is defined in [12] as 

                                ( , ) = ∑ ( ) ( )( )∈                                       (3) 

Finally a distance matrix is attained showing the distance between every pair of DNA 
sequence in the given set of DNA sequences. All coding is done in MATLAB. 
Following the distance matrix, phylogenetic tree is constructed by UPGMA, NJ and 
ME distance based method of MEGA 5 package [17]. 

2.2   Genome Space Construction with Biological Geometry 

The other method that we consider here to compute the distance matrix use the idea of 
genome space with biological geometry. Yu et al.[12] constructed a new DNA 
sequence graph in two quadrants of the Cartesian coordinate system, with pyrimidines 
(C and T) in the first quadrant and purines (A and G) in the fourth quadrant as shown 
in figure 2, the vector corresponding to four nucleotide are as follows: G(1,-2/3), 
A(1,-1/3), T(1,1/3), and C(1,2/3). The specific ordering of the four nucleotides in the 
Cartesian coordinate system is related to the GC content of genomes.  

Because the GC content of DNA molecule is found to be variable with different 
organisms, it is considered while assigning the y-coordinate values of nucleotide 
vectors. Mostly the DNA sequence having low GC content 30–50%, are selected for 
applying this technique, thus larger y-coordinate absolute values for G and C. 
However, the y-coordinate values of the four nucleotides must be between 1 to -1 to 
assure that the correspondence between a DNA sequence and its corresponding 
moment vector is one-to-one.The advancement of the subject is to construct 
themoment vectors from DNA sequences using this new graphicalmethod, and these 
moment vector have one to one correspondencebetween moment vectors and DNA 
sequences. The moments for DNA is defined in [12] as 



240 M.K. Gupta, R. Niyogi, and M. Misra 

                                          =  ∑ ( ) ,    = 1 , 2 , … , ,                                  (4) 

where n is the DNA nucleotide sequence length and (xi ,yi) represents the coordinate 
position of ith nucleotide in the DNA graphical curve according to figure 2. 

The uniqueness of this approach is that by using these moment vectors ofDNA 
sequences,a genome space is constructed as a subspace in Euclidean space. Each 
genomesequence can be represented as a point in this space.Therefore, this genome 
space can be used tomake comparativeanalysis to study the clustering and 
phylogeneticrelationship among genomes. The biological(evolutionary) distance 
between two genomes can beobtained through the Euclidean distance among 
thecorresponding points in the genome space. After obtaining the similar distance 
matrix as in first method for every pair of DNA sequence we construct the 
phylogeneitc trees by UPGMA, NJ and ME methods of MEGA 5 package[17]. 

2.3   Data Set 

The two methods are tested on two different types of datasets. The graphical 
representation of four nucleotides in both methods depends on AG and GC content 
respectively. We selectedthe first data set (table 1) having AG content of 50.45% and 
second data set (table 2) having 44.05% AG content. This is appropriate for first 
method as it requires the low AG content(40%-50%). The GC contents for Table 1 
and Table 2 are 56.3% and 44.37%respectively. Exceeding the GC content than  
 

Table 1. Dataset1: Ten beta-globin genes from different species from Genback 

Accession No. Description Accession No. Description 
U01317 Human beta globin region  Y00347 European hare  beta-globin gene. 
AY279114 Woolly monkey beta globin gene NM_001081704 gallus hemoglobin, beta.  
AY279115 Tufted monkey beta globin gene, X15739 Duck rearranged beta-globin gene  
X06701 Rat beta-globin gene. J03642 Opossum beta-hemoglobin epsilon-M gene 
V00882 Rabbit  gene for beta-globin. NM_001123672 Atlantic salmon beta-globin 

Table 2. Dataset2: Mitochondrial genome complete sequences of thirty two mammal species 

Accession No Length (nt) Description Accession No. Length (nt) Description 

V00662 16569 H.sapiens AY488491 16355 Buffalo  . 
D38116 16563 pygmy chimpanzee EU442884 16774 Wolf. 
D38113 16554 Chimpanzee EF551003 16990 Tiger . 
D38114 16364 Gorilla  EF551002 16954 Leopard   
X99256 16472 Common gibbon  X97336 16829 Indian rhinoceros  
Y18001 16521 hamadryasbaboon Y07726 16832 White rhinoceros  
AY863426 16389 Vervet monkey X63726 16826 harbor seal 
NC_002764 16586 Barbary ape   X72004 16797 gray seal 
D38115 16389 Bornean orangutan AJ224821 16866 African elephant 
NC_002083 16499 Sumatran orangutan. DQ316068 16902 Asiatic elephant 
U20753 17009 Cat. DQ402478 16868 black bear 
U96639 17009 Dog. AF303110 17020 brown bear 
AJ002189 16680 Pig  AF303111 17017 polar bear 
AF010406 16616 Sheep  EF212882 16805 giant panda 
AF533441 16640 Goat  AJ001588 17245 rabbit. 
V00654 16338 Cow. X88898 17447 hedgehog 
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constraint for geometry method leads to another conclusion.Table 1 shows the 
accession number with description of beta-globin genes from 10 different species, 
these DNA sequences have 444 nucleotides. Table 2 shows the accession number 
with their description of 32 complete mitochondrial genome sequenceseach of which 
has length of more than 16000 nucleotides. All these DNA sequences are from the 
GenBank (http:// ncbi.nlm.nih.gov/genbank). 

3   Experimental Results 

In this section we report the experiments carried out to compare phylogenetic trees 
based on topological score. We have use two alignment free methods in [11, 12] as 
given in section 2. All experiments have been performed on our Intel(R) Core(TM)2 
Duo CPU E7500 @2.93GHz 2.93GHz, with 2.99 GB of RAM machine in Windows 
environment. The code for obtaining the distance matrix is executed in MATLAB. 
Probabilistic distribution method [11] and genome space construction with biological 
geometry method [12]is tested with beta-globin genes of 10 species and complete 
mitochondrial genomes of 32 mammals’ species. 

 

Fig. 3. Topological score by comparing with UPGMA tree from Probabilistic method on 
dataset 1 given in Table 1 

Figure 3 and 4 shows the results for dataset 1. Figure 5 and figure 6 shows the 
results for dataset 2. The topological score calculated for comparing the phylogenetic 
tree shows the degree of similarity. High score means higher similarity between two 
trees.Figure 3 shows the topological scores by comparing the UPGMA[13] tree from 
probabilistic method[11] to five other trees, viz. three of which are UPGMA, NJ[14] 
and ME[15] tree from Biological geometry method[12], and two are NJ and ME tree 
from Probabilistic method. Figure 4 shows the topological scores by comparing the 
NJ phylogenetic from probabilistic method with four other tree viz. NJ, UPGMA and 
ME tree from Biological geometry method and ME tree from probabilistic method. 

Figure 5 shows the similar comparison of UPGMA tree from probabilistic method 
with other five trees as in figure 3 but performed on mitochondrial genome sequences 
of table 2. Similarly Figure 6 shows the topological score by comparing NJ tree from 
probabilistic method with other four trees i.e. NJ, UPGMA and ME tree from 
biological geometry method and ME tree from biological geometry method. 
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Fig. 4. Topological score by comparing with NJ tree get from Probabilistic methodon dataset 1 
given in Table 1 

 

Fig. 5. Topological scores by comparing with UPGMA tree from Probabilistic method on 
dataset 2 given inTable2 

3.1   Analysis of the Results 

From figure 3, we find the lowest score is 62.2% while comparing UPGMA tree from 
probabilistic distribution method[11] and UPGMA[13] tree from Genome space with 
biological geometry method[12]. It shows that evolutionary relationship obtained 
from biological geometry method with UPGMA phylogenetic reconstruction method 
is not appropriate. The highest score of 76.2% in the same figure 3 is obtained while 
comparing UPGMA phylogenetic trees and NJ [14] or ME [15] phylogenetic tree 
from probabilistic method. It shows the evolutionary relationship is approaching the 
desired one. However, the tree obtained from NJ and ME are quite similar because 
MEGA employs the Close-Neighbor-Interchange (CNI) algorithm to find the ME 
tree. NJ or ME tree with probability method compared with UPGMA tree of 
Biological geometry method gives lowest topological score of 48.5% in figure 4, 
showing inappropriate phylogeny. 

From lowest score 36.5% and highest of 50% in figure 5, we can saythat the tree 
do not give accurate phylogeny by make use of probabilistic method on mitochondrial 
genome sequence of 32 mammal species as compared with biological geometrical 
method. In Figure 6 the lowest topological score is 34.1 while comparing NJ tree 
from both the techniques showing phylogeny is inappropriate. 
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Fig. 6. Topological scores by comparing with NJ tree from Probabilistic method on dataset 2 
given inTable 2 

3.2   Observation 

Figure 7 shows the UPGMA [13] trees obtained from two methods [11, 12]. Tree Ais 
more appropriate than Tree B. In Tree A we find that woolly monkey and capuchin 
monkey are siblings, i.e., they have a common parent,where as in Tree B the closest 
ancestor of woolly monkey and capuchin monkey are at distance of 3 from woolly. 
The thickness of the branches shows low topological score. 
   

 

 

Fig. 7. Two UPGMA trees 

Computationally alignment free approaches perform better than alignment for 
sequences. Moreover, in the smaller length sequences the probabilistic method and 
geometrical method perform comparative as both takes 44ms and 215ms respectively 
on beta-globin genes. But for larger sequence length (Mitochondrial genome, Table 2) 
probabilistic method and biological geometry method takes around 2hrs, 7minutes 
and 38seconds respectively. 

4   Conclusion 

We have compared two alignment free DNA sequence comparison techniques; one is 
based on a probabilistic distribution method and another is Genome space 
construction with biological geometry. Distance matrices obtained from these two 
techniques are used for UPGMA, NJ and ME phylogenetic reconstruction method. 
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These trees are compared with respect to topological score for degree of similarity 
between trees. Data set is chosen according to the restriction implied by the respective 
techniques for AG and GC content. Mitochondrial genome sequence follows this 
restriction but beta-globin genes varies with GC content to 56.3%. Result shows 
probabilistic method gives more acceptable evolutionary relationship as compared to 
biological geometry method. We also observe that the graphical representation in 
biological geometry method of DNA nucleotides is not restricted to have GC content 
of 40-50% as beta-globin genes have 56.3% GC content. However, theprobabilistic 
method is computationally moreintensive than the biological geometric method. 
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Abstract. This paper presents a new full reference image quality index for 
objective evaluation of color images in perceptually consistent manner with 
Human Visual System (HVS) characteristics. The quality index proposed in this 
paper evaluates the image quality across various types of distortions like: noise 
contamination, blurring, contrast stretching and compression; by considering 
the image degradations in terms of error, edge distortion, structural distortion, 
correlation degree and luminance. Simulation results obtained for the proposed 
quality index are subjectively validated using Mean Opinion Score (MOS) 
which ensures the capability and efficiency of the proposed index in evaluating 
color images according to the HVS characteristics. 

Keywords: correlation degree; distortion, full reference, HVS, luminance, 
MOS, Peak Signal to Noise Ratio (PSNR), quality index. 

1   Introduction 

Object identification or recognition is very much simplified in color image processing 
as the color acts as the potent descriptor [1]. Color image processing has therefore 
become an important part of image processing applications and with this the need of 
quality evaluation of real time color images is also enhanced. With the ability of 
human beings to distinguish between numerous color shades in comparison to only few 
existing gray shades; real time color images can be subjectively evaluated by the 
human beings in an efficient way. Thus there is a need to develop a quality index for 
color images which is well correlated with the HVS.  Methods for assessment of image 
quality can be modeled as objective and subjective. Objective evaluation models use 
the mathematical expressions for assessment of image quality while the subjective 
models are based on physiological and psychological perception of human. Objective 
models are used due to their wide acceptability and low complexity. A Full reference 
image quality index assesses the image fidelity with respect to an ideal reference. 
These indices are also unaffected from the viewing conditions and individual 
perception but, sometimes their scores are high even for the images with poor visual 
quality. Subjective models, evaluate the quality of the image as perceived by an 
individual observer. However, subjective assessment methodologies are highly 
dependent on physical conditions and are also inconvenient and time consuming. The 

2
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features of both these models are incorporated in the HVS model that correlates well 
with the perceived image quality. The scope of conventional HVS based evaluation 
models is limited, as they are dependent upon some basic assumptions; they consider 
error sensitivity as the only parameter for assessment of image quality [2]. The 
conventional indexes of quality assessment Mean Squared Error (MSE) and PSNR are 
operationally simple and have clear physical meaning but are unable to assess the 
similarity between different distortion types. There are cases when their values saturate 
to yield similar results with different types of distortions [3]. Structural Similarity 
(SSIM) [4], models any distortion as a combination of contrast, luminance and 
structural changes in an image as the human eyes are quite sensitive to the variations in 
these parameters. Compatibility of SSIM with HVS characteristics accounts for its 
wide applicability, yet the performance of this metric degrade for poor quality and high 
texture images [3], [5]. Eric Wharton et al. [6] used Weber’s Law and Fechner’s Law 
for modeling their metrics. They have also included Michelson contrast and MSE for 
making their proposed metrics more compatible to HVS. But their metrics does not 
account for structural and edge changes which are mainly noticed by human eyes. Wei 
Fu et al. proposed a similarity index [7] for color images and used edge, luminance and 
structural similarity for the assessment of quality. Ho-Sung Han et al. [8] used the 
gradient information for the assessment of image quality. The concept used in their 
work has been considering only the effect of large differences between the pixels of the 
original and distorted images. However, distortions projecting small differences in the 
pixels are neglected. Recently, Chen Yutuo et al. proposed an evaluation method for 
coding color images [9] based on the HVS model. Image pixels, region construction 
and edges are used as evaluation parameters in their work. The simulations performed 
by the authors have considered only the limited set of distortions, being silent about the 
effect of different noise types, rotation, blurring etc. Many objective evaluation 
methods proposed in the literature have at times proved complex and could not 
compete over the conventional PSNR [10]-[12]. Although, it is true that images with 
higher values of PSNR do not often yield good visualization by human observers. This 
paper proposes a novel full-reference quality index for color images incorporating the 
known characteristics of the HVS. The proposed quality index is modeled by taking 
into account the error, structural distortion, edge distortion, correlation degree and 
luminance. It uses the RGB model for color images and empirically combines the 
above effects on each of the color plane. Simulations are performed to assess the 
performance of the proposed method on images affected with different types of 
distortions like noise contaminations, contrast stretch, blurring, and compression. It has 
been further validated through subjective evaluation that the proposed quality index is 
in due coherence with the HVS model.  The remaining part of this paper is structured 
as follows: Section 2 describes the method for estimation of distortions and the 
proposed image quality index. Details of the simulation procedure, subjective 
evaluation and the obtained results are discussed under section 3. Finally the 
conclusions are drawn in section 4. 

2   Proposed Evaluation Model 

The main purpose of a HVS model is to distillate the structural content from the 
perception arena. Thus, image degradations can be modeled as losses in the perceived 
structural content in addition to the error sensitivity estimation (as in Minkowski error 
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metric [13]).  There are still numerous structural changes which cannot be captured by 
the above estimators; one of them is edge distortion, a primary outcome of the images 
restored by sharp non-linear filters removing high density noise contaminations at the 
cost of weak edges and losses of finer details from the image. The motivation for our 
work is to develop a more precise evaluation framework for degraded colored images 
by modeling distortion in terms of factors like: error, structural distortion, edge 
distortion, measurement of correlation degree and luminance for quality evaluation. 
The procedure for measurement of these distortions is detailed as follows:  

2.1   Measurement of Error 

The image quality in color image is mainly adjudged by the pixel gray quality of the 
three color components. The distortion introduced in the image changes the pixel gray 
value which is mainly noticed by the HVS [9]. Thus, the error introduced in the three 
color components is calculated separately for quality measurement. If x(i,j) denotes 
the reference image and y(i,j), the distorted image, then the error introduced in the R 
component is calculated as: 

               [ ]
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where: i & j are the pixel positions of the M x N image.  Similarly, Eg and Eb denotes 
the error in the G and B components, calculated in a similar fashion as in (1). The 
overall error introduced in the restored image can be estimated by the average of the 
error obtained in the three color components. Hence, PSNRE (dB) for the error-
sensitivity in the image is given as: 
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2.2   Measurement of Structural Distortion  

Human eyes mainly extract the structural changes from the viewing field, so structural 
distortion is an important parameter for quality assessment. Measurement of this 
distortion in the proposed work is performed by dividing the image in equal size and 
non overlapping square regions, along with the calculation of the mean, maximum and 
minimum pixel values in each region. Structural distortion Sr, Sg and Sb for the three 
color components R, G and B respectively can be calculated as: 
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where: Xai, Xpi, Xbi  and  Yai, Ypi, Ybi  denote the mean, maximum and minimum pixel 
values for the reference and the distorted image respectively. N is the number of 
regions in which the image is divided. The overall structural distortion is the mean of 
the structural distortion of the three color components and hence PSNRS (dB) of the 
structural distortion is given as:    
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2.3   Measurement of Edge Distortion 

The quality of an image strongly depends upon the local features of the image like 
edges, textures and flats. A distorted image with very similar edges to the reference 
image gives a very high perceptual quality for HVS, although PSNR and SSIM 
produce an opposite result [7]. Generation of an accurate edge map image is a 
fundamental pre-requisite in estimating edge distortion. Canny edge detection 
algorithm [14] is used in this work as it is well-known for its large values of signal-to-
noise ratio and high precision. The edge distortion for R component is given as:     

                 ( )[ ] 2

1 1

1
  , ( , )  

M N

r e e

i j

ED x i j y i j
MN = =

= −∑∑                   (5) 

where: xe(i,j) and ye(i,j) denotes the original and distorted edge maps of the image. In 
a similar way, the edge distortion can be computed for the G and B components 
respectively, which are represented by EDg and EDb respectively. Hence the overall 
PSNRED (dB) of the edge distortion can be given as: 
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2.4   Measurement of Correlation Degree and Luminance 

Correlation degree [15] between the two images has been calculated in this work to 
estimate the degree of similarity between the reference and the distorted images. The 
correlation degree for R component is calculated as: 

( , )
rx y

s x y r
rx ry

σ

σ σ
=

                             

                            (7) 

In a similar way the correlation degree for G and B component can be calculated and 
is represented  by s(x,y)g and s(x,y)b  respectively. The overall correlation degree for 
the color image is given as:  

( )( , ) ( , ) ( , ) ( , ) 3s x y s x y s x y s x yr g b= + +                                           (8) 

This helps in estimating the actual visual quality of the image and determining level 
of degradation caused in the image due to the distortions. Luminance [15] also plays 
as a key role in deciding the visual appearance of the image. Since, the proposed 
index deals with the HVS characteristics, the effect of luminance change has to be 
taken in account in order to predict the perceived quality of the image. The luminance 
for R component is calculated as: 
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In a similar way the luminance for G and B component can be calculated and is 
represented  by l(x,y)g and l(x,y)b  respectively. The overall luminance for the color 
image is given as: 

( )( , ) ( , ) ( , ) ( , ) 3l x y l x y l x y l x yr g b= + +                                        (10) 
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2.5   Proposed Image Quality Index 

The proposed image quality index (QP) is based on full reference image quality 
evaluation. It takes the advantages of known characteristics of HVS and has been 
formulated as the empirical combination of three quality estimation factors i.e. 
correlation degree, luminance and Q. This can be mathematically defined as: 

( , ). ( , ).s x y l x y QQ P =                                                             (11) 

where:                   ( )0.1(1 )1 10 E ED SPSNR PSNR PSQ NRα  β γ+ += − .                                              (12) 

Q in (12) is the quality factor calculated from the weighted sum of different PSNR (in 
dB) components based on error, structural and edge distortions obtained from (2), (4) 
and (6) respectively. α, β, and γ in (12) are the coefficients that have different values 
empirically determined for different types of distortions. Introduction of different 
coefficients in (12) is being done as each type of distortion has a different effect on 
error, structural and edge distortion respectively. In order to make the proposed metric 
distortion specific, distortions are divided into three cases. Distortions specific to 
noise attacks are grouped under case A (i.e. Salt & Pepper, Gaussian and Speckle 
noise). Contrast distortions and degradations due to rotation are considered under the 
case B whereas case C groups the blurring and compression artifacts. The quality 
factor (Q) for each case of distortions can be therefore defined as per the given matrix: 
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where: QA, QB and QC are the quality factor for the distortion cases-A, B and C 
respectively.  

 

  
(a) (b) (c) (d) (e) 

  
(f) (g) (h) (i) (j) 

 

 

(k) (l) (m) (n)  

Fig. 1. Reference image simulated with different types of distortion. (a), (b) Salt & Pepper 
noise. (c), (d) Speckle noise. (e), (f) Gaussian noise. (g), (h) Contrast stretching.   
(i), (j) Gaussian blurring. (k), (l) Motion blurring. (m), (n) Compression. 
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3   Simulation Results and Discussion 

3.1   Simulation Procedure 

In this work a standard Lena image of size 256 x 256 is used as a reference image for 
the experiments. The early transformations (like normalization, gray conversion etc.) 
are applied to the input image during the initial pre-processing. Thereafter, different 
types of distortions are superimposed on the pre-processed image as shown in figure 1. 
The color image is then decomposed into its three components (R, G & B color planes) 
for further processing. The PSNR component for error sensitivity, structural and edge 
distortions are then calculated for all the components of the image as described in (1)-
(6). Correlation degree and luminance factors are also calculated for each component 
of the distorted images. Finally, the obtained results are empirically combined to yield 
the quality index (QP) as in (11)-(13), which specifically quantifies the effect of 
different types of simulated distortion.  

3.2   Subjective Evaluation 

In this paper the two state-of-art objective indices i.e. PSNR and SSIM along with the 
proposed index QP are tested against subjective evaluation to determine their degree of 
correlation with the perceived image quality by human observers. In this process 42 
images with varying level of distortions like noise contamination, blurring, 
compression and contrast stretching, etc., were evaluated by a group of observers. 
These observers rated each image in terms of percentage of perceived quality on a 
scale between 0 and 1( 0: worst and 1: best). This assessment was performed by a 
group of 150 observers under strict physical environment that is necessary for proper 
assessment of the image quality. These evaluations resulted in Mean Opinion Score 
(MOS), which are the scores given by the individual observers to the images according 
to the perceived quality. The MOS signifies the rating of the images according to the 
HVS characteristics and hence gives a basis for subjective quality assessment.  

3.3   Comparison of Results 

In order to evaluate the performance of the proposed quality metric (QP), Pearson 
correlation coefficient is used as a tool to estimate the correlation of QP with respect 
to subjective evaluation results (MOS) and different HVS based metrics like Edge 
Performance Index (EPI), Structural Correlation (SC), Mean Absolute Error (MAE) 
[16] and CONTRAST (c(x,y)) [17]. From table 1 it can be observed that the 
correlation coefficient of QP with the MOS is higher in comparison to PSNR and 
SSIM, showing that the proposed index is more correlated with the HVS and 
evaluates the image quality in a manner similar to as it is perceived by the human 
eyes. Thus, QP seems out to be a better HVS based metric than conventional PSNR 
and SSIM. It can also be seen from figure 2(a) that the value of QP increases with the 
increase in the MOS values which shows that the images with higher MOS values  
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Table 1. Pearson Correlation between different quality measures and subjective evaluation 

Distortion Types PSNR SSIM QP

Noises 0.9010 0.9439 0.9616 
Compressing & Blurring 0.9509 0.9289 0.9442 

Contrast 0.8224 0.7571 0.8510 

Table 2. Pearson Correlation between different quality measures and EPI and SC 

 EPI SC 
Distortion Types PSNR SSIM QP PSNR SSIM QP 

Noises 0.7802 0.8643 0.9026 0.9769 0.9849 0.9796 
Compressing & blurring 0.7776 0.7401 0.7698 0.9998 0.9953 0.9993 

Contrast 0.9795 0.9955 0.9680 0.9986 0.9927 0.9976 

Table 3. Pearson Correlation between different quality measures and MAE and CONTRAST 
(c(x,y)) 

 MAE CONTRAST 
Distortion Types PSNR SSIM QP PSNR SSIM QP 

Noises 0.8831 0.8771 0.8706 0.9928 0.9610 0.9357 
Compressing & blurring 0.9901 0.9759 0.9891 0.8658 0.9090 0.8606 

Contrast 0.9583 0.9836 0.9422 0.9775 0.9946 0.9654 
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Fig. 2. Scatter plot of MOS Vs different objective evaluation indices. (a) MOS vs QP. (b) MOS 
vs PSNR. (c) MOS vs. SSIM. 
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images have higher value of QP and thereby possess a good visual quality. Similarly, 
figure 3(b) & (c) depicts the variation of PSNR and SSIM with the MOS values. It 
can be interpreted from these plots that PSNR and SSIM possess very high values 
even for images with low MOS values (i.e. poor visual quality). From the results 
tabulated in table (2) & (3) it can be inferred that apart from being a better HVS based 
index QP possess the capability to assess the edge, structure, error and contrast 
changes in the image, which is justified from the values of Pearson correlation. These 
results validate the effectiveness of proposed index in estimating the degradation in 
the color image for all considered distortion types.    

4   Conclusion 

The quality index (QP), proposed in the paper bear out to be a better HVS based 
quality evaluation model. The analysis used for developing QP incorporates the 
factors like error, structural distortion, edge distortion correlation degree and 
luminance, which severely affect the visual quality of color images. All these factors 
are calculated by using simple and efficient algorithms. The effectiveness of the 
proposed metric is justified from the results of Pearson correlation calculated between 
the objective scores of QP and subjective evaluation results i.e. MOS. The simulation 
results also demonstrate that QP out performs the conventional PSNR and SSIM. It 
also shows strong correlation with other metrics like EPI, SC, MAE etc and hence 
validates its edge, structure and error measuring capability. 
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Abstract. Communication voids (i.e. holes) have negative effect on real time 
routing protocols. To decrease the energy consumption and also avoiding the 
voids in the sensor networks for real time application it is necessary to design 
an energy efficient routing protocol which handles holes in the network. In this 
paper, a new on-demand routing with void avoidance (ODVA) routing protocol 
has been proposed which efficiently handles and successfully delivers the 
packets. This protocol also ensures the effective load balancing and improves 
the network lifetime. The simulation results demonstrate that the ODVA 
protocol achieve higher packet delivery ratio, network lifetime and efficient 
usage of energy in comparison with other prevalent scheme. 

Keywords: Wireless Sensor networks, Communication voids, Neighbor node 
information, In-degree, Out-degree. 

1   Introduction 

Wireless sensor networks (WSNs) are formed by small devices communicating over 
wireless links without using a fixed networked infrastructure [1]. Because of limited 
transmission range, communication between any two devices requires collaborating 
intermediate forwarding nodes, i.e. devices act as routers. Routing in WSNs becomes 
difficult because there is no infrastructure, wireless links are unreliable, sensor nodes 
may fail, and routing protocols have to meet strict energy saving requirements. 
Because of this, many routing algorithm were developed for wireless network. 
Routing algorithms that perform an end-to-end message delivery with host-based 
addressing and it can be classified as topology-based, if the destination is given by an 
ID, and position-based, if the destination is a geographic location . The latter are also 
called geographic routing. Geographic routing [2] for WSNs has been attracting 
research interest. Most of the existing geographic routing protocols use greedy routing 
to forward packets from source to destination. It is a simple, efficient and scalable 
strategy for geographic WSNs where, a source node selects neighboring node which 
is closest (with respect to Euclidian distance) to the destination as the next hop, until 
the destination is reached. It performs well in dense networks, than in sparse networks 
due to communication voids [3]. 

2
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A communication void is a state where all the neighbor nodes are farther away 
from the destination than the node holding the current packet. The node where the 
packet may get stuck is called as a routing holes or void node. For this reason, early 
real-time routing protocols based on the greedy routing have received much attention 
and new techniques are proposed to handle voids in WSNs. 

 

Fig. 1. Illustration of routing holes in WSNs 

The scenario of voids in WSNs is as shown in Fig 1; the node v5, v15, v16 has met 
the holes in the network because these node cannot find their next hop or neighbor 
node to reach the destination. Similarly, the node v10 can also meets the hole, since its 
neighbor nodes v7 and v11 are both farther away from the sink node than from itself to 
the sink node. The node v12 can receive the packets from nodes v2, v14, v13 but it has 
only one neighbor node to forward the packet further. So the data collision may occur 
in this node and its battery will be depleted soon. 

In this paper, we propose an energy efficient on-demand routing with void-
avoidance (OVDA) protocol for sensor networks. The protocol prevents data packets 
from meeting boundary nodes of voids and balancing load across the network. 

The outline of this paper is as follows. Section 2 discusses related work. Section 3, 
gives an idea of network model, definitions and algorithm description for avoiding the 
voids, Section 4, shows the results of this methodology and Section 5 discusses the 
conclusion and advantages of this proposed scheme. 

2   Related Work 

In this section we summarize the most known protocols in void handling technique. 
When a node meets a void, RAP [4] uses GPSR protocol [5], which is based on the 

right hand rule, to route packets around the perimeter of the void region. However, 
many packets are dropped because their deadlines are expired in long routes. SPEED 
[6] and MMSPEED [6] handle voids in the same way as they handle congested 
regions, where data packets are dropped by stuck nodes and a backpressure beacon is 
issued to upstream nodes to prevent further drops. However, it has been admitted in 
these protocols that the void avoidance scheme is not guaranteed to find a path if there 
is one as in GPSR [5], but it is guaranteed to find a greedy path if one exists. RPAR 
[7] incorporates a face routing mechanisms to route packets around large voids in 
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sensor networks. FT-SPEED [8] [9] borrows the idea of SPEED to handle the real 
time packet delivery in greedy forwarding. Based on the right-hand rule, FT-SPEED 
proposes an alternative void bypass scheme where data packets at stuck nodes are 
routed around two sides of the void. At stuck nodes, FT-SPEED will no longer take 
the real-time requirement as the criteria to choose the next hop node. Also, it uses the 
void edge nodes to deliver data packets and control packets to maintain the void fresh 
information, data collisions may occur in these nodes and their battery will be 
depleted soon.  

3   Network Model and Definitions 

3.1   WSN Model 

WSNs consists of large number of sensor nodes deployed to a vast field with single 
base station at the center as depicted in Fig 2.Here, network consists of two types of 
sensors: small number of powerful Source Nodes (SNs) responsible for monitoring 
and initiating data transmission whenever the event is detected and large number of 
low end Intermediate Nodes (INs) responsible for data transmission. Each node has its 
specific radio range with radius r and can directly communicate with any node within 
its radio range. In this scenario, we consider event driven wireless sensor application. 
In other words, when the node has to forward the packet the source initiates the route 
to reach the destination. 

 

Fig. 2. A WSN model 

3.2   Definitions 

Neighbor list information.  As soon as nodes are deployed in the network, each node 

start constructs their neighboring node set. Neighbors of a node iv are defined as 
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},|{)( jirdvvvN ii ≠≤∈=  where, d is 2D-Eculidean distance and is given 

by 2
12

2
12 )()( yyxxd −+−= . The neighboring nodes for node v0 in Fig 2, N (v0) = {v1, 

v2, v3………………v11}.This information is stored in Neighbor Information Table (NIT) as 
shown in Table 1. 

Table 1. Neighbor Information Table 

Node_ID (x ,y) 

v1 (x1,y1) 
v2 (x2,y2) 
v3 (x3,y3) 
v4 (x4,y4) 
v5 (x5,y5) 
v6 (x6,y6) 
v7 (x7,y7) 
v8 (x8,y8) 
v9 (x9,y9) 
v10 (x10,y10) 
v11 (x11,y11) 

 
Out-Degree. An out-degree for sensor nodes vvi ∈  is the number of downstream 

nodes which is currently receiving packets to iv . The downstream of nodes is the flow 

of nodes which is closer to the sink node. It is represented as given in the equation 

below, 

    }),(|180|{)( 0 jiviNvvN iii ≠∈≤∈= θ                              (1) 

Where, ))((/)(cos 2
2

2
2

2
1

2
12121

1 bababbaa +++= −θ , a1=(x1   , x2) b1= (y1, y2) 

a2=(x3, x4) b2= (y3, y4) are position of nodes. The out-degree of a node v0 = {v6, v7, v8, v9, 
v10, v11} as shown in Fig 2. 

In-Degree. An in-degree for sensor nodes vvi ∈  is the numbers of upstream nodes 

which are currently forwarding the packets to iv  .The flow of node which are closer 

to the source node are called as upstream nodes and it is given by, iv (in-

degree)=N( iv ) - iv (out-degree). The in-degree of a node v0 = {v1, v2 v3, v4, v5} as 

shown in Fig 2. 

Out-Degree/In-Degree ratio (R). It is the ratio of downstream and upstream nodes 

for a node iv  in the network. For e.g. as represented in Fig 2, the ratio of node v0 will 

be 6/5 which equals to 1.02. The construction of in-degree & out-degree ratio as 
explained detail in below Algorithm I. 
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 Algorithm I: In-degree and Out-degree ratio construction 
 

 Input: Neighbor information table 
 

 Output: In-degree and Out-degree ratio for each 
node 
 

Step 1 Compute the In-degree and out-degree of nodes. 
      

))((/)(cos 2
2

2
2

2
1

2
12121

1 bababbaa +++= −θ   

                if ( ( iv )  ≤1800)  then  iv =out-degree  

         else  

                iv (in-degree)=N( iv ) – iv  (out-degree) 

Where, N ( iv ) all neighboring nodes. 

 
Step 3 Flood the hello packet into network to know  the in-

degree and out-degree ratio of neighboring node   
 

Step 4 Choose the node to forward the packets 
 

 
To know the in-degree & out-degree ratio of each neighboring node, exchange the 

hello packets along with <Node ID, (x, y), R> and this information is updated in the 
NIT. By using this method it can easily avoid the void in the network. Updated NIT is 
as shown in Table 2. 

Table 2. Updated Neighbor Information Table 

Node ID  (x, y) R 
v1 (x1,y1) 4/3 
v2 (x2,y2) 3/2 
v3 (x3,y3) 2/3 
v4 (x4,y4) SP 
v5 (x5,y5) 3/3 
v6 (x6,y6) SP 
v7 (x7,y7) 2/2 
v8 (x8,y8) 2/4 
v9 (x9,y9) SP 
v10 (x10,y10) 3/3 
v11 (x11,y11) 4/2 
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4   On-Demand Routing with Void Avoidance Routing Protocol 

4.1   Protocol Description 

ODVA is proposed in order to avoid voids in WSNs. It consists of two phases:  
 

Neighbor Creation. As soon as the nodes are deployed in the network each node starts 
constructing its NIT as explained in section III. To collect the neighbor node 
information each node exchanges the hello messages along with information <Node 
ID, (x, y), R>. Upon collecting the neighbor node information, the node chooses next 
node to forward the packets. 

 
Data Routing Phase.  In on-demand routing, each node dynamically constructs its route 
to reach the destination. When the source initiates the route to forward the packet, first 
it checks in-degree and out-degree ratio value in NIT. If the ratio value, R, is greater 
than 1, i.e., if the node has less upstream nodes than the downstream nodes which 
means no voids occur  then choose the node to forward the packet. If R=1, then the 
nodes have equal number of upstream and downstream nodes. In this case, chances of 
avoiding the voids are more. If R<1, then the node has more upstream nodes than 
downstream nodes. In this case, choose the node having less upstream nodes among 
the nodes so that the chances of avoiding the voids are very less. If R=SP, then the 
node is having only one upstream and downstream node each. Choosing this node 
should be avoided since there exists no next hop or neighbor node to forward the 
packets. By considering the ratio value, each node selects the neighbor node to 
forward the packet. 

To avoid choosing the same node each time, the node uses pointer called router 
information pointer (RIP). It maintains the information of <Node ID, downstream 
nodes, upstream nodes, Count> in routing information table as shown in TABLE III. 

The count of each node increases each time it is chosen to forward the packet. Before 
choosing the node, it checks for the count and the node with lesser count value is 
chosen. Algorithm II explains the selection of nodes to forward the packet. 

 
 Algorithm II: Selecting the nodes to avoid the voids 

 
 Input: Routing information table 
 Output :Selecting the node to avoid the voids 

Step 1 begin 
for all i=0to n 
Choose the node with R>1 and count c=i  
   then  choose the node 
  else  
         go to step 2 

Step 2 Choose the node R=1 and count c=i 
   then  choose the node 
else 
        go to step 3 

Step 3 Choose the node R<1 and count c=i 
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  then choose the node 
Step 4 if R=SP,  

  then avoid to choose the node 
Step 5 Once all the count value becomes 1 

  then repeat same process 

 
Table 3 maintains the routing information or ratio value of each node. It helps to 

choose the node by considering the ratio value, to avoid the voids and balancing the 
load across the network.  

Table 3. Routing Information 

Node ID No. of 

downstream 

nodes 

No. of 

upstream 

nodes 

count 

v2 3 2 1 

v3 2 3 0 

v4 1 1 SP 

v5 3 3 0 

 
Let the nodes v2, v3, v4 and v5 be the intermediate nodes. According to the 

definition of in-degree and out-degree, it is observed that node v2 has 2 upstream and 
3 downstream nodes. As a result the ratio will be 3/2 which is greater than 1 (R>1). 
Before choosing that node first it checks for the count. The count value of node v2 is 1 
i.e., it is already chosen once. Next node will be the node v5 which has equal number 
of upstream and downstream node, i.e. 3/3 which is equal to 1 (R=1) .The count of 
node v5 is 0, so choose this node to forward the packets. After choosing this node the 
count becomes 1.The next node to forward the packet is node v3 which has more 
upstream nodes than downstream nodes (R<1), but the count of node v3 is 0 so choose 
this node to forward the packet. After choosing this node the count becomes 1. Once 
the count value of all nodes becomes 1 then repeats the same process. The node v4 in 
Table 3 having ratio 1/1 which is specified as special node ‘SP’ must be avoided from 
choosing. 

5   Simulation and Results 

Extensive simulations are carried out to analyze the effectiveness of the proposed void 
avoidance mechanism. The simulated network model consists of 100 sensor nodes of 
which are populated over an area of 100X100 sq. meters with radio range r. The 
nodes are distributed randomly and uniformly over the deployment area.  Each data 
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packet is about 30 byte and energy per node is 5 joule. Applying the technique 
described in the above section gives to avoiding void in the network.   

 
Packet delivery ratio. The average packet delivery ratio of ODVA is compared with 
the protocol FT-SPEED as shown in Fig 3. The packet delivery ratio for ODVA is 
always same if the voids increase by 10% for 100 nodes and 20% for 200 nodes in the 
network. However, FT-SPEED decreases the packet delivery ratio. Fig 4 shows that 
the ODVA protocol gives better average packet delivery ratio than FT-SPEED. 

 
Energy consumption. Energy consumption of ODVA is compared with FT-SPEED 
as shown in Fig 4. When the transmission range R=500, the energy consumed by the 
ODVA protocol is 1J but in the FT-SPEED it varies. In ODVA even if the range 
increases, an equal amount of energy is consumed by each node so that it balances the 
load across the network.  Fig. 4 gives energy consumed by the ODVA protocol is less 
than the FT-SPEED. 

 
Network lifetime. The network lifetime for the ODVA protocol is much higher than 
FT-SPEED is as shown in Fig 5. We can see that network with FT-SPEED simply 
runs within the 40 seconds of the simulation when N=50 and 35 seconds for N=100 
while network with ODVA protocol runs 75 seconds when the N=50 and 80 seconds 
of the simulation when N=100. These gains are expected to be further magnified in 
larger networks running for greater intervals of time. 

 

           Fig. 3. Average packet delivery ratio           Fig. 4. Energy consumption in network 

 

Fig. 5. Network Lifetime 
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6   Conclusion 

In this paper, we proposed an ODVA protocol by introducing in-degree & out-degree 
ratio at each node. The ratio ‘R’ value at particular node presents the useful 
information to select node. The ratio R aims at reducing voids in the network and 
enables a higher degree of fairness. In the proposed, ODVA protocol each node 
dynamically constructs its route to balance the load and improve the network life 
time. This technique yields itself well to achieve efficient routing and avoids the void 
in the network. When compared with FT-SPEED protocol the proposed ODVA 
protocol provides the good performance in terms of packet delivery ratio, energy 
consumption and network lifetime. 
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Abstract. Genetic Programming is an evolutionary soft computing approach. 
Data streams are the order of the day input sources. In general, data streams 
exhibit a peculiar behavior of drifting the concepts as time passes by. Here is a 
study of GP Classifier on Concept Drifting Data Streams. GP classifier 
performance is compared to that of other state-of-the-art data mining and stream 
classification approaches. Boosting is a machine learning meta-algorithm for 
performing supervised learning. A weak learner is defined to be a classifier 
which is only slightly correlated with the true classification. In contrast, a 
strong learner is a classifier that is arbitrarily well-correlated with the true 
classification. Boosting combines a set of weak learners to create a strong 
learner. It is observed that the Boosting GP approach is beating Boosting Naïve 
Bayes classification on Concept Drifting Data Streams. Hence it is found that 
GP is a competent algorithm for Concept Drifting Data Stream classification.  

Keywords: Genetic Programming, Classification, Multi-class, Boosting, Data 
Stream, Stream Mining, Concept Drifting Data Stream. 

1   Introduction 

Many organizations are being dumped with tremendous amount of continuous flow of 
data, due to a sequence of events from different locations of the organization. 
Telephone records, credit/debit card transactions, sensor networks, network event 
logs, web log data, online sales transactions are some examples of data streams. 
Traditional approach for mining data is known as batch processing, as it assumes data 
as a static entity.  Now data streams stresses the need of online and incremental data 
mining techniques, of course should be able to deal with concepts drifts in some 
cases. 

Classification is a major data mining technique [6][13]. Genetic Programming 
(GP) is one of the famous classification techniques, which has its roots in Genetic 
Algorithms (GA) [7-9]. Bagging and Boosting are two meta learners in data mining 
[6][12][13]. 

2
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Data stream classification is studied in [15-20].  Mohammad M. Masud et. al. 
studied Mine Class Algorithm for automatic detection of a novel class in presence of 
concept-drift [15]. Gianluigi Folino et. al. has studied a StreamGP approach with 
adaptive boosting ensemble algorithm for classifying homogeneous distributed data 
streams [16]. Hussein A. Abbass et. al. made a detailed study of online adaption in 
learning classifier systems for stream data mining based on Genetic Algorithms [17]. 
Yi Zhnag and Xiaoming Jin built an ensemble classification technique on data 
streams [18]. New ensemble methods for evolving data streams are studied by Albert 
Bifet et. al.[20]. Wenyan Wu and Le Gruenwald studied various issues involved in 
simultaneous mining of multiple data streams [19].   

Most of the work on classification concentrates on binary classification problems.  
Traditionally Maximum Likelihood Classifier (MLC) [10], Bayesian networks [10], 
and Neural networks (NN) [11] are the most successful approaches for multi-class 
classification. 

Genetic Programming (GP) is a stochastic approach, derived from Genetic 
Algorithms (GA), to solve various computer related problems by automatically 
constructing programs simulating the biological evolution [8]. GP is a nice approach 
for solving the binary and multi-class classification problems.  It guarantees good 
classification accuracy if enough training time is given to evolve a higher accuracy 
GP classifier [2].  An attempt is made to reduce this training time to a reasonable 
degree. The goals that are tried to meet are simplicity, scalability, and high accuracy.  
The GP classifier has to find fitness for all fitness cases, which may not be stored in 
main memory for larger datasets.  In order to achieve scalability, the size of training 
data set sampled at a time is restricted to a portion of main memory available. Topon 
Kumar Paul, and Hitoshi Iba [5] implemented the ensemble approach of Boosting 
based on GP and called it “a majority voting genetic programming classifier”.  

T. Loveard and V. Ciesielski [1] proposed five alternative methods to perform GP-
based multi-class classification, viz., Binary decomposition, Static range selection, 
dynamic range selection, class enumeration and evidence accumulation.   

J. K. Kishore et al.[2] modeled the n-class pattern classification problem as an n 
two-class problems.  A Genetic programming classifier expression (GPCE) is evolved 
as a discriminant function for each class.  Each GPCE recognizes data samples 
belonging to its own class and rejects samples belonging to other classes.  In [2]-[4], 
[14] the authors designed a classifier with n binary-trees for the n-class classification 
problem. 

D.P. Muni et al. [3] improved the approach of J.K. Kishore et al.[2] by generating 
the classifier in one pass. D.P. Muni et al. extended their earlier work to suit for 
feature selection (FS) in [4], proposing a wrapper approach for FS.  

Topan Kumar Paul, and Hitoshi Iba [5] proposed a majority voting technique, 
which evolves multiple GP rules and apply those rules to test samples to determine 
their labels and count their votes in favor of a particular class.  Then the sample is 
assigned to the class that gets the highest number of votes in favor of it. 

T. Loveard and V. Ciesielski[1] used the total training set as exemplar set. In [3], 
[4], D.P. Muni et al. used step-wise learning, which takes a smaller exemplar set 
initially, and gradually increases the exemplar set to the whole training set. 
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2   Data Streams 

The recent advances in hardware and software have enabled the capture of various 
measurements of data in a wide range of fields. These measurements are generated 
continuously and in a very high fluctuating data rates. Examples include sensor 
networks, web logs, and computer network traffic. The storage, querying and mining 
of such data sets are highly computationally challenging tasks. Mining data streams is 
concerned with extracting knowledge structures represented in models and patterns in 
non stopping streams of information. The research in data stream mining has gained a 
high attention due to the importance of its applications and the increasing generation 
of streaming information. Applications of data stream analysis can vary from critical 
scientific and astronomical applications to important business and financial ones. 
Algorithms, systems and frameworks that address streaming challenges have been 
developed over the past decade. There is a real need inspired by the potential 
applications in astronomy and scientific laboratories as well as business applications. 

3   GP Boosting Approach for Data Stream Classification 

Once a GP classification program predicting the class labels is built, it can be used 
directly for classification, or combine the GP programs into a more efficient solution. 
There are several ways to combine classifiers. For example, one can use a voting 
system for the results of several classifiers.  

In the case of a classification problem with n classes, there are several approaches 
to build classifiers. The three most common approaches are:  

1. Develop a single classifier that gives, as output, the class of the new sample as 
input.  
2. Develop n classifiers. Each classifier is responsible for recognizing a particular 
class. 
3. Develop a classifier for each pair of classes. Each classifier is responsible to decide 
between two classes in particular.  

The method 2, n-classifier approach, is the best approach [23]. Thus a variant of 
method 2 is used in this study. With this method, the classifiers obtained by the GP 
must have some type of output value. Two approaches were again proposed:  

1. Binary classifier  

If the classifier result is 0, it predicts that the sample is not part of the class, or if 1 
predicts that the sample belongs to the class. 

2. Classifier with Continuous Output 

The result is a decimal value (eg between 0.0 and 1.0) that represents the confidence 
with which the classifier links the sample with the designated class. 

When a new sample is introduced, each classifier must predict whether the sample 
belongs to the class for which it was trained. The combined classifier has the output 
value that determines the largest class of the new sample. In the event of a tie, the 
classifier that has the highest probability will be identified as the class of new sample. 
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The present work integrates the boosting meta learner with the evolutionary 
process of GP. Boosting algorithm is applied on n-class GP classifiers. Here each 
classifier predicts the confidence with which the classifier is assigned the class. 
Several studies on the implementation of a method for boosting the GP have reported 
significant gains in terms of classifier accuracy and computation time of the algorithm 
[21-22]. The integration of the principles of boosting even within the GP process 
allows greater economy of resources. Here is the pseudo code of the Boosting GP 
approach adapted here: 

C = number of classes of the problem  
P = number of necessary programs for boosting  
Training set, T = all training data available  
N = total number of samples in T  
For all Cj (j = 1 to C)  
 Empty the GP population, POP  
 Initialize the weight of each sample W with Wi = 1/N 
 For all Pk (k = 1 to P) 
  If POP is empty, fill POP with a new set of programs. 
  Changing a program that recognizes the class C (the calculation of 
fitness uses the weight Wi of each sample to classify), using T and POP.  
  Calculate the error of the best program, Ejk on the training set, a 

factor αjk and then the weight of each sample Wi using AdaBoost method.  

 End for P  
End for C  

A sample can be classified using the strongest response in a weighted sum of the 
outputs of programs by class (using equation 1).  

))*((max
1

α jkjk

P

k
a∑

=

 (1) 

By the end of the routine, P*C programs (where P programs for each class of the C 
classes) are obtained. The classification score for class j is obtained by the weighted 
sum by αjk output of each program jk. The class that scores the highest indicates the 

class of the given sample: 

4   Fitness Function for GP Boosting Approach 

The fitness is the measure of GP program performance in the prediction of output 
values from input samples. It is therefore an indication of relevance of the program 
for classifying the samples in training dataset. Fitness is a numeric value, allowing us 
to compare the performance of programs. Fitness is used to select programs in the 
population to transform further.  

Fitness function is the result of classifications on the training data. This function 
compares the value of predicted class and actual class provided in the training data. 
The fitness function depends on the approach used in the combination of classifiers. 
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1. For a single classifier approach, fitness is simply the number of correct predictions 
of the program. This value can be normalized (between 0.0 and 1.0) by dividing the 
number of matching samples in the data set by the total number of samples in training 
dataset.  
2. In the case of an approach of n-class classifier, the calculation of the fitness 
depends on the classifier chosen:  

a) Binary Classifier: It is as in the single classifier approach.  
b) Classifier with Continuous Output: The output of the program P is a value of 
limited trust between -1.0 and 1.0. Fitness is calculated from the sum of S values of 
confidence of Pi for each sample, depending on the class C provided by the training 
data set. 

∑=
j

iCiPS )(*)(  (2) 

C (i) is 1.0 if the sample i belongs to the class recognized and -1.0 otherwise. Finally, 
fitness is the sum of S values, normalized between 0.0 and 1.0. 
c) Classifier output continues to boosting algorithm built: The technique is essentially 
the same as (b), but the weight W of training samples is taken into account: 

∑=
j

iCiWiPS )(*)(*)(  (3) 

As the weight of the samples is also normalized (total weight is 1.0), the sum S can be 
normalized in the same way as in (b). So for a classification problem, the more fit, the 
more the program is effective. A perfect prediction rate is obtained when the fit is 1.0. 
Here 2(c) approach is followed. Every Genetic Programming approach needs some 
parameters to be specified. In this approach, the GP parameters used are given in 
Table 1. 

Table 1. The default GP parameters used for GP Classifier Construction 

Parameter Values 
Population size 100 
Maximum depth 5 
Stopping Criteria Fitness=99%, Max. Generations=100, Max. Time=5 min. 
Population Initialization Ramped-half-and-half 
Selection Roulette wheel 
GP operator proportions Crossover=90%, Mutation=7%, New Program=3% 

5   Results 

The data on which the classifiers are executed are 2-class and 5-class Concept Drift 
Random trees each with 10 Million rows and the evaluation is through interleaved test 
then train evaluation. The result of GP classification on the above datasets is as 
follows: 
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Table 2. The time taken and classifier accuracy % of various classifiers on 2-class Concept 
Drift Random trees 

Classifier Functions Time in sec. Accuracy % 
AdaBoost M1+ NB -- 1h4m55s 72.02 
GP +, -, *, / 59m38s 73.01 
GP +,-,*,/,If, <, > 1h4m34s 73.85 
GP If, <, > 31m18s 57.82 
GP If,<,>,!,&,| 30m32s 71.17 

Table 3. The time taken and classifier accuracy % of various classifiers on 5-class Concept 
Drift Random trees 

Classifier Functions Time in sec. Accuracy % 
Adaboost M1+ NB -- 1h40m19s 54.20 
GP +, -, *, / 1h42m37s 54.73 
GP +,-,*,/,If,<,> 2h5m12s 45.31 
GP If, <, > 50m28s 37.54 
GP If, <, >, !, &, | 1h20m11s 43.43 

 
In case of the above 2-class Random tree dataset, Boosting GP with +,-,*, /, If, <, > 

functions classifying with 73.85% accuracy is better than that of the combination of 
AdaBoostM1 and Naïve Bayes Classification with 72.02% accuracy. And for 5-class 
Random tree dataset, Boosting GP with functions +, -, *, / classifying with 54.73% 
accuracy is above that of the combination of AdaBoostM1 and Naïve Bayes classifier 
with 54.20% accuracy. The only disadvantage is that there is no single combination of 
GP functions and parameters suitable for all datasets. Hence in general, this Boosting 
GP is a good candidate for Concept Drifting Stream classification and is suitable for 
further work. 

6   Conclusions 

It is found that Boosting GP Classifier is a competent approach for classifying 
concept drifting data streams. The issue is changing accuracies of GP classifier with 
functions and GP parameters. The next goal is to improve the GP approach in two 
respects: accuracy and reducing execution time. Trying various proportions of GP 
functions like crossover, mutation, selection, and etc, may result in better accurate GP 
programs. Applying some statistical methods like Principal Component 
Analysis(PCA) as preprocessing step and applying some clustering, like Expectation 
Maximization clustering, may make this approach faster. The further research work 
will be in the above direction. 



 GP Boosting Classification on Concept Drifting Data Streams 271 

References 

1. Loveard, T., Ciesielski, V.: Representing classification problems in genetic programming. 
In: Proc. Congr. Evolutionary Computation, May 27-30, pp. 1070–1077 (2001) 

2. Kishore, J.K., Patnaik, L.M., Mani, V., Agrawal, V.K.: Application of genetic 
programming for multicategory pattern classification. IEEE Transaction on Evolutionary 
Computation 4, 242–258 (2000) 

3. Muni, D.P., Pal, N.R., Das, J.: A novel approach for designing classifiers using genetic 
programming. IEEE Trans. Evolut. Comput. 8(2), 183–196 (2004) 

4. Muni, D.P., Pal, N.R., Das, J.: Genetic programming for simultaneous feature selection 
and classifier design. Systems, Man, and Cybernetics, IEEE Transactions on Systems, 
Man, and Cybernetics, Part B 36(1), 106–117 (2006) 

5. Paul, T.K., Iba, H.: Prediction of Cancer class with Majority Voting Genetic Programming 
Classifier Using Gene Expression Data. 2009 IEEE/ACM Trans. on Computational 
Biology and Bioinformatics 6(2), 363–367 (2009) 

6. Han, J., Kamber, M.: Data Mining Concepts and Techniques, 2nd edn. Elsevier (2006) 
7. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and Machine Learning. 

Addison-Wesley, Reading (1989) 
8. Koza, J.R.: Genetic Programming: On the programming of Computers by Means of 

Natural Selection. M.I.T. Press, Cambridge (1992) 
9. Poli, R., Langdon, W.B., McPhee, N.F.: A field guide to Genetic Programming (March 

2008), http://www.gp-field-guide.org.uk 
10. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification, 2nd edn. John Wiley and Sons 

(2001) 
11. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning internal representation by error 

propagation. In: Rumelhart, D.E., McClelland, J.L. (eds.) Parallel Distributed Processing. 
MIT Press (1986) 

12. Breiman, L.: Bagging predictors. Machine Learning 24, 123–140 (1996) 
13. Tan, P.-N., Steinbach, M., Kumar, V.: Introduction to Data Mining. Person Education 

(2006) 
14. Nagendra Kumar, D.J., Satapathy, S.C., Murthy, J.V.R.: A scalable genetic programming 

multi-class ensemble classifier. In: World Congress on Nature & Biologically Inspired 
Computing, NaBIC 2009, pp. 1201–1206 (2009), doi:10.1109/NABIC.2009.5393788 

15. Masud, M.M., Gao, J., Khan, L., Han, J., Thuraisingham, B.: Integrating Novel Class 
Detection with Classification for Concept-Drifting Data Streams. In: Buntine, W., 
Grobelnik, M., Mladenić, D., Shawe-Taylor, J. (eds.) ECML PKDD 2009. LNCS, 
vol. 5782, pp. 79–94. Springer, Heidelberg (2009) 

16. Folino, G., Pizzuti, C., Spezzano, G.: An Adaptive Distributed Ensemble Approach to 
Mine Concept-Drifting Data Streams. In: ICTAI 2007 Proceedings of the 19th IEEE 
International Conference on Tools with Artificial Intelligence, vol. 02 (2007) 

17. Abbass, H.A., Bacardit, J., Butz, M.V., Llorà, X.: Online Adaptation in Learning 
Classifier Systems: Stream Data Mining (2004) 

18. Zhang, Y., Jin, X.: An automatic construction and organization strategy for ensemble 
learning on data streams. ACM SIGMOD Record Homepage archive 35(3) (September 
2006) 

19. Wu, W., Gruenwald, L.: Research issues in mining multiple data streams. In: Stream KDD 
2010 Proceedings of the First International Workshop on Novel Data Stream Pattern 
Mining Techniques (2010) 



272 D.J. Nagendra Kumar et al. 

20. Bifet, A., Holmes, G., Pfahringer, B., Kirkby, R., Gavaldà, R.: New ensemble methods for 
evolving data streams. In: 15th ACM SIGKDD Intl. Conference on Knowledge Discovery 
and Data Mining (KDD 2009), Paris, France (June 2009) 

21. Folino, G., Pizzuti, C., Spezzano, G.: Boosting Technique for Combining Cellular GP 
Classifiers. In: Keijzer, M., O’Reilly, U.-M., Lucas, S., Costa, E., Soule, T. (eds.) EuroGP 
2004. LNCS, vol. 3003, pp. 47–56. Springer, Heidelberg (2004) 

22. Paris, G., Robilliard, D., Fonlupt, C.: Genetic Programming with Boosting for 
Ambiguities in Regression Problems. In: Ryan, C., Soule, T., Keijzer, M., Tsang, E.P.K., 
Poli, R., Costa, E. (eds.) EuroGP 2003. LNCS, vol. 2610, Springer, Heidelberg (2003) 

23. Teredesai, A., Govindaraju, V.: Issues in Evolving GP based Classifiers for a Pattern 
Recognition Task. In: Proceedings of the 2004 IEEE Congress on Evolutionary 
Computation, pp. 509–515. IEEE Press (2004) 



Intelligent Chaos Controller

A Computational Intelligence Based Approach for
Data-Driven Real-World Systems

Jallu Krishnaiah1, C.S. Kumar2, and M.A. Faruqi3

1 Formerly Research Scholar at IIT Kharagpur
Present address: of R&D, BHEL, Trichy, India

j.krishnaiah@gmail.com
2 Robotics and Intelligent Systems Lab, IIT Kharagpur

kumar@mech.iitkgp.ernet.in
3 Formerly Professor at IIT Kharagpur

Present address: Azad Instistitute of Engineering and Technology Lucknow
aslamfaruqi@gmail.com

Abstract. Recent developments have shown the possibility of construct-
ing Bifurcation Diagrams for real-world chaotic system based on ob-
served data. In the present work we demonstrate how the control can be
achieved on the data-driven process/system based on the bifurcation di-
agram construction capability. In reality many physical and non-physical
systems are very difficult to represent using a mathematical form; even
if mathematical models exist, it would be a difficult task to build a con-
troller which works in real-time. Moreover, if the considered system is
chaotic in nature there are very few methods for are available controlling.
On contrary there are large number of Chaos Control techniques when
the considered system is/has a mathematical model. Based on the fun-
damental idea of these techniques, i.e. small perturbation at appropriate
time is enough to control such a chaotic systems, the present method
uses the global search capability of genetic algorithms to find a best per-
turbation to the control parameter at each step with a RNN model of
the considered system as an objective function.

1 Introduction

The recognition that the occurrence of chaos is wide spread in nature, and it
even forms the basis of intelligence in brain and provides control mechanism for
heart and other systems, and also its prevalence in engineering and scientific
systems, has been fueling research in this area. Many books [18,21,7] have been
written focusing on different aspects of the chaotic systems. A recent literature
review has been provided by Andrieveskii and Fradkov [1,6] showing the diversity
in chaos related research. Further, recent works [29,9] have demonstrated the
controllability through chaos concepts.

Most of the chaos controlling methods work on the fact that the relationship
at fixed point on a Poincaré section is linear[20]. In these methods instead of a
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deliberate action to control the chaos in the system, wait till the system reaches
the vicinity of the fixed point. Then the controlling action is applied in the
form of a small one-time or continuous perturbation to the accessible control
parameter. In reality waiting for the system to reach the vicinity of the fixed
point is an indefinite time-taking process. In some cases of chaos control very
heavy computing may be necessary to find the magnitude of the perturbation and
the step at which the perturbation is required to apply. Moreover, knowing the
exact mathematical models for real-world systems is also a difficult proposition,
and also they are prone to noise and errors.

Studies of real-world systems have to additionally contend with the prevalence
of noise in systems, its role in changing the initial conditions of the system and
its capability to cause bifurcations [28]. The problem gets further complicated
with time scale of the phenomena to be the controlled, if the computations
for control actions have to be done in real-time. The three main methods of
controlling chaos that have been established are [17]

1. Open loop method based as periodic excitation of the system,
2. OGY method( Poincaré map linearization), and
3. Method of time delayed feedback (Pyragas method).

The open loop method has been in use for a long time specially in systems with
high frequency operations, to alter their behaviour with small changes in inputs.
Well developed procedures are available today.

It is the OGY method which made the control of chaos possible in large variety
of continuous and discrete systems. The method aims at stabilizing the periodic
orbits of a system at an unstable fixed point. Today numerous examples [32,8,5]
are available of its successful application even in presence of noise [5,25]. The
original method requires waiting for suitable orbits to occur before stabilization
is attempted.

Pyragas’[26] method has been used successfully for stabilizing chaotic systems
without a complete model of the system, through suitably derived time delayed
feedbacks to the system [24]. However, formal analysis for understanding the
process and the conditions of stability are still ongoing research activities.

The basic problem in identifying the presence of chaos in real-world system
has been addressed through identification procedure using observed data [22,10].
Taking into account the literature survey in the sections on the architecture and
capability of RNN models, the role of Bifurcation in chaos, and practical control
strategies for real-world systems, the following areas have been chosen for further
investigations as they have not been sufficiently explored.

2 Review on Techniques

2.1 Recurrent Neural Network

After the discovery of Backpropagation algorithms for Feed-forward neural net-
works, many researchers explored the possibility of extending the Backpropaga-
tion algorithms to the cases of networks with recurrent connections. Pineda[23],
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Almeida [2], and Rohwer and Forrest[27] have independently pointed out that
Backpropagation can be extended to arbitrary networks as long as they converge
to stable states.

Elman in [12], suggested a Recurrent Neural Networks architecture with input
layer is divided into two parts: the true input units and the context input units.
The context units simply hold a copy of the activations of the hidden layer from
the previous time step. The modifiable connections are all feed-forward, and can
be trained by conventional Backpropagation methods.

Bengio & F.Gingras[3] proposed recurrent neural networks with feedback into
the input units for handling the problems like missing input variables or input
variables being available at different frequencies to minimize the output error.

An experimental comparison of some of the variants of recurrent neural net-
works has been done by Horne and Giles [4] to model a set of Dynamical Systems
Equations. The report concludes that in general all the recurrent neural net-
works perform better when compared to Time Delay Neural Networks (TDNN).
Among the RNN models, Narendra and Parthasarathi’s model performs better
than others.

Bengio et. al.[33] proved in their paper that “Long-term dependencies with
gradients is difficult” if the system is to latch on information robustly, then the
fraction of the gradient in a gradient-based training algorithm due to information
in n time steps in past approaches zero as n becomes large. This effect is called
the problem of vanishing gradient. Bengio et. al.[33] claimed that the problem
of vanishing gradients is essential reason why gradient-descent methods are not
sufficiently powerful for long-term dependencies. Tsungnan Lin et. al.[30] have
recently shown one class of recurrent neural networks called NARX (Nonlinear
Auto-Regressive with eXogenous inputs) which has the capability of learning
long-term dependencies i.e. those problems for which the desired output of the
system at time T depends on inputs present at time t 
 T . Here inputs also
have time delayed information, in addition to outputs being fed-back. It has been
shown that it is also a good candidate for the dynamical systems modelling.

Recently, there has been an interest in understanding the dynamical properties
of RNN in terms of connection weight between the nodes. In these studies it has
been found that even a two node fully connected RNN model could show a
Bifurcation behaviour with respect to connection weights [11,14] etc.

2.2 Chaos Control

There are several approaches evolved after the introduction of famous OGY
method of chaos control. Till the introduction of OGY method it was assumed
that the chaos can not be controlled and one has to avoid the region of chaos
and take safer route and keep in non chaotic region. After understating the
nature of chaos, it has been shown that the chaos is a co-existence state of many
periodicities which are unstable in nature. In the OGY method utilizing the
richness of the very property has been demonstrated by controlling to a unstable
periodic orbit. That means it is possible to switch to any periodic orbit once the
system is in chaotic mode. This gives a wide opportunity of easily changing
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the mode with less amount of energy. And also, sometime operating the system
in non-chaotic region would be an expensive when comparing to chaotic region.
Hence, controlling and stabilizing the system in chaotic region is very important.

2.3 Application of RNN to Chaos Control

While RNN system have been extensively used for modelling complex non-linear
dynamical systems their evolution towards representing chaotic systems has been
reported only in few publications.

J.C.Principe[16] proposed a method to model a chaotic system and shown it
is to predict time-series for a larger number of steps for a given initial condition.
The main limitation of this model is that it considers only one set of accessible
control parameters,which may not be enough to model and control real-world
systems. Another variation of the above approach has been used by Jones et al.
[19] to model more complex systems for control by providing additional infor-
mation at feedback input points. Jones et.al. [13] have explored the possibility
of synchronising chaotic systems, using recurrent neural networks, trained to
low values of mean squared error of training. The possibilities of using these for
real-world system were not explored enough.

From the literature it can thus be seen that recurrent neural networks have
been used extensively with various architectures for one step or several steps
prediction from a given starting point.

2.4 Genetic Algorithms

Genetic algorithms were formally introduced in the United States in the 1970s
by John Holland at University of Michigan. The continuous reduction of price/
performance of computational systems has made them attractive for some types
of optimization. They are less susceptible to getting ’stuck’ at local optima than
gradient search methods. But they tend to be computationally expensive in
some cases where objective function is heavy. As by now genetic algorithms are
common, we are not treating this section in detail.

There has been some work to implement GA to search controller to control
chaotic systems. Among these important is Weeks and Burgess [31]. Weeks and
Burgess proposed a method for controlling chaos where the controller is a Neural
Network model, getting feedback from the plant itself. The Neuro-controller was
evolved through a Genetic Algorithm based search. The Neuro-controller gives
a perturbation to the control parameters based on last three time states of the
system. This method was also basically devoted to control of chaotic system
through orbit stabilization procedures [20].

3 Intelligent Chaos Controller

The present framework is inspired by the OGY method. The creative thought
that has been implemented in the OGY method and Weeks GA based neuro-
controller are the origin to present way of controlling chaos through a RNN
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model and GA based approach. In OGY method one has to wait to apply the
control action till the system reach the vicinity of the fixed point or the periodic
orbit that being sought to achieve i.e. period one, period two period four etc. In
the present approach the control action starts immediately.

The present approach is targeted to control real-world chaotic systems. It is
known that the real-world systems are difficult to represent through any math-
ematical equations. They can be represented through the observed multivariate
data. A newly developed methodology that could be verified the trueness of the
developed model was introduced in[15]. In that, it has been shown that the de-
veloped model could be used for constructing the bifurcation diagrams of the
system for various input conditions. Further, it has been shown that the de-
veloped model could be used for calculating maximum Lyapunov Exponents of
system for any given initial conditions. This possibility gave the strength to use
those developed models to find a step-by-step controller to stabilize the given
system.

The present approach has been tried with two kinds of perturbations. One
is uniform perturbation and second is differential (adaptive) perturbation. First
one is simple and one range of space for perturbation. Second one works on the
multiple ranges of space of perturbation. And the perturbation range is decided
based on the fitness of the solutions and the present state of the system.

In general most of the studies in Chaos Theory and related are first experi-
mented on well known discrete systems also known as maps. The present frame-
work is experimented on two such maps namely Hénon and Ikeda maps.

3.1 How to Build RNN-GA Framework?

The main targeted application of the present framework is to build a intelligent
Chaos Controller for Industrial Processes/Systems. Therefore the procedure has
been developed keeping in mind that how the these processes operated and
observed for the data collection. Moreover they are prone to noise and available
short (short because some process may take 1hr to 1day for a single set of
observation, therefore it may take lot of time to have large set of data).

Once the data for a given process is available, using the generic architecture
of Recurrent Neural Networks(RNN) described in [15], model is built. After
analyzing the model for its Bifurcation Diagram which represents the behaviour
of the given system in-terms of time and as well as control parameters.

Using a standard Genetic Algorithms(GA) for searching the perturbation re-
quired to be given the present set of control parameters of the considered system
is build. The RNN model in hand will be used as objective function in the GA
search.

3.2 Control of Hénon Map

Hénon map is well known discrete system, which represents a two dimensional
chaotic system. Most of the ideas in the chaos theory have been first verified
and evolved for general chaotic systems. The Hénon map can be represented
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Fig. 1. Controlling chaos in the Hénon map using RNN-GA based approach

by two equations with two constants called control parameters or bifurcation
parameters. The controlling a chaotic state of Hénon map through the developed
frameworks is shown in Figure.1.

4 Controlling Ikeda Map

Ikeda map is another well known discrete chaotic system of dimension three. This
map is more complex in its attractor nature. Using the developed RNN-GA based
approach the Ikeda map has been tried to stabilize on to a fixed point, though
the fixed point is not known. Given some initial conditions, GA suggests amount
of perturbation to be given so that the objective function is minimized. In the
present test case it took less than 100 iterations to minimize the variation. For
the complete stabilization the GA took more that 300 iteration. The controlling
a chaotic state of Ikeda map through the developed frameworks is shown in
Figure.2.

Fig. 2. Controlling chaos in the Ikeda map using RNN-GA based approach
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5 Conclusion

The experimentation with these two maps gave encouraging results for the chaos
control approach through RNN-GA. It has been observed its simplicity and
fastness in stabilizing the system within the chaotic regions, without actually
knowing the fixed point. It has been generalized for data driven systems using
Recurrent Neural Networks models.

Further, this shows the general applicability of the framework described in
[15]. This framework may be applied to any process or system which has complex
nonlinear dynamic behaviour.
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Abstract. Protein Structure Prediction (PSP) is a challenging problem in 
bioinformatics and computational biology research for its immense scope of 
application in drug design, disease prediction, name a few. Developing a 
suitable optimization technique for predicting the structure of proteins has been 
addressed in the paper, using Differential Evolutionary (DE) algorithm applied 
in the square 2D HP lattice model. In the work, we concentrate on handling 
infeasible solutions and modify control parameters like population size (NP), 
scale factor (F), crossover ratio (CR) and mutation strategy of the DE algorithm 
to improve its performance in PSP problem. The proposed method is compared 
with the existing methods using benchmark sequence of protein databases, 
showing very promising and effective performance in PSP problem. 

1   Introduction 

One of the greatest challenges in bioinformatics research is to solve protein folding 
problem, called protein structure prediction from its primary amino acids sequences. 
A protein is represented by a sequence of 20 different amino acids, joined end to end 
by formation of peptide bonds. Fig. 1 shows the peptide bond between two amino 
acids. 

 

Fig. 1. Peptide Bonds among two amino acids 

2
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The 3D structure (native structure) of a protein describes biological functions, 
which play an important role in drug design, disease prediction and so on. Biological 
scientists predict the structure of proteins by experiments like X-ray crystallography 
and nuclear Magnetic Resonance (NMR) [1]. However, these processes are very time 
consuming and expensive too, so researchers concentrate on protein structure 
prediction using computational strategies. 

Even for a small protein sequence, exhaustive search is impossible due to the 
exponential growth in the number of possible conformations with the number of 
amino acids. Moreover, the computational analysis of the prediction of structures is 
intractable by using simple lattice models [2]. To overcome the limitations, 
researchers use a heuristic optimization method, in particular evolutionary algorithms 
[3, 4, 5] to predict 3D protein structure. In this work, simple 2D HP lattice model [6] 
has been considered where amino acids are characterized by polar (P) and non-polar 
(H) residues of amino acid. In this model, each H and P is embedded on 2-D square 
lattice with non-overlapping amino acids, called feasible conformation. In infeasible 
conformation, amino acids are overlapping on lattice. The total numbers of 
hydrophobic contacts i.e., H-H non local contacts between the amino acids, which are 
not adjacent in the sequence are used as energy function in this model. 

In the paper, a Differential Evolutionary (DE) algorithm for protein structure 
prediction (PSP) problem based on the 2D HP lattice model has been presented. First 
infeasible conformation is converted to feasible conformations by checking possible 
relative movement of the amino acids. To improve the performance of the DE 
algorithm, selections of control parameters such as NP, F, and CR are modified. 
Finally, results produced by this algorithm are compared with previously published 
results. 
The paper is structured as follows: Section 2 presents the preliminaries of 2D HP 
lattice model and section 3 describe the Differential Evolutionary Algorithm briefly. 
Methodology for applying DE algorithm to PSP problem is described in section 4. In 
section 5, the experimental results are compared against other known algorithms. 
Finally, conclusion and future direction is summarized in section 6. 

2   2D HP Model 

The most widely used discrete model for protein structure prediction is 2D HP lattice 
model [6]. In this model each amino acid is classified as hydrophobic or non-polar 
(H) or a hydrophilic or polar (P) based on their hydrophobicity. Conformation of a 
protein is then represented as a self-avoiding walk i.e., a feasible conformation in a 
2D HP square lattice. The basic concept of this model is that the hydrophobic (H) 
amino acids lying in its core to provide more stable structure with minimum free 
energy. Each hydrophobic (H) amino acids tend to avoid interact with solvent 
environment and hence tend to move inside the structure where polar amino acids 
remain on the outside of the structure. 

An H-H non local bond is a pair of Hs that are adjacent in the lattice but not in the 
sequence. The native conformation of a protein corresponds to the minimum free 
energy conformation for that protein. The optimal feasible conformation in the square 
2D HP lattice model is one that has the maximum number of H-H non local bonds, 
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4.2   Initial Population 

Initial population has been generated randomly using the relative internal coordinate 
encoding scheme. Therefore, the conformation of a protein is represented by a string 
of alphabets F, L, and R. Using this scheme, the conformations of proteins may be 
feasible (non overlapping of amino acids on the lattice) or infeasible (overlapping of 
amino acids). Thus, using the above defined genotype-phenotype mapping we convert 
the string of conformation to real valued vector, because in Differential Evolutionary 
algorithm every individual is real valued vector. When evaluating the fitness 
(maximum number of H-H non local bonds) of a conformation, again the individual 
(real valued vector) is converted to string of alphabets F, L, and R using the same 
genotype-phenotype mapping. We assume, the infeasible conformations are given a 
fitness of -1 and a mechanism is proposed to convert the infeasible conformation to 
feasible one. 

4.3   Proposed Mechanism 

Basically, there is no fixed technique for converting infeasible conformation to 
feasible ones. In this mechanism, an infeasible protein conformation (string of 
characters F, L, R) is taken as inputs. First, we check a movement of the string one by 
one from the starting movement to end of infeasible conformation to check whether 
conflict (existences of overlapping) is occurred or not. If any conflict occurred with 
the movement, then we check the possible movement except the current movement 
resulting nonoccurrence of conflict. If one possible movement exists, we replace the 
current movement by finding new movement and rest of the movements is unchanged 
in which no conflict occurs. If there is two possible movements exist, select any one 
arbitrarily. This checking procedure is repeated through the rest of the movements in 
the infeasible conformation. If there is no possible movement, we consider this 
conformation is an infeasible conformation and assign the fitness to -1. Since, our 
objective is to maximize the number of H-H non local bonds using the DE therefore, 
after some generation infeasible conformation has been removed from the population. 
The proposed algorithm is shown in Fig. 3. In Fig. 4, (a) is an infeasible conformation 
with string ‘FFLLRLLFLR’. The movement F creates a conflict with 1st and 9th 
amino acids. There are two movements: L and R are to be checked. But L movement 
also creates a conflict with 5th amino acid. Therefore, only R movement is possible as 
shown in (b) where the feasible conformation is FFLLRLLRLR. In Fig. 4, (c) is the 
infeasible conformation where (d) and (e) are the two possible feasible conformations. 
In Fig. 4, (f) is an infeasible conformation with string ‘FLFLFLLFF’. The movement 
F creates a conflict with 3rd and 9th amino acids. Two movements L and R conflict 
with 5th and 1st amino acid and so this remains as infeasible conformation. 

4.4   DE control Parameters 

The mutation strategy, crossover strategy and control parameters such as the 
population size (NP), crossover ratio (CR) and the scale factor (F) are strongly 
influence the performance [10, 13] of the DE algorithm. Therefore, it is necessary 
for appropriate combination of strategy and their associated parameter values to 
solve specific optimization problems. In DE, larger population size explores the 
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search space but decrease the probability to find the correct search direction. In this 
work, we used the population size (NP) from 5D to 10D (D is the dimension of the 
problem) [8]. 

 

Fig. 3. Algorithm for converted infeasible conformation to feasible conformation 

The exploration and exploitation of the DE algorithms is very sensitive to the 
selection of mutation strategy. The donor vectors are created using mutation strategy. 
The most widely used strategy are DE/rand/1/- and DE/best/1/-. The first strategy is 
responsible for exploring the search space and the other is used for fast convergence to 
global optima. Initially, we used DE/best/1/- strategy but if no improvement in best 
fitness have been seen with N number of generations, then change to strategy 
DE/rand/1/- up to M number of generations. If fitness is improved within M 
generations, back to the initial strategy, otherwise back to the initial strategy after M 
generations. Here, we also consider one difference vector to be perturbed because more 
difference vectors increase the convergence speed at the cost of possibility to trap at 
local optima. The scale factor (F) has great importance to the DE algorithm. The large 
values of F are used for escaping the solution from a local optimum and small values 
provide rapid convergence but high probability to trap to local optima. Therefore, we 
used F value from 0.5 to 0.9 at each generation to generate the donor vector. If some 
components of the donor vector violate its limits, then set the corresponding 
component to a random value within the specified limits of that component. 

In this paper, exponential crossover with crossover probability (CR) from 0.8 to 1. 
Since, large crossover rate speed up the convergence [11]. Here objective is to find 
the maximum number of H-H non local contacts. 

5   Results and Discussion 

In this section, we explain the results obtained by the improved DE algorithm on various 
benchmark sequence [14] and compare them with the results of protein structure 
prediction by Genetic algorithm [14], Multimeme Algorithm [15], DE approach [5] and 
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hybrid DE [16]. We are considering 50 runs for each benchmark sequence using 
different random seeds. For the experiments, we used the following parameters: NP ∈ 
[5D, 10D], F ∈ [0.5, 1] and CR ∈ [0.8, 1]. To explore the search space, alternatively use 
the strategy DE/best/1/exp. and DE/rand/1/exp. Using the above strategy adaption, we 
consider N=50 and M=70. The algorithm was developed in MatLab 2010b and run on a 
PC 2.26 GHz core 2 duo with 2 GB RAM under Windows XP. 

 

Fig. 4. (a) infeasible conformation of 11 lengths protein sequence; (b) feasible  conformation of 
(a); (c) infeasible conformation with two possible movements; (d) and (e) are the two feasible 
conformations of (c) and (f) infeasible conformation 

The benchmark sequences are shown in Table 1. These sequences of proteins are 
not the real world proteins but benchmark for 2D HP square lattice model. In Table 1, 
Hi, Pi and (HP)i represents the repetitions of the respective amino acids while Cmax 
represents the maximum number of H-H non local contacts known to date. 

Table 2 shows the results of the proposed approach and other evolutionary algorithmic 
approaches. In this table, 1st, 2nd and 3rd column shows the sequence number, length of 
the sequence and maximum (Cmax) H-H non local contacts respectively. The 4th, 5th, 6th 
and 7th column represent Cmax using Genetic Algorithms [14], Multimem Algorithms 
(MMA) [15], Differential Evolution approach [5] and hydrid DE [16]. Blank space in 5th 
column represents that the corresponding sequence is not considered. Last column, split 
by two: first, maximum H-H contacts are obtained and the number of times this 
maximum was found within the parenthesis in 50 independent runs. Next, the average 
number over 50 independent runs is listed in the last column. 

Result using the proposed approach is better or equal than the GA technique for all 
the sequences. For the sequence S1, S3, S4, S6 and S8 have equal Cmax in both MMA 
and the proposed one. For S5, we obtained better result over MMA while Cmax are 
same with the results by hybrid DE and DE approach except for the sequence S8. 
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Table 1. Benchmark sequence for 2D HP square lattice 

Seq.No
. 

HP Chain Length Cmax 

S1 HPHP2H2PHP2HPH2P2HPH 20 9 

S2 H2P2HP2HP2HP2HP2HP2HP2H2 24 9 

S3 P2HP2H2P4H2P4H2P4H2 25 8 

S4 P3H2P2H2P5H7P2H2P4H2P2HP2 36 14 

S5 P2HP2H2P2H2P5H10P6H2P2H2P2HP2H5 48 23 

S6 H2PHPHPHPH4PHP3HP3HP4HP3HP3HPH4PHPHPHPH2 50 21 

S7 P2H3PH8P3H10PHP3H12P4H6PH2PHP 60 36 

S8 H12PHPHP2H2P2H2P2HP2H2P2H2P2HP2H2P2H2P2HPHPH12 64 42 

Table 2. Comparison of Results using different approaches 

Seq. No. Length Cmax GA[14] MMA 
[15] 

Hybrid 
DE[16] 

DE[5] Our Approach 

Max Average 
S1 20 9 9 9 9 9 9(50) 9.00 
S2 24 9 9  9 9 9(50) 9.00 
S3 25 8 8 8 8 8 8(50) 8.00 
S4 36 14 14 14 14 14 14(50) 14.00 

S5 48 23 22 22 23 23 23(45) 22.88 
S6 50 21 21 21 21 21 21(50) 21.00 
S7 60 36 34  35 35 35(42) 34.82 
S8 64 42 37 39 42 42 39(40) 38.80 

 
In this work, we considered smaller population size (NP), random scale factor (F) and 

random crossover rate (CR) within the defined range. These are the different from hybrid 
DE and DE approach in which they considered large population size and fixed F and CR 
value. Also, we proposed a mechanism which is different from the repair process in hybrid 
DE that converts the infeasible conformations to feasible conformations. consequently, our 
algorithms took few seconds to complete one run up to the 50 length sequence and for 60 
and 64 took average time 150 to 1000 seconds per run. 

6   Conclusion and Future Work 

In this paper, we proposed an improved DE algorithm for protein structure prediction 
using the 2D HP square lattice model. Our algorithm combines with the mechanism 
that converts infeasible conformation to feasible conformation. Random values of 
Scale Factor (F) and Crossover Ratio (CR) within the specific limits improves the 
performance of DE algorithm. Selection of small population size (NP) gives faster run 
within a specific generation. Experimental results on the benchmark sequences show 
that the proposed approach is promising and effective than GA and MMA and also  
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from standard DE approach with respect to NP and number of generations. We would 
like to improve the performance of DE algorithm using Neighborhood Search 
concepts for large sequence length of proteins and like to use the DE to predict the 
structure of a protein on the triangular lattice model. 
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Abstract. This article addresses a novel and effective algorithm for solving the 
economic load dispatch (ELD) problem of generating units. Generator 
constraints, such as valve point loading, ramp rate limits and prohibited 
operating zones are taken into account in the problem formulation of ELD. The 
cost function of the generating units exhibits nonconvex characteristics, as 
valve-point effects are modeled and included as rectified sinusoid components 
in its conventional formulation. The paper investigates the application of 
neighborhood search operator (NSO) to tune Differential Evolution (DE) 
algorithm for solving ELD problem considering non-smooth characteristics 
(NSELD). The objective of the presented method is to perform a neighborhood 
search for each population member and to accelerate towards finding the global 
solution. The method is also allowed to explore the search space for new 
promising areas by replacing weak solutions with randomly selected 
individuals. The idea of neighborhood search increases the exploitation ability, 
whereas the replacement feature improves the exploration ability of the 
technique. To demonstrate its efficiency and feasibility, the NSO tuned DE is 
applied to solve NSELD problem of power systems with 6 and 13 units. The 
simulation results obtained from the NSO tuned DE was compared to those 
from previous literature in terms of solution quality and computational 
efficiency. It is shown that, the proposed technique for non-convex ELD 
problem generates quality solutions reliably. 

Keywords: Differential evolution, neighborhood search operator, replacement, 
non-convex economic dispatch problem. 

1   Introduction 

Non-smooth economic load dispatch (NSELD) problem is one of the important 
optimization problems which aim at real time allocation of power demand among the 
online generating units, assuming that a thermal unit commitment has been previously 
done. The objective of NSELD is to allocate the total generation required to match 
load at minimal production cost, satisfying all physical and operational constraints 
[1]. The majority of the existing literature addresses approximated economic load 
dispatch (AELD) with smooth cost function. Several deterministic methods, such as 

2
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lambda iteration method, linear programming, base point participation factor, gradient 
method and Newton method can effectively solve the above AELD problem [2], [3]. 
These methods require an approximation that incremental cost curves are 
monotonically increasing in nature. 

On the contrary, NSELD procedure can cope with discontinuities and high order 
nonlinearities due to ramp rate limits, valve point loading and prohibited operating 
zones. This makes NSELD problem a non-convex one with nonmonotonically 
increasing incremental cost function [5]-[8]. Thus, the NSELD has been recognized as 
not only a more accurate formulation of the ELD problem but also a difficult 
multimodal problem. The practical NSELD problem is represented as a non-convex 
optimization problem, which cannot be directly solved by mathematical methods. 
Over the past decade, many salient methods have been developed to solve these 
problems, such as evolutionary programming (EP) [5], [7], genetic algorithm (GA) 
[8], particle swarm optimization (PSO) [9], Tabu search (TS), simulated annealing 
(SA) [8], ant colony optimization (ACO) and differential evolution (DE) [10]. 

Probabilistic methods do not always guarantee discovering the global optimum 
solution in finite time since updating their candidate’s position in the solution space 
requires probabilistic rules. Therefore, fine tuning of the above techniques were 
applied for every improvement in the solution. Plenty of literature work has been 
done on the fine tuning of above methods. To be concise, few are included in the 
reference [4], [5], [8]. Hybrid optimization algorithms are the recent contributions for 
solving the NSELD problem, which are the combinations of heuristic and 
deterministic techniques. Hybridization of EP with SQP (EP–SQP) [9], PSO with 
SQP (PSO–SQP) [9], chaotic differential evolution with SQP (DEC–SQP) [11], and 
GA with DE [12] are few examples. 

In DE, the fittest of an offspring competes one by one with that of the 
corresponding parent, which is different from the other evolutionary algorithms 
(EAs). This one by one competition gives rise to a faster convergence rate. However, 
this faster convergence also leads to a higher probability of obtaining a local optimum 
because the diversity of the population descends faster during the solution process. To 
overcome this, a hybrid method is presented, such that a fine tuning of DE is 
employed. This method explores a better valley of solution during the progress of 
each run which improves the performance of the probabilistic method, and thus, the 
possibility of exploring the global solution is increased.  

In this article a neighborhood search operator (NSO) is used to fine tune the DE for 
improvement in quality of the solution. This NSO enhances the performance of the 
hybrid method in the complex solution space. In addition to this, the hybrid technique 
abandons the individual with poor fitness value, which is replaced by a randomly 
selected new individual. This improves the exploring ability of the hybrid method and 
thereby a better valley of solution can be effectively explored. Two types of NSELD 
problems namely ELDVL (ELD with valve point loading) and ELDRRPZ (ELD with 
ramp rate limits and prohibited operating zones) of 6-unit system and 13-unit system 
with fuel cost functions taking into account the valve-point loading effect is tested to 
validate the feasibility and effectiveness of the proposed method. 
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2   Problem Formulation 

A practical non-smooth type of ELD problem is modelled in this paper. The practical 
NSELD problem considers nonlinearities such as valve point effect, prohibited 
operating zones and ramp rate limits. This paper addresses two different nonconvex 
ELD formulations, which reflect the real-time operating conditions. 

2.1   Objective Function 

The objective function of the ELD is written as 

  ( ) ( )$min
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where ai, bi and ci are fuel-cost coefficients of the generating unit i, Pi is the power 
output of the   generating unit i in megawatts and FT is the total fuel cost of all 
generating units. 
Subject to the following constraints 

Real power balance 

                0
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i
Di PPP                                                 (2)  

where PD is the power demand and PL is the power loss in megawatts. 

Real power generation limit 

   maxmin iii PPP ≤≤                                                          (3)

miniP  is the minimum limit and maxiP is the maximum limit of real power of the ith 

unit in megawatts. 
The inclusion of nonlinearities to above ELD problem is considered by two 

different types of NSELD problems. 

2.2   ELD with Valve Point Loading (ELDVPL) [9] 

The complex formula for the objective function of ELD with “valve point loading” is 
represented as below: 
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where ie , if  are constants from the valve point effect of the generating unit i. The 

objective function of ELDVPL is to minimize TF  of (4) subject to same set of 

constraints given in (2) and (3). 
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2.3   ELD with Prohibited Operating Zone and Ramp Rate Limit (ELDPOZRR) 
[4], [6] 

The objective function of the ELDPOZRR problem is same as in (1) and in addition 
to the real power balance and generation limits which is same as in (2) and (3), two 
other constraints are also considered. 
 
Generating unit ramp rate limits 
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where 0iP  is the previous power output of the ith generating unit, iUR / iDR  is the 

Up/Down ramp limits of generator i in megawatts. 
 
Prohibited operating zone 

The feasible operating zones of a unit can be described as follows: 
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where l
kiP , / u

kiP ,  are the lower/upper bounds of the prohibited operating zone of unit i, 

ipz  is the number of prohibited operating zones of unit i and pzn  is the number of 

units having prohibited operating zones. 

3   NSO Tuned DE 

The NSO tuned DE follows a new search technique by employing neighborhood of 
each individual. The neighborhood is selected for highly fitted individuals, which 
increases the exploitation ability of the DE for the ELD problem. The individual with 
low probability of being selected is abandoned from forming a highly fitted 
population.  The abandoned individual is replaced by a newly generated individual. 
The generation of new individual is done randomly from the given search space of the 
problem. This process of abandoning and replacing a poor individual from forming a 
population enhances the exploration ability of DE. Thus each solution obtained by DE 
is subjected to fine tuning and the technique is directed towards the path of reaching 
global optimum. The objective of introducing the neighborhood search and the 
replacement criteria is to maintain a balance between exploration and exploitation 
ability of the DE. This would guarantee the DE to bypass the stagnation point and 
converges to a global peak point. 
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3.1   Algorithm for Proposed Method 

Step 1. Get the data of the system 
Step 2. Set the generation G =0.  Generate an initial population of NP D dimensional 

vectors, Gix ,  using )()1,0( minmaxmin
, ijijijGij xxrandxx −⋅+=   

where i=1, 2, 3.., NP, j=1, 2 . . . , D, NP is the size of population, D is dimension of 
the problem and )1,0(rand  represents a uniformly distributed random variable 

within the range [0, 1]. min
ijx  and min

ijx  are the lower and upper bound of the search 

space for a given problem.              
Step 3. Set iteration count, iter =1. Evaluate each individual of the above population,

)( ixf  

Step 4. Prepare a mutant vector for each target vector, 1, +GiV using  

                                         
( )321 rrri xxFxV −⋅+=           

Step 5. Evaluate each individual of target vector, )( ivf  

Step 6. Perform a greedy selection between two vectors based on their fitness value. 

Step 7. A new vector 1, +Giu  is created based on the fitness value of the two vectors 

using , 
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Step 8. Each individual member of 1, +Giu  is subjected to following equation, 
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where ifit  is the fitness of the ith individual above population and NP is the  size 

of the population. 
Step 9. Based on the Pi value of the ith individual a neighborhood vector is created 

ijn  using       )( kjijijij xxxn −+= φ
 

 where j=1, 2 ...., D and k= int(rand*NP) +1 are randomly chosen indexes, φ  

is a random number between [-1, 1]. 

Step 10. Individuals with poor value of Pi is replaced by new random vectors inewX  

using          ))(1,0( lihiinew xxrandX −= . 

Step 11. iter=iter+1. 
Step 12. until termination is reached 
End 
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4   Simulation Results 

To validate the effectiveness of the proposed method, it is tested with two test cases. 
The two test cases are 6 generator system and 13 generator system with non convex 
cost function. All of the test cases are simulated for 50 trial runs to validate the 
superiority and robustness of the proposed method compared to the other optimization 
methods. The result obtained from proposed method has been compared with DEC-
SQP [11] for 13 generator system; with NPSO-LRS and other techniques for 6 
generator system. The software has been written in MATLAB-R2009a language and 
executed on a 2.0-GHz Pentium Dual personal computer with 1400-MB RAM. In 
these case studies, the population size N was 50, F was 0.8 and the stopping criterion 
Gmax was 500 generations for the NSO tuned DE. All the B coefficients are given in 
per unit (p.u.) on a 100 MVA base capacity. 

Case study 1 

This test case is a NSELD without considering the transmission losses, ramp rate 
limits and prohibited operating zones. This test system consists of 13 units with valve 
point loading and has a load demand of 1800MW. The input data are given in [11]. 
The result obtained from proposed method NSO tuned DE has been compared with 
DEC-SQP [11] and other methods. Table I shows the frequency of convergence in 50 
trial runs. It is clear from Table 1 and 2 that the proposed method produces a much 
better solution with less computation time compared to IPM-DE, STHDE and other 
methods. It can also be seen that the average fuel cost produced by the NSO tuned DE 
is less compared to other methods. 

Table 1. Comparison among Different Methods after 50 Trials (13 unit system) 

Method 
Total Generation Cost ($) 

Minimum 
Cost 

Mean 
Cost 

Maximum 
Cost 

NSO-DE 16413.357 16537.962 16702.866 
DEC(1)-SQP(1) 17938.9521 17943.1339 17944.8105 

IPM-DE 17940.89 17950.42 17961.2314 
STHDE NA NA NA 

ICA-PSO 17960.37 17967.94 17978.14 
IGA_MU 17963.9848 NA NA 

PS 17969.17 18233.52 18088.84 

Table 2. Frequency of Convergence for 13 unit System 

Method 
Range of Cost ($) 

16400-16500 16500-16600 16600-16700 16700-16800 
NSO-DE 12 24 11 3 
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Case study 2 

A system with six generators with ramp rate limit and prohibited operating zone is 
used here and has a total load of 1263 MW. The input data have been adopted from 
[12]. Results obtained from DE, proposed NSO tuned DE, PSO and new coding-based 
modified PSO [13] and other methods have been presented here. Table 3 shows the 
frequency of convergence in 50 trial runs. It is clear from Table 3 and 4 that the 
proposed method produces a much better solution with less computation time 
compared to other methods. It can also be seen that the average fuel cost produced by 
the NSO tuned DE is less compared to PSO,IDE and other methods. 

Table 3. Comparison among Different Methods after 50 Trials (6 unit System) 

Method 
Total Generation Cost ($) 

Minimum Cost Mean Cost Maximum cost 
NSO tuned DE 15,286 15,294 15,310 

IDE 15,351 15,356 15,359 
PSO 15,450 15,454 15,492 
GA 15,459 15,469 15,469 

Table 4. Frequency of Convergence for 6 unit system 

Method 
Range of Cost ($) 

15000-15300 15300-15500 15500-15800 15800-16000 
NSO-DE 26 12 9 3 

5   Conclusion 

A hybrid approach by fine tuning Differential evolution algorithm using Neighborhood 
Search Operator for solving the Non-smooth economic load dispatch problem of units 
with valve-point effects is presented. An optimal range of mutation rate, probability 
factor, and replacement size for the NSO tuned DE algorithm is estimated to solve all 
the test cases considered in this paper. The feasibility of the NSO tuned DE method was 
illustrated by conducting case studies on a 6 unit and 13 unit systems with valve-point 
effects and ramp rate limits and compared with the results obtained using the other 
methods. In each test case, the quality of solution, convergence property and reliability 
demonstrates the superiority of the proposed NSO tuned DE method over other 
optimization techniques for solving the NSELD problem. 
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Abstract. Frequency Estimation methods have the ability to resolve complex 
exponentials that are closely spaced in frequency. The estimation of the 
frequencies is based on the eigen decomposition of the autocorrelation matrix of 
the input data. The autocorrelation matrix after eigen decomposition produces 
two subspaces, namely noise subspace and signal subspace. The methods that 
are based on the estimation of frequencies using noise subspace of the 
autocorrelation matrix are called Noise subspace methods of Frequency 
Estimation. Pisarenko Harmonic Decomposition, MUSIC method, Eigen Vector 
method and the Minimum Norm methods belongs to the category of Noise 
subspace methods. This paper investigates the performance evaluation of all the 
Noise Subspace methods of frequency estimation techniques for a common 
Synthetic Power signal having harmonics at 600Hz, 900Hz and 1500Hz with a 
sampling frequency of 3000Hz. Extensive Monte-Carlo simulation is carried 
out for ten numbers of times and the simulated figures are shown. The values 
obtained after the application of Noise subspace methods are compared with 
that of the actual inputs and are tabulated. The simulation of all methods is 
performed by using MATLAB software. 

Keywords: Autocorrelation matrix, Eigen decomposition, Eigen Vector 
method, Minimum Norm method, MUSIC method, Noise Subspace, Pisarenko 
Harmonic Decomposition. 

1   Introduction 

The methods of Spectrum Estimation which have the ability to resolve complex 
exponentials that are closely spaced in frequency are known as Harmonic or 
Frequency Estimation methods [1, 2]. These methods use models in estimating the 
power spectrum of a WSS random process.  The estimation of frequencies depends on 
the eigen decomposition of the autocorrelation matrix into subspaces, a signal 
subspace and a noise subspace. The Pisarenko Harmonic Decomposition method, 
MUlti SIgnal Classification (MUSIC) method, Eigen Vector method and Minimum 
Norm method belongs to the category of Noise subspace methods of frequency 
estimation. Section 1.1 describes the eigen decomposition of the autocorrelation 
matrix. 

2
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In order to motivate the use of an eigendecomposition of the autocorrelation matrix 
as an approach that may be used for frequency estimation, consider the first-order 
process 

    
1

1( ) ( )jnx n A e nω ω= +  (1)

That consists of a single complex exponential in white noise. The amplitude of the 

complex exponential is  1
11

φjeAA =  where 1φ  is a uniformly distributed random 

variable, and ω(n) is white noise that has a variance of 2
ωσ , the autocorrelation 

sequence of x(n) is  
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where P1 = |A1|
2 is the power in the complex exponential. Therefore, the M M×  

autocorrelation matrix for x(n) is a sum of an autocorrelation matrix due to the signal, 
Rs, and an autocorrelation matrix due to the noise, Rn, 

    Rx = Rs + Rn (3)

It is possible to extract all of the parameters of interest about x(n) from the 
eigenvalues and eigenvectors of 

xR  as follows: 

1. Perform an eigendecomposition of the autocorrelation matrix, 
xR . The largest 

eigenvalue will be equal to 2
1 wMP σ+  and the remaining eigenvalues will be equal 

to 2
wσ . 

2. Use the eigenvalues of 
xR to solve for the power 1P  and the noise variance as 

follows: 
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(4)

3. Determine the frequency 1ω from the eigenvector maxv that is associated with the 

largest eigenvalue using, for example, the second coefficient of maxv , 

    maxarg{ (1)}i vω =  (5)

2   Mathematical Modeling 

The Frequency Estimation methods use models in estimating the power spectrum of a 
WSS random process. Various models are used for estimating the frequencies of 
complex exponentials in noise using the noise subspace of the eigen decomposed 
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autocorrelation matrix. The following sections give the detailed mathematical 
modeling of the noise subspace methods of frequency estimation techniques. 

2.1   Pisarenko Harmonic Decomposition 

This method is based on the determination of frequencies that are derived from the 
eigenvector corresponding to the minimum eigenvalue of the autocorrelation matrix. 
The steps involved in the determination of frequencies using Pisarenko Harmonic 
Decomposition method are summarized as follows: 

Step 1: Given that a process consists of p complex exponentials in white noise, find 

the minimum eigenvalue minλ and the  corresponding eigenvector minv of 

the ( 1) ( 1)p p+ × +  autocorrelation  matrix 
xR . 

Step 2: Set the white noise power equal to the minimum eigenvalue, 2
min wλ σ= , and 

set the frequencies equal to the angles of the roots of the eigenfilter 
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or the location of the peaks in the frequency estimation function 

    

2

min

1ˆ ( )j
PHD

H
P e ω =

e v
 (7)

Step 3: Compute the powers of the complex exponentials by solving the linear 
equations (8). 
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2.2   MUSIC Method 

This method determines the frequencies of complex exponentials in noise by reducing 
the effects of spurious peaks. To see how the MUSIC algorithm works, assume that x(n) 
is a random process consisting of p complex exponentials in white noise with a variance 

of 2
wσ , and let xR  be the M M× autocorrelation matrix with 1M p> + . If the 

eigenvalues of  xR  are arranged in decreasing order, 1 2 Mλ λ λ≥ ≥ ≥… , and if 

1 2, , , Mv v v…  are the corresponding eigenvectors, then we may divide these 

eigenvectors into two groups: the p signal eigenvectors corresponding to the p largest 

eigenvalues, and the M-p noise eigenvectors that, ideally, have eigenvalues equal to 2
wσ . 
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Although we could consider estimating the white noise variance by averaging the M-p 
smallest eigenvalues 
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Estimating the frequencies of the complex exponentials is a bit more difficult. Since 

the eigenvectors of xR are of length M, each of the noise subspace eigenfilters 
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will have M-1 roots (zeros). Ideally, p of these roots will lie on the unit circle at the 
frequencies of the complex exponentials, and the eigen spectrum 
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associated with the noise eigenvector iv will exhibit sharp peaks at the frequencies of 

the complex exponentials. However, the remaining (M-p-1) zeros may lie anywhere 
and, infact, some may lie close to the unit circle, giving rise to spurious peaks In the 
eigenspectrum. Furthermore, with inexact autocorrelations, the zeros of ( )iV z  that are 

on the unit circle may not remain on the unit circle. Therefore, when only one noise 
eigenvector is used to estimate the complex exponential frequencies, there may be 
some ambiguity in distinguishing the desired peaks from the spurious ones[1,4]. In 
the MUSIC algorithm, the effects of these spurious peaks are reduced by averaging, 
using the frequency estimation function 

    

2

1

1ˆ ( )j
MU M

H
i

i p

P e ω

= +

=
∑ e v

 
(12)

The frequencies of the complex exponentials are then taken as the locations of the p 
largest peaks in ˆ ( )j

MUP e ω . Once the frequencies have been determined the power of 

each complex exponential may be found using Eq.(12). 

2.3   Eigen Vector Method 

The Frequency Estimation method in which the frequencies of complex exponentials 
in noise are determined by reducing the effects of spurious peaks by averaging and 
this procedure also involves multiplication of the inverse of eigenvalues associated 
with the eigen vectors is known as Eigen Vector method. Specifically, the EV method 
estimates the exponential frequencies from the peaks of the eigenspectrum 
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where iλ  is the eigenvalue associated with the eigenvector iv  

2.4   Minimum Norm Method 

The minimum norm algorithm uses a single vector a  that is constrained to lie in the 
noise subspace, and the complex exponential frequencies are estimated from the 
peaks of the frequency estimation function, 
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H
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(14)

With a  constrained to lie in the noise subspace, if the autocorrelation sequence is 

known exactly, then 
2He a will have nulls at the frequencies of each complex 

exponential. Therefore, the z-transform of the coefficients in a  may be factored as 
follows:  
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where kz  for 1, , 1k p M= + −…  are the spurious roots that do not, in general, lie 

on the unit circle. The problem then is to determine which vector in the noise 

subspace minimizes the effects of the spurious zeros on the peaks of ˆ ( )j
MNP e ω . The 

approach that is used in the minimum norm algorithm is to find the vector a  that 
satisfies the following three constraints: 

1. The vector a  lies in the noise subspace. 
2. The vector a  has minimum norm. 
3. The first element of a  is unity. 

3   Selection Criteria for Performance Evaluation 

An important factor in the selection of a spectrum estimation technique is the 
performance of the estimator. In comparing one non-parametric method to another, 
there is a trade-off between resolution and variance. The variability,ν of the estimate 
is represented as,  
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The variability must be as low as possible in order to determine the given non-
parametric method as the best method. 

Resolution, wΔ  of the estimate is represented as, 

    12 ffw −=Δ  (17)

where 12 ff −  is the bandwidth of the mainlobe [4,5]. 

The resolution must be high in order to determine the given non-parametric method 
as the best method. 

The overall figure of merit μ  is defined as the product of the variability, ν  and 

the resolution wΔ . 

    wΔ= νμ  (18)

As the figure of merit decreases the performance of the non-parametric method 
increases, so the figure of merit should be as low as possible [6].  

4   Monte-Carlo Simulation of a Synthetic Signal Consisting  
of Harmonics 

For the purpose of simulation a signal x(n) consisting of three complex exponentials 
in white noise is considered. It is represented as, 
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where the amplitudes kA are equal to one, the frequencies 

 are 0.2 , 0.3  and 0.5kω π π π (the denormalized frequencies are 200Hz, 300Hz and 

500Hz) , the phases are uncorrelated random variables that are uniformly distributed 
over the interval [0,2 ]π , and the variance of the white noise is 2 0.5wσ = . Using ten 

different realizations of x(n) with 64N = values, overlay plots of the frequency 
estimation functions using Pisarenko’s method, the MUSIC algorithm, the 
eigenvector method, and the minimum norm algorithm are shown in the Fig.s  1(a), 
2(a), 3(a) and 4(a) respectively. The average of the Monte-Carlo simulated plots are 
shown in Fig.s 1(b), 2(b), 3(b) and 4(b) respectively.  
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Fig. 1(a). Monte-Carlo simulated Pisarenko’s estimates of x(n) 
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Fig. 1(b). Avg of Monte-Carlo simulated Pisarenko’s estimates of x(n) 
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Fig. 2(a). Monte-Carlo simulated MUSIC estimates of x(n) 
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Fig. 2(b). Avg of Monte-Carlo simulated MUSIC estimates of x(n) 
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Fig. 3(a). Monte-Carlo simulated Eigen Vector estimates of x(n) 

0 0.5 1 1.5 2
-30

-20

-10

0

10

Frequency(units of pi)

M
ag

ni
tu

de
(d

B
)

Avg of Monte-Carlo plots of EV Method

 

Fig. 3(b). Avg of Monte-Carlo simulated Eigen Vector estimates of x(n) 
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Fig. 4(a). Monte-Carlo simulated Minimum Norm estimates of x(n) 
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Fig. 4(b). Avg of Monte-Carlo simulated Minimum Norm estimates of x(n) 
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The estimated frequencies are compared with the true values and are represented in 
Table 1. 

Table 1. Comparison of Estimated Vs True Frequencies for Various Noise Subspace based 
Methods 

 
Method Used 

 
Frequency (Hz) 

 
Frequency (Hz) 

 
Frequency (Hz) 

True Estimated True Estimated True Estimated 

 
Pisarenko 
Harmonic 

Decomposition 

 
600 

 
 

732.3000 
 

 
900 

 
750 

 
1500 

 
1500 

 
MUSIC 

 
600 

 
597.6000 

 
900 

 
908.4000 

 
1500 

 
1500 

 
Eigen Vector 

 
600 

 
591.9000 

 
900 

 
 

906.1000 
 

 
1500 

 
1500 

 
Minimum Norm 

 
600 

 
 

597.6000 
 

 
900 

 
 

902.4000 
 

 
1500 

 
 

1500 
 

 
Performance Evaluation of Noise subspace methods of Frequency Estimation is 

done according to the selection criteria and is represented in Table 2. Since the 
estimation of frequencies can be compared with the true values, one more parameter 
named accuracy is added in the evaluation process which gives the closeness of the 
estimated result to the true value.  

Table 2. Performance Evaluation of Noise subspace based Frequency Estimation methods 

Method Used Variability Resolution Figure of merit Accuracy 
Pisarenko 1.4876 0.6 0.8926 33.33% 
MUSIC 0.0108 0.9 0.0097 92% 

Eigen Vector 0.0901 0.75 0.0676 92% 
Minimum Norm 0.0471 0.7 0.0330 94% 

5   Conclusion 

A synthetic power signal having harmonics at 600Hz, 900Hz and 1500Hz with a 
sampling frequency of 3000Hz is simulated using extensive Monte-Carlo simulation 
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for ten times.  It is observed from the simulated results and Tabular forms 1.0 and 2.0 
that the performance of MUSIC method is best when compared to all other Noise 
subspace based Frequency Estimation techniques, as it produced least variability, 
figure of merit, good accuracy and highest resolution. It is also observed from the 
simulated results that the effect of spurious peaks which gives ambiguity regarding 
the detection of exact harmonic frequencies is least with the MUSIC method and 
highest with the Pisarenko Harmonic Decomposition. Therefore, the MUSIC method 
exactly suits in predicting the presence of harmonic frequencies as well as 
magnitudes. 
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Abstract. Direct Sequence Spread Spectrum (DSSS) communication 
techniques offer a promising solution to an overcrowded spectrum amid 
growing demand for mobile and personal communication services. In mobile 
and personal communication systems, DSSS systems share the same frequency 
band with the existing narrow band frequency communication system. 
Therefore the performance would inevitably be affected by narrow band 
interference (NBI). In this paper, we present an interference suppression 
method in Direct Sequence Spread Spectrum (DSSS) systems using adaptive 
filters. Demonstrated by MATLAB simulation results, the method significantly 
improves the performance of DSSS receiver serving at the narrow band 
interference environment. The improvement of resulting BER after NBI 
suppression will further enhance along with the increasing of interference 
intensities. Compared with Least Mean Squares adaptive (LMS) algorithm, 
Recursive Least Squares (RLS) adaptive algorithm has better real time 
performance. 

Keywords: Spread spectrum, Adaptive filters, Narrow Band Interference 
(NBI), Least Mean Squares (LMS), Recursive Least Squares (RLS) algorithm, 
Bit Error Rate (BER). 

1   Introduction 

As the wireless personal communications field has grown over the last few years, the 
method of communication known as spread spectrum has gained a great deal of 
prominence. Spread spectrum involves spreading the desired signal over a bandwidth 
much larger than the minimum bandwidth necessary to send the signal. Spread 
spectrum systems afford protection against jamming (intentional interference) and 
interference from other users in the same band as well as noise by “spreading” the 
signal to be transmitted and performing the reverse “de-spread” operation on the 
received signal at the receiver. This de-spreading operation in turn spreads those 
signals which are not properly spread when transmitted, decreasing the effect that 
spurious signals will have on the desired signal. Spread Spectrum systems can be 

2
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thought of as having two general properties: first, they spread the desired signal over a 
bandwidth much larger than the minimum bandwidth needed to send the signal, and 
secondly this spreading is carried out using a Gold sequence which is generated using 
two pseudorandom noise (PN) sequences. There are two fundamental techniques for 
spectrum spreading: Direct sequence spread spectrum (DSSS) and Frequency hopping 
spread spectrum (FHSS). Direct sequence spread spectrum combines the information 
signal with a spreading signal having much wider bandwidth. The net modulation 
signal effectively handles the wide bandwidth of the spreading signal. This wide 
modulation is then applied to a fixed frequency carrier signal for transmission. The 
spreading code directly spreads the information, ahead and independent of the RF 
modulator. Frequency hopping takes the opposite approach. Rather than spreading the 
modulation about a fixed carrier, the information is left unchanged and the spreading 
signal is used to change the frequency of the carrier provided by the carrier generator. 
The data directly modulate the hopping carrier. One of the major features that 
distinguish modern wireless communication channels is the significant amount of 
structured interference that must be contended with in wireless channels. This 
interference is inherent in many wireless systems due to their operation as multiple-
access systems, in which multiple transmitter / receiver pairs communicate through 
the same physical channel using non-orthogonal multiplexing. Structured interference 
also arises because of other non-systemic features of wireless systems, such as the 
desire to share bandwidth with other, dissimilar, communication services. Signal 
processing plays a central role in suppression of the structured interference arising in 
wireless communication systems. In particular, the use of appropriate signal 
processing methods can make a significant difference in the performance of such 
systems. Moreover, since many wireless systems operate under highly dynamic 
conditions because of the mobility of the trans-receivers and of the random nature of 
the channel access, adaptive signal processing is paramount in this context. The study 
of adaptive processing techniques for interference suppression in wireless systems has 
been a very active area of research in recent years. This presentation focuses primarily 
on the problem of Narrow Band Interference (NBI) suppression, which limits source 
of interference for the spread spectrum communications. In this work, LMS and RLS 
adaptive algorithms are employed to achieve the reduced BER after Narrow Band 
Interference filtering. Simulation results show that RLS provides better interference 
suppression and significant reduction in BER. There is abrupt change in interference 
suppression and bit error rate improvement when compared to [1]. 

This paper is organized as follows: In section 2&3, DSSS Transmitter model and 
Interference suppression receiver model are presented, in section 4, Adaptive 
algorithms LMS and RLS are explained in detail. Simulation results such as spectrum 
of DSSS signal before and after interference suppression and BER plot are provided 
in section 5 and finally conclusions are given in section 6. 

2   DSSS Transmitter Model 

The DSSS system transmitter module is shown in fig1. 
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Fig. 1. Block diagram of DSSS transmitter 

The information bearing baseband signal is denoted as )(tv and is expressed as 

    
)()( ∑

+∞

−∞=

−=
n

bTn nTtgatv
 

(1)

Where an=0 or 1, -∞<n<+∞ and gT(t) is a rectangular pulse train of duration Tb. This 
signal is multiplied with the signal from Gold code sequence generator which may be 
expressed as 
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(2)

Where cn represents the binary Gold code sequence of 0’s or 1’s, p(t) is a rectangular 
pulse of duration Tc. This multiplication operation serves to spread the bandwidth of 
the information bearing signal. The product signal v(t)c(t) is used to modulate carrier 
Accos(2πƒct+θ) and generate BPSK signal, 

    u(t)=Accos(2πƒct+θ) (3)

where Ac is1.The carrier signal is transmitted with same phase (θ=00) when v(t)c(t)=0 
and is shifted by 1800(θ=1800) when v(t)c(t)=1 The rectangular pulse p(t) is usually 
called a chip and its time duration Tc is called the chip interval. The reciprocal 1/Tc is 
called the chip rate and corresponds to the bandwidth of the transmitted signal. 

3   Interference Suppression 

The performance of DSSS systems are affected by narrow band interference (NBI). 
Since NBI becomes a wideband signal after de spreading, the system inherently can 
suppress NBI to a certain extent by using normal filter. However, the comparable 
performance is based on the assumption that direct spread (DS) signal power is more 
or the spectrum of DS signal is much wider than the NBI.   In case of the spreading 
gain decreases or interference signal is strong, this in turn may cause the performance 
to be somewhat unsatisfactory. Due to the complex radio environment and the 
continuously changing of the interference signal, the statistical characteristics are 
always changing which leads to the fact that the algorithms of fixed coefficients 
cannot effectively suppress the time-varying narrow band interference. Hence an 
adaptive filter which automatically adjusts the filter coefficients according to 
changing interference signal is used to suppress the interference. Figure2 shows the 
suppression model. 
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Fixed 
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Fig. 2. Suppression receiver model 

The received signal can be expressed as  

    S(t)=d(t)+n(t)+i(t) (4)

where d(t) is modulated DS-SS signal n(t) is additive white Gaussian noise with 
power spectral density N0/2, i(t) is narrow band interference which can be represented 
as finite sum of sinusoids and expressed as 
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where K is the number of single frequency interferences. Aj is the amplitude of single 
frequency interference. fj is the frequency of single frequency interference. ϕj is the 
original phase of single frequency interference. The received modulated DS-SS which 
contains narrow band interference and white Gaussian noise is sampled by A/D first 
and then it is filtered using adaptive algorithms and then demodulated to get the DS-
SS signal. Then the demodulated signal is multiplied with a replica of waveform c(t) 
generated by gold code sequence generator at the receiver which is synchronized to 
the gold code in the received signal. This operation is called despreading since the 
effect of multiplication by c(t) at the receiver is to undo the spreading. The threshold 
detector detects the transmitted bit by comparing each sample value with the 
threshold generated by it. 

4   Adaptive Algorithms 

An adaptive FIR or IIR filter design itself based on the characteristics of the input 
signal to the filter and a signal which represent the desired behavior of the filter on its 
input. Designing the filter does not require any other frequency response information 
or specification. The adaptive algorithm is used to reduce the error between the output 
signal y(n) and the desired signal d(n). There are two types of adapting algorithms 

1) Least Mean Squares (LMS) and 
2) Recursive Least Squares( RLS) 
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Figure 3 shows the block diagram of adaptive filter 

 

Fig. 3. Adaptive filter 

A. LMS Filter 
In LMS algorithm, the tap inputs x(n),x(n-1),….,x(n-M+1) form the elements of the M 
by 1 tap input vector. Correspondingly the tap weights w0(n),w1(n),…,wn-1(n) form the 
elements of M by 1 tap weight vector w(n).The value computed for this vector using 
LMS algorithm represents an estimate whose expected value may come close to the 
wiener solution as the number of iterations n approaches infinity. During the filtering 
process, the desired response d(n) is supplied for processing, alongside the tap input 
vector x(n) Given this input, the transversal filter produces an output which is used as an 
estimate of the desired response d(n). The estimation error e(n) and the tap input vector 
x(n) are applied to the control mechanism and the feedback loop around the tap weights 
w(n) is thereby closed. The scaling factor used in the computation of updating tap 
weights is denoted by a positive quantity μ called the step size parameter. By assigning a 
small value to μ, the adaptive process is made to progress slowly and the effects of 
gradient noise on the tap weights are largely filtered out. The updated value of the tap 
weight vector w(n+1) according to the steepest descent algorithm is given by 

    w(n+1)=w(n)+μx(n)e*(n) (6)

where 

    e(n)=d(n)-y(n)=d(n)-wH(n)x(n) (7)

B. RLS Filter 
In recursive implementations of the method of least squares, the computation is 
started with prescribed initial conditions and the information contained in the new 
data samples is used to update the old samples. The length of observable data is 
variable. The cost function is expressed to be minimized as ε(n), where n is the 
variable length of observable data. A weighting factor is also introduced into the 
definition of ε(n),The cost function is given by  
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where e(i) is the difference between the desired response d(i) and the output y(i) 
produced by a transversal filter whose tap inputs (at time i ) equal  to x(i),x(i-
1),…..,.x(i-M+1) where M is the length of the filter. That is, 

    e(i)=d(i)-y(i)=d(i)-wH(n)x(i) (9)
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where x(i) is the tap input vector at time i, defined by and w(n) is the tap-weight 
vector at time n defined by 

    w(n)=[wo(n),w1(n),……,wM-1(n)]T (10)

The tap weights of the transversal filter remain fixed during the observation 
interval 1≤i≤ n for which the cost function is defined. The weighting factor β(n,i) has 
the property that 

    0< β(n,i)≤1 

A special form of weighting that is commonly used is the exponential weighting 
factor or forgetting factor defined by, 

    β(n,i)=λn-i (11)

where λis a positive constant close to but less than unity. 
The cost function is expanded to be minimized as the sum of two components. 
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The two components of cost function are as follows: 

1. The sum of weighted  error squares, 
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which is data dependent. This component measures   the exponentially weighted error 
between the desired response d(i) and the actual response of the filter y(i) which is 
related to tap input vector x(i) by the formula 

    y(i)=wH(n)x(i) (14)

where wH(n) is the Hermitian of tap weight vector w(n) 
2. A regularizing term, 

    )()()(
2

nwnwnw Hnn δλδλ =  (15)

where δ is a positive real number called the regularization parameter. Except for the 
factor δλn, the regularizing term depends solely on the tap weight vector w(n). The 
term is included in the cost function to stabilize the solution to the recursive least 
squares problem by smoothing the solution. 

The cost function ε(n),is equivalent to reformulation of the M by M time average 
correlation matrix of the tap input vector x(i) given by 
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In this equation, I is the M by M identity matrix.The inverse of the correlation matrix 
is given by 
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and gain vector k(n) is given by 
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The apriori estimation error is 

    ξ(n)=d(n)-x(n)wH(n-1) (19)

The time update for the tap weight vector is given by 

    w(n)=w(n-1)+k(n)ξ*(n) (20)

5   Simulation Results 

Simulation parameters are set as follows: Data rate is set to 127bps, 6 bit Gold code 
sequence of length 63 is used and spread spectrum code rate obtained is 
8.001Kbps.The feedback polynomials used are 1+x2+x3 and 1+x3+x4. Single tone 
interference signal is of unity amplitude and frequency 16 KHz. 

Fig.4 depicts the spectrum of interference affected DSSS signal 
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Fig. 4. Spectrum of interference affected DSSS signal 

Fig5 depicts the spectrum of DSSS signal after the suppression of interference 
using LMS algorithm 
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Fig. 5. Spectrum of DSSS signal after interference suppression using LMS algorithm 
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Fig6 depicts the spectrum of DSSS signal after the suppression of interference 
using RLS algorithm 
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Fig. 6. Spectrum of DSSS signal after interference suppression using RLS algorithm 

Fig7 depicts the Bit Error Rate (BER) plot before and after the suppression of 
interference  

 

Fig. 7. and 8. Bit Error Rate (BER) plot before and after the suppression of interference and 
using LMS and RLS filters 

6   Conclusion 

There is noticeable spectrum reduction near the interference point indicating 
successful suppression of the interference signal. When compared to LMS filters, 
RLS filters are more efficient in noisy environment which is evident from fig8. Bit 
error rate also improved after interference suppression using adaptive filters. Bit error 
rate improvement is more when the suppression of interference is done using RLS 
algorithm compared to LMS algorithm which is evident from Fig8. 
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Abstract. In this paper the order estimation of each sub-filter, in Multiple Sub-
Filters (MSF), parallel structure has been used for Stereophonic Acoustic Echo 
Cancellation (SAEC).  The performance of the MSF with suitable sub-filter 
order has been studied for two types of algorithms namely; different error 
algorithm and common error algorithm. The performances of these filter 
structures and adaptive algorithms have been compared with conventional 
Single Long Filter (SLF) echo canceller via computer simulations.  The order 
estimation algorithm designed to estimate the order of each sub-filter in MSF 
not only reduces the computational complexity but also perform better at 
relatively low SNR ranges. Simulation and results show that MSF with both 
adaptation algorithms provide better convergence speed as compared to the 
conventional SAEC. 

Keywords: SAEC, MSF, NLMS, filter order, SLF. 

1   Introduction 

To improve voice quality and have a feel like natural conversation over telephone, 
two channels audio i.e. stereo system is necessary. Stereophonic devices comprise of 
two separate acoustic transmission channels that allow listeners to enhance sound 
realism.  Stereo systems consist of a full duplex stereo transmission channel, two 
loudspeakers and two microphones both in transmission room as well as receiving 
room. Thus in the stereophonic system the echo problem becomes more complex,  
and its cancellation is far more difficult to solve than single-channel system, as the 
input signals for two channels are highly correlated [1]. A variety of methods have 
been proposed like; adding and modulating little quantities of independent noise to 
each channel [2], [3], comb filtering [4] and frequency shifting of one channel relative 
to other [1]. But these methods reduce the quality of stereo sound. Usually long length 
filter with Least Mean Square (LMS) adaptive algorithm is required for Stereophonic 
Acoustic Echo Cancellation (SAEC) but suffers from problem of slow convergence. 
Though Recursive least square (RLS) algorithm can overcome the problem of slow 
convergence of long length adaptive filter, it is not preferred due to high 
computational complexity and find difficulty in implementing directly in real time 
with current DSP processor [5], [6]. In this paper, MSF approach of SAEC is 
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presented in which the input vector is decomposed into sub-vectors and applied as 
input to respective sub-filters. The filter length or order is one of the most important 
parameters of the linear adaptive filter [7], [8], [9]. A too short order filter results in 
inefficient model of the system and increases the mean square error (MSE) [10], [11], 
and a too long order filter introduce adaptation noise and extra complexity due to 
more taps [12]-[15]. Therefore to balance the adaptive filter performance and 
complexity there should be an optimum order of the filter. Further, In this paper, 
emphasis has been given on the order estimation of each sub-filter in MSF used for 
SAEC. The proposed algorithm finds the desired order in a time varying environment 
with reduced complexity. The modified weight update equation and variable error 
width in the proposed order estimation algorithm makes it independent of 
initialization and improved convergence even at high eigen value spread scenarios. 

The paper consists of 5 sections. MSF based approach for SAEC has been 
discussed in section 2 with different error algorithm (DEA) and common error 
algorithm (CEA). In section 3, the filter order optimization of MSF in SAEC has been 
presented. The computer simulation setup and results depicting the advantage of using 
MSF bases SAEC along with the variable order estimation of MSF have been 
presented in section 4. Conclusion of the paper is discussed in section 5.  

2   MSF Approach to SAEC 

The length of the acoustic echo path dynamically varies depending on the 
environment. So the computational complexity of the stereophonic acoustic echo 
cancellation (SAEC) is very high and critically dependent on the echo cancellation 
algorithm along with the length of filter used. Using a fixed length long adaptive 
filter, the adaptive algorithm becomes very slow in terms of convergence speed and it 
introduces adaptation noise due to mismatch of extra coefficients [15].  Thus to 
overcome the slow convergence of long length LMS adaptive filter it is split into 2M 
sub filters, where M number of sub-filter for each channel, for better convergence 
performance. Total 2M number of individual sub-filter outputs will be generated by 

    ,( ) ( ) ( )T
i ip ky n n n= X W  (1)

where 0...2 1 and

1 0.... 1 0.... 1

2 0.... 1 .....2 1

i M

and k M i M
p

and k M i M M

= −
= − ∀ = −⎧ ⎫

= ⎨ ⎬= − ∀ = −⎩ ⎭

 

First M subfilters outputs 0 1[ ( ) , . .. ( )]My n y n−   will be obtained from the input of 
channel one as 1,0 1, 1[ ( )...... ( )]MX n X n− . The next M number of outputs 

2 1[ ( ), ... ( )]M My n y n−   will be obtained from input of channel two with  input 
2 ,0 2 , 1[ ( ) ...... ( )]MX n X n− .  

2.1   Different Error Algorithm for SAEC 

For different error algorithm (DEA), different error signals are used for adaptation as 
shown in Fig. 1. This algorithm has a higher steady state error than the conventional 
one. The error signal for different error method can be given as [16] 
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Fig. 1. Adaptation Scheme for MSF based 
SAEC (Different Error Algorithm) 

Fig. 2. Adaptation Scheme for MSF based 
SAEC(Common Error Algorithm) 

The LMS adaptation for different error method for SAEC is 
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2.2   Common Error Algorithm for SAEC 

In common error algorithm (CEA), a common error is used for weight adaptation. A 
schematic for this is shown in Fig.2. [16] 

The error signal in case of common error can be given as 

    ,( ) ( ) ( ) ( )T
ip ke n d n n n= − X W  (4)

where 0...2 1 and

1 0.... 1 0.... 1

2 0.... 1 .....2 1

i M

and k M i M
p

and k M i M M

= −
= − ∀ = −⎧ ⎫

= ⎨ ⎬= − ∀ = −⎩ ⎭  
,( 1) ( ) ( ) ( ) ;i i p kn n e n nμ+ = +W W X

                                 (5) 
where 0,1...2 1i M= −

 

In both of these proposed algorithms the MSFs used are of fixed length which makes 
it inefficient in a time varying environment. If the echo has been created inside car 
where impulse response is smaller than a big hall then a long length filter unnecessary 
increases the complexity of overall design and extra adaptation noise due to mismatch 
of extra coefficients also. Similarly a too short order fixed length filter results in 
under-modelling [15]. Here a new approach for dynamic order estimation has been 
proposed based on fractional order estimation methods [16], [17]. 
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3   Order Optimization of MSFs Using Variable Length NLMS 

There are three different parts in the proposed variable length LMS algorithm: 

• Variable Order/tap-length estimation of Adaptive filter 
• Adaptive filter weights update 
• Updating Step-size 

SAEC setup has been used for simulation purpose. The resulting error signal can be 
modeled as; 

    

( ) ( ) (1: ) (1: )

1 ( )

P
K P Pe d n W K X K

for K P n

≅ −
< <

 (6)

where WP and XP correspond to the steady state weight and input vector respectively 
with respect to tap-length P . The segmented steady state MSE can be further defined 
as [17] ,[18] 

    
2)( P

K
P

K eEQ =  (7)

With this the modified cost function for searching the optimum order can be 
defined as [18] 

    }|{min )()( δ ′≤−Δ− P
P

P
P QQP  (8)

Neglecting the adaptation noise 
PP QandQ Δ−

corresponds to the MMSE for P and 

Δ−P  order respectively and  
PPP

P
P

P QQQQ −≥− Δ−Δ−
)()(  and the equality holds good when 

PP QQ =Δ−
[17], [19]. 

In SAEC the filter order is always in terms of thousands. So convergence and 
steady state error optimization can be achieved by adjusting the error width Δ . The 
need is faster convergence and a small steady state error. Δ  provides the trade-off 
between the convergence rate and steady state bias. The variable error width )(nΔ can 

be obtained as )*,max()( maxmin Sn ΔΔ=Δ [17]. The min and max value of the error width is 

fixed according to [18].The changing factor S  can be calculated both for DEA and 
CEA separately. 
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where )()()( nvnne iii += ζ  for 12......,2,1 −= Mi  . if )(nvi
is assumed to be independent 

of )(niζ then 

    )]([)]([)]([ 222 nvEnEneE iii += ζ  (10)

Where )]([ 2 neE i
is the MSE, )]([ 2 nE iζ is the excess MSE (EMSE) and the mean square 

of system noise is defined as  )]([ 2 nvE i
. The value of EMSE increases to large value at 
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the early stage and comes down to small value when filter order adaptation takes 
place; it is being used in updating the smoothing parameter S. Similarly S for CEA 
can be defined as ; 

    
2222

22
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)(~
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vdv

v
CEA
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ne
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σσσ
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−+−

−
=  

(11)

Where )()()( nvnne += ζ and )]([)]([)]([ 222 nvEnEneE += ζ  shows the estimated value 

for    )(CEA
CS   calculation. 

The variable filter order is obtained by the following adaptation proposed [17], 

    n
nP

nnP
nP

nPnnfnf KneneKnPnP ]))(())([(])1([)( 2)(
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2)(
)( Δ−−+−−=  (12)

where the factor 
nK  prevents the order to be increased to a unexpectedly large value 

and  
nK  can be termed  as the step size for filter order adaptation.  Both

nK and 

nK designed based on a leaky factor which depends on the system of application [17]. 

Finally the tap-length )1( +nP in the adaptation of filter weights for next iteration 

can be formulated as follows [17], [19]: 

    otherwisenP

nPnPifnPnP nfnf

)(

)()()()1( ψ>−=+  
(13)

nfPP = to best balance the system performance and ψ is a very small positive 

number. . is to round the fractional value to the nearest integer ψ  in the order 

adaptation equation can be found with  
nK and 

nK  i.e. nn KK 1. −=ψ . 

In [11], [12] the proposed algorithm is based on LMS and the stability condition 
need to be checked each time the order changes. So it is advocated to use the 
normalized LMS (NLMS) algorithm for better convergence and constant level of 
misadjustment [12]-[15]. 
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)()(
)()1( nenX

nXnX
nWnW

T

μ+=+  
(14)

Here μ   is the step size for NLMS algorithm. NLMS converges to mean square for 

condition [7] 

    0<  μ  <2 (15)

In order to accelerate the convergence of the algorithm, the step size of the 
coefficients in the proposed algorithm is updated according to the variable order,  
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Where μ ′ is a constant, )()(2 nXnX T
X =σ is the variance of input signal. )(nP is the 

instantaneous variable adaptive tap-length obtained from the proposed fractional order 



324 A. Kar, A. Barik, and R. Nath 

estimation algorithm.
)()( nPnP XandW are the weight and input vector pertaining to 

the order )(nP [17]; 

Let  
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′
=

σ
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Then (16) can be written as 

    )()()()()1( )(
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which forms a variable step LMS (VLMS) algorithm where the step size depends on 
the order estimation. 

4   Simulation Data and Results 

In the simulation, transmission room impulse response g1, g2 are generated using 
hamming window and fir1. The receiving room impulse responses h1, h2 are 
generated using Hanning window and Kaiser Window. The source signal s(n)  in the 
transmission room is a sample function of a zero mean unity variance Gaussian 
random process. The two microphone signals were obtained by convolving s(n) with 
two transmission room impulse responses g1, g2. The transmission room signals are 
obtained as convolving the source signal with the transmission room impulse response 
which is fed to the receiving room. The microphone signal ( )d n in the receiving room 

is obtained by summing the two convolutions 
1 1h X∗  and 

2 2h X∗ where * denotes 

convolution. All simulations have been carried out on MATLAB 7.9. For evaluation 
purpose, we have compared the two-channel MSF algorithm with the conventional 
SLF two-channel LMS algorithm. The length of the filter is taken as 1000 and a white 
noise sequence 0f 40dB SNR is added to 

2 2h X∗ with each MSF carrying 500 weights 

as M is set to 2 as shown in Fig. 3. Similarly in Fig.4 L has been increased to 1200 
with M=3 and each MSF carrying 400 taps. Comparison has been made between SLF 
and MSF approach and in both the cases the MSF approach shows better convergence 
performance than the SLF. 

The total number of MSFs used can be increased and is always an integer value. If 
the order of MSF is fixed the overall length of adaptive filter is also fixed which 
makes the system inefficient as the room impulse response varies from inside car 
environment i.e. a short room impulse response to a conference hall i.e. a long room 
impulse where SAE has occurred. In a time varying scenario this length can be 
automatically varied in both the direction in accordance with order estimation 
algorithm proposed in (12).  Simulation has been done under this scenario to find the 
optimum order of each MSF which best adapts the structure of adaptive filter. The 
MSE performance with filter order variation has been shown in Fig.5.  The ideal 
choice of length for MSF is made at 500 and 400 taps respectively for the simulations 
in fig.5.  The blind initialization of filter order is made at order10 and 90 respectively. 
This is done to show that the proposed algorithm is independent of initialization. The 
MSE decreases with increase in filter order and remains constant after 250 and 300 
taps for 400 and 500 fixed ideal length selection respectively as shown in Fig.5.  
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The system designed with the proposed taps results in same performance as the filter 
with  fixed order as shown in Fig.6. The overall complexity in design decreases by 
reducing 150 and 200 less weights per MSF i.e. reducing )4002002(),4501503( =×=×  

taps without sacrificing the performance. Further, Fig. 6 shows the issue of 
undermodelling with less number of weights than the required and the better 
convergence performance with order estimated by the proposed algorithm than fixed 
length adaptive filter in a dynamic environment. 
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Fig. 3. Comparison of MSF and SLF for 
SAEC at L=1000, M=2, SNR=40dB 

Fig. 4. Comparison of MSF and SLF for 
L=1200 M=3 and SNR=40dB 

 

Fig. 5. Converged MSE Vs Filter Order 
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5   Conclusion 

In this paper, an SAEC based on MSF has been studied via computer simulation and 
compared to that of SLF. It has been found that MSF outperforms SLF in terms of 
convergence speed. MSF structure has been studied for two types of algorithms. The 
DEA gives better convergence speed but at the cost of steady state error while the 
CEA overcomes  the high steady state error problem but with a sacrifice in 
convergence speed. A modified variable order NLMS based algorithm was proposed 
that improves the convergence and finds the optimum order of the MSFs in a dynamic 
environment.  
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Abstract. In communication networks, the network size is growing hasty and 
the computation effort to finds a path between the source –destination pairs is 
increased massively. Multiple paths may exists between the source-destination 
nodes which direct that traffic load variations, overhead, response time take 
place. Routing plays a vital role on the performance and functionality of com-
puter networks.  Routing networks means identifying a path in the network that 
optimizes a certain criterion which is called as Quality of Service (QoS) routing 
and it is failure in the environment of large scale networks The storage and up-
dating cost of routing procedure is prohibitive as the number of nodes in the 
network gets large. Stochastic techniques have assumed a prominent role in 
computer graphics, because of their success in modeling a variety of complex 
and natural phenomena.  The usefulness of a particular stochastic model de-
pends on both its computational advantages and on the extent to which can be 
adjusted to describe different phenomena.  Network isolation is a key solution 
for improving the scalability problem in large networks. The main aim of isola-
tion is minimizing the computation effort by maximizing the probability of hav-
ing a path between source-destination pairs in the network. This paper deals 
with the specification and analysis of routing procedures that are effective for 
large hoard and promote packet switched computer networks. The new concept 
of stochastic isolation method introduced to resolve the scalability in Quality of 
Service routing algorithm. Graphical representation shows that how the new 
method improves the performance measure in terms of reduction in computa-
tional effort. 

1   Introduction 

Broadband of integrated service network is expected to support applications with 
Quality of Service requirements. The design of data network in integrated service is 
highly depends on the source-destination pair, which dispute for simplicity in the 
network central part and intricacy at the end hosts. This design principle enabled that 
the optimization performance within the network by computational policy. A commu-
nication network consists of a set of nodes that are connected by a set of links. A path 
has defined in the network where a collection of sequential communication links 
eventually connecting two nodes to each other. The process of finding and selecting 
the paths in the network is termed as routing function. A routing policy is a decision 
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rule that selects which nodes to take next based on the current time and realize net-
work link. The objective of routing technique is (i) distribute and searching  the state 
information in optimal way of the network (ii) how to reduce the computational effort 
in searching for a path. The main drawback of all modern routing algorithms is in lack 
of ability to scale the large networks proficiently. In traffic pattern, the router allows 
to share the network congestion state previously examined by other connections  
sharing the same bottleneck link, which improves the throughput drastically. For such 
requirements, transition is to isolate the central part router function from the computa-
tional framework. The stochastic isolation method that dynamically changes network 
isolation according to traffic patterns in the network in order to minimize an objective 
function that reflects the computational effort involved in routing algorithm used in 
the network. Network isolation is the solution to enhancing the scalability in large 
networks. Network isolation decomposes a network into sub networks according to 
particular rules and considerably reduces the computational effort of routing. In this 
method, the probabilities used to partition the network correspond to the frequency of 
connection requests between every pair of nodes in the network. The stochastic isola-
tion technique has reduces the computational effort in routing network and showed 
that which is effective and efficient for large scale routing network. The rest of the 
paper is organized as follows: Section 3 explain the concept of Qos route sharing re-
source. Section 4 describes the routing computational framework of packet switching 
network. Section 5 discusses stochastic isolation and introducing some notations. Sec-
tion 6 explains the overhead in scalability techniques. Section 7 graphical representa-
tion discussed. Finally, section 8 concludes the paper.  

2   Literature Survey 

Broadband of integrated Scalability in communication network had been developed 
by Amitabh Mishra(2002). Ariel Orda et al (2002), has clearly explained a scalable 
approach to the partition of QoS requirements in unicast and mulitcast. Fang Hao et al 
(2002), had explained the scalable QoS routing performance evaluation of topology 
aggregation. P. Gupta et al (2006), has clearly envisaged the optimal throughput  
allocation in general access networks. W. Ching et al (2009), has analyzed the  
optimal service capacities in a competitive multiple-server queueing environment. 
|E. Leonardi et al (2005), had approached the Joint optimal scheduling and routing for 
maximum network throughput. X. Lin et al (2004), had analyzed an optimization 
based approach for quality of service routing in high-bandwidth networks. Orda et al 
(2003), had approached the pre-computation schemes for QoS routing. S. Sinha Deb 
et al (2003), had given a detailed explanation of a new approach to scale quality of 
service routing algorithms. 

3   Quality of Service on Routing Update Resources 

The role of a QoS routing policy is to compute a suitable path for the different types 
of traffic generated by the various applications, while maximizing the utilization of 
network resources. The implementation of these objectives requires the development 
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of algorithms that find multi-constrained paths taking into consideration the state of 
the network and the traffic requirements namely, delay jitter, loss rate and available 
bandwidth. Routing decision is determined based on the network information availa-
ble at the source. A packet flow has referred to as IP packet stream linked from a 
source to a destination with QoS in finite period.  When a flow request arrives, there 
is routing algorithms that stipulate the routes to all known destination, which preserve 
the position of all the routes in the network. Recurring state is the main part in routing 
algorithms which updating the minimum distance of each router for all destinations. 
The nodes have to be update periodically by routing update before the time run out. 
For the services that have ensured the Qos guarantee for the entire period of flow, 
otherwise the flow request is starve. The main aim of QoS routing is to minimize the 
run time and has to reduce the impact on the run set-up time at least from the routing 
computation point of view. Consider a packet switching network with a source-

destination pair [i, j]. Let [ ]( )ηji,Ρ  denotes the set of paths determined at timeη and 

[ ]( )ηκ
ji,Ζ  signifies the set of links where [ ]( )ηκ ji , Ρ∈ . The average time of the path 

κ for [i, j] is determined by [ ]( )
[ ]

{ })(min  
,

, tt b
b

ji
ji

Χ=Ψ
Ζ∈ κ

; )(tbΧ represents the availa-

ble capacity of link b at time t.  

4   Routing Computational Framework 

The basic component of Quality of Service routing framework is path selecting that 
can operate in a link state routing protocol environment where different information 
can be used in two different scales. The goal of routing computational framework is 
(i) to reduce the impact of flow setup time. (ii) to avoid user level re-attempt in heavi-
ly loaded network (iii) to select a route quickly in possible paths. The framework con-
sists of three stages at different time scale: (i) First Round Path Communicating 
(FRPC) stage. (ii) Sorted Path Ordering (SPO) stage  (iii) Definite Route Assortment 
(DRA) stage. 

The First Round Path Communicating (FRPC) stage does preliminary determina-
tion of a set of possible paths from a source node to destination node. The Sorted Path 
Ordering (SPO) stage follows Markov process (selects the most recent states of all 
links available to each node) and filters it to provide a set of Quality of Service ac-
ceptable paths. Moreover, this phase order the routes from most to least acceptable 
paths which is obtained from list of FRPC stage. The Definite Route Assortment 
(DRA) stage follows that to select a definite route as swiftly as possible based on the 
pruned available paths from the SPO stage. The main advantage of this framework is 
that various distributed routing schemes can fit into this framework and multiple 
Quality of Service requirements be used.  

4.1   Packet Routing Policy 

In satellite, the communication sub network accomplishes communication among the 
network resources. In packet switching network, the message has wrecked into small 
segments and then transmitted through the network in the form of hoard and promote 
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switching. A packet has transmitted from source node to destination node, which may 
be hoard in queue at any intermediate node for transmission and then promote to the 
next node. The selection of the next node is based on the routing policy. Routing  
policy has divided into two categories: Deterministic (Design phase) and Adaptive 
(Networks Operation). Adaptive policy plays a vital role for triumphant operation of 
networks and it describes the state of the network. A central node providing the 
routing information to all sub nodes in the network which computing the information 
directly.  

 

Fig. 1. Queueing Discipline in Packet Switching Network 

5   Stochastic Isolation  

Scalability Stochastic isolation technique is designed to partition the original network 
into a number of blocks which enhancing the scalability routing algorithm in large 
networks. In this method network is partition in a probabilistic manner that corres-
ponds to the frequency of connection requests between every pair of nodes in the 
network. The main objective of stochastic isolation is to minimize the mean computa-
tional effort spent by the routing algorithms used in the network by maximizing the 
chance of selecting a source–destination pair in the same block of the partition. In par-
ticular, if the source-destination pair in the same block there must exist at least one 
path between every pair of nodes in the block, which is termed as irreducible. For low 
connectivity network, the partition is more difficult with irreducible blocks whereas 
easily constructed in high connectivity network. Thus, each block should consist of at 
least two nodes in order to have communication between them. 

The component of Quality of Service routing framework is path selecting that can 
operate in a link state routing protocol environment where different information can 
be used in two different scales. The goal of routing computational framework is (i) to 
reduce the impact of flow setup time. (ii) to avoid user level re-attempt in heavily 
loaded network (iii) to select a route quickly in possible paths. The framework con-
sists of three stages at different time scale: (i) First Round Path Communicating 
(FRPC) stage. (ii) Sorted Path Ordering (SPO) stage  (iii) Definite Route Assortment 
(DRA) stage. 
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The First Round Path Communicating (FRPC) stage does preliminary determina-
tion of a set of possible paths from a source node to destination node. The Sorted Path 
Ordering (SPO) stage follows Markov process (selects the most recent states of all 
links available to each node) and filters it to provide a set of Quality of Service ac-
ceptable paths. Moreover, this phase order the routes from most to least acceptable 
paths which is obtained from list of FRPC stage. The Definite Route Assortment 
(DRA) stage follows that to select a definite route as swiftly as possible based on the 
pruned available paths from the SPO stage. The main advantage of this framework is 
that various distributed routing schemes can fit into this framework and multiple 
Quality of Service requirements be used.  

5.1   Objective Function of Isolation Strategy 

The objective is to minimize a quantitative measure for any network isolation struc-
ture in terms of the computational effort in routing. The mean computational effort in 
finding a path satisfy the constraints from a source node to destination node, averaged 
overall source-destination pairs, in a network of K nodes and Z links be ),( ΖΚΨ . The 

objective function of computational effort is defined as  

⎥
⎦

⎤
⎢
⎣

⎡ +ΖΚΨ−+ΖΚΨ=ΖΚ
= =
∪ ∪

N

1i 1

),(),( )1(),( min  ),( ZKPPPC
N

i
iiiii

 

where Pi represents the probability that given a connection request when both source 
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∪ represents the computational effort when both source and destination 

nodes located  in the different blocks.  
Let Pij be the conditional probability that given a connection request from source 

node ‘i’ to the destination node ‘j’. Pij is defined as follows: 
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where bn  denotes the number of nodes in block b and N denotes the number of nodes 

of the network. 
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6   Scalability Techniques Overhead  

The most important constraint on isolation is partition overhead. There are two major 
types of overhead are routing update reduction and route computation reduction. The 
routing update reduction provides the information continuously updated to the net-
work nodes through routing information. Additionally frequent updated routing leads 
to a better routing performance in the network and consumes more network band-
width and processing power. Reduction of  routing update frequency in two ways:(1) 
searching for appropriate routing update trigger policies to provide controllable up-
date frequency and predictable accuracy, (2) designing appropriate routing algorithms 
to  minimize the impact of stale routing information. 

The route computation reduction is essential for achieving high-quality routing per-
formance and scalability. Route pre-computation and path catching are the two major 
approaches in order to reduce route computation. Route pre-computation is used to 
compute and store the paths to all destinations before the request that leads that mi-
nimize the request operations. Moreover, that it helps to compute multiple paths to the 
same destination nodes and balance the traffic load. Path catching avoids computing 
the same path again. 

7   Graphical Representation 
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Fig. 2. Service Load Distribution 

 

Fig. 3. CPU Utilization 
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Fig. 4. Dispersion Factor 

8   Conclusion 

In this paper, The Quality of Service routing is a main component of a computational 
framework. The scalability network is the challenging issue in the environment of 
large networks. In this paper, a new concept has introduced for isolation using sto-
chastic isolation to reduce computational effort to find a path. The stochastic isolation 
technique is to maximizing the scalability and minimizing the complexity in large 
networks. Graphical representation shows that the stochastic isolation speed up the 
routing functions. 
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Abstract. In this paper, we proposed an efficient data structure called “Sparse 
Matrices” for representing documents. The document database can be 
represented by using sparse matrices rather than dense matrices. The matrix can 
be given as an input for k-means algorithm. Using sparse matrices not only will 
reduce the size of the database as well as it found efficient in running the 
program. The experimental results have shown that sparse matrices gives good 
results compared to dense matrices. 

Keywords: Document clustering, sparse matrices and k-means algorithms. 

1   Introduction 

Text mining is playing crucial role in mining textual databases. Text Mining is a 
multidisciplinary field, involving information retrieval, text analysis, information 
extraction, clustering, categorization, visualization, database technology, machine 
learning and data mining [1],[2]. Text mining data is useful to indicate similarities at 
the textual level, but is also affected by the ambiguities of vocabularies [9]. The 
applications of text mining are document clustering, document classification etc. 
Document clustering techniques have been receiving more and more attentions as a 
fundamental and enabling tool for efficient organization, navigation, retrieval and 
summarization of huge volumes of text documents with a good document clustering 
method; computers can automatically organize a document corpus into a meaningful 
cluster hierarchy, which enables an efficient browsing and navigation of the corpus 
[3]. Document clustering is basically a data clustering procedure specialized to the 
text document materials. The intention of the text document clustering is to divide the 
given documents into a certain number of groups while maximizing the similarities 
between the documents into internal groups and minimizing the similarities between 
the documents disseminated among the different groups [4]. The process of text 
document clustering can be separated into three parts: document representation, 
smoothing data in document and clustering. The purpose of document representation 
is to convert the document data into numerical format and this can be done by using 
vector space model. Smoothing is used to reduce the size of the data in the document 
and can be done by using dimensionality reduction techniques. Clustering can be done 
by using two techniques i.e, partitional clustering and hierarchical clustering, the 
search space can be partitioned into clusters where as in hierarchical, the space can be 

2
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divided into hierarchical forms. In this work, we have used k-means algorithm for 
clustering. 

Generally, the dense matrix occupies lots of space and k-means algorithm is taking 
lots of time to give the result. The sparse matrices will take less space and hence the 
dataset will be in compressed form. So, the mining process with k-means algorithm 
will run faster. 

In this work, we are using document database of huge size and the data is not dense 
as well. Due to that reason, the database is represented using sparse matrices. The 
advantage of using sparse matrices is by nature the data is easily compressed, so the 
space can be reduced and as well as the algorithm runs faster.  

The rest of the paper is organized as follows: Section-2 gives basic idea of 
document representation. In section-3, the sparse matrices are discussed. Clustering 
algorithm is presented in section-4. The simulation results are given in section-5. 
Finally the paper is concluded in section-6.  

2   Document Representation 

2.1   Data Representation for Document Clustering 

To find the relevance in the documents, the dataset is represented using vector space 
model. Each document is represented as a vector and the document database is treated 
as a vector space. The documents can be represented into vectors in two phases. In the 
first phase the documents are scanned. This phase identifies the unique words in the 
document dataset and gives unique term number for each term in the document. In the 
second phase, the documents are represented in vectors, i.e. with their dimension and 
the quantity of the dimension. A document d is represented as follows, d= {t1, t2, 
t3…tn} where t1, t2…tn are terms. 

d= a1t1+a2t2+…+antn                            (1) 

Where a1, a2,…., an are frequencies of terms i.e, how many times terms t1,t2,…,tn are 
repeated in the document. 

2.2   Picking Important Terms in Documents 

Important terms are to be identified before applying clustering techniques. To identify 
important terms a measure called term-frequency and inverse document frequency 
(Tf-Idf) is used. The weight of term ‘x’ in a document is given by the following 
equation (2): 

wyx = tfyx * idf yx                                           (2) 

2.3   Finding Similar Documents 

There are number of methods to calculate similarity between two documents such as 
Cosine methods, Euclidian method, Minkowski distance measure etc. In our work we 
have used Minkowski distance measure as it is the generalization of both Euclidian 
and Manhattan distance. 
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Where mi, mj are any two document vectors, dm is the dimension of vector space and 
mik , mjk are weights for dimension ‘k’. 

3   Sparse Matrices 

The tabular data can be represented in matrices format in computer’s memory. There 
are two kinds of matrices, sparse matrices and dense matrices. The sparse matrices 
consists of many elements as zeros where as in dense matrices consists of many 
elements as non zeros. The examples sparse matrices are Identity matrix. A matrix 
having only a small percentage of nonzero elements is said to be sparse. In a practical 
sense an n X n matrix is classified as sparse, if it has order of n nonzero elements; say 
two to ten nonzero elements in each row, for large n. The matrices associated with a 
large class of man-made systems are sparse. For example, the matrix representing the 
communication paths of the employees in a large organization is sparse, provided that 
the ith row and the jth column element of the matrix is nonzero if and only if 
employees i and j interact.  

Sparse matrices appear in Information retrieval, linear programming, structural 
analyses, network theory and power distribution systems, numerical solution of 
differential equations, graph theory, genetic theory, social and behavioral sciences and 
computer programming. It is difficult to solve the problems which involves with large 
matrices which either are impossible to invert on available computer storage or are very 
expensive to invert. Since such matrices are generally sparse it is useful to know the 
techniques currently available for dealing with sparse matrices. This allows one to 
choose the best technique for the type of sparse matrix encounters. The time and effort 
required to develop the various techniques for handling sparse matrices is especially 
justified when several matrices having the same zero-nonzero structures but differing 
numerical values have to be handled [8]. Dense matrices are unsuitable for representing 
high dimensional data, there is a need for a collection of matrices from real applications 
where data can be represented by using sparse matrices [7]. Generally, the data in sparse 
matrices can be represented as row, column and value of the element.  

Sparse matrix formats compress large matrices with a small number of nonzero 
elements into a more compact representation. The goal is to both reduce memory 
footprint and increase efficiency of operations such as sparse matrix-vector 
multiplication (SpMV) [10]. 

For example, let’s take I4 matrix. The dense matrix representation for I4 is as 
follows: 
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The sparse matrix representation for I4 is given below: 
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3.1   Memory Comparison between Sparse Matrices and Dense Matrices 

The dense matrix occupies huge amount memory especially, in the application of 
document mining. Let us consider a 500 x 500 matrix with 1994 nonzero elements. 
The dense matrix will require 500 x 500 x 4 = 1million bytes where as the sparse 
matrix will takes 3 x 1994 x 4= 23,928 bytes. 

3.2   Representation of Sparse Matrix 

Here the entire document is represented in sparse matrix vector where each document 
is a sparse matrix. Let us assume, the document database consists of (d1, d2, …, dn) 
documents. Each document is represented as follows: 
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Where col1, col2, … and coln are column values and row value is 1 and the element 
values are val1, val2, …, valn. Here, only non zero values will be stored.  

4   Clustering Algorithm 

Clustering algorithms are classified into partitional clustering and hierarchical 
clustering. In this work, we have used K-means Algorithm for document clustering. 

4.1    K-Means Algorithm 

K-Means algorithm [5] is a partitional-based clustering algorithm. It searches for the 
solution in local space area. K-Means algorithm divides the problem space area into 
partitions and searches for the solution. The algorithm takes the input in sparse matrix 
format. The similarity matrix consists of Tf-Idf values, number of clusters ‘n’ and 
initial centroids. The output is in terms of Set of clusters, Intra-cluster distance, Inter-
cluster distance. K-means has some disadvantages like the solution is completely 
depends upon the initial cluster centroids which are generated in random manner and 
it searches for the solution in local space area and gets trapped in local optima often. 

The K-means algorithm can be summarized as follows: 
 

(1) Randomly select cluster centroid vectors to set an initial dataset partition. 
(2) Assign each document vector to the closest cluster centroids. 
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(3) Recalculate the cluster centroid vector cj using equation 5. 
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where dj denotes the document vectors that belong to cluster Sj; cj stands for 
the centroid vector; nj is the number of document vectors that belong to 
cluster Sj. 

(4) Repeat step 2 and 3 until the convergence is achieved. 

5   Experimental Setup and Results 

This experiment is performed by using J2SE 6.0. The clusters are developed with K-
means algorithm. The three datasets are taken from Tech TC-300 repository [6]. The 
descriptions are given below: 

1. Exp_240218_474717 consists of 185 documents and 6560 terms: data1 
  2. Exp_22294_25575 consists of 127 documents and 12812 terms: data2 

3. Exp_20673_269078 consists of 147 documents and 14600 terms: data3 
 

The numbers of clusters are chosen by user based on the knowledge derived from the 
contents of the dataset under investigation. For all experiments we have chosen 
number of clusters ranging from 3 to 7. The good cluster should have minimum intra 
cluster and maximum inter cluster distances. 

The results shown below are of document clustering implemented with dense matrix. 

Table 1. Results of Documenter clustering using Dense Matrix 

S. 
No 

Dataset Size Number 
of 
Clusters 

Space 
required

Average
Intra 
Cluster 
Distance

Average
Inter 
Cluster 
Distance 

Time (in 
milli 
seconds) 

Number of 
Documents 

Size of 
dimension 

1 185 6560 3 1.16MB 9.374 13.584 6831.2 
2 185 6560 4 1.16MB 8.868 18.341 6945.5 
3 185 6560 5 1.16MB 7.309 14.164 6739.4 
4 185 6560 6 1.16MB 9.635 18.513 7254.6 
5 185 6560 7 1.16MB 6.856 15.640 7139.2 
6 127 12812 3 6.21MB 7.441 14.456 8247.5 
7 127 12812 4 6.21MB 8.865 16.774 9000.0 
8 127 12812 5 6.21MB 6.911 14.449 8894.7 
9 127 12812 6 6.21MB 7.207 16.446 9575.0 
10 127 12812 7 6.21MB 6.392 14.637 9569.3 
11 147 14600 3 8.19MB 8.787 21.162 10650.5 
12 147 14600 4 8.19MB 8.158 15.780 10529.7 
13 147 14600 5 8.19MB 5.062 13.452 10887.3 
14 147 14600 6 8.19MB 5.787 15.848 11686.2 
15 147 14600 7 8.19MB 5.883 16.305 11396.8 
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The results shown below are of document clustering implemented with sparse matrix. 

Table 2. Results of Documenter clustering using Sparse Matrix 

S. 
No 

Dataset Size 
Number 
of 
Clusters

Space 
required

Space 
occupied

Average 
Intra 
Cluster 
Distance

Average 
Inter 
Cluster 
Distance 

Time  
(in milli 
second) 

Number of 
Documents

Size of 
dimensi
on 

1 185 6560 3 1.16MB 0.35MB 8.32164 12.34232 7678.8 
2 185 6560 4 1.16MB 0.35MB 9.65678 16.03120 7137.8 
3 185 6560 5 1.16MB 0.35MB 7.30900 14.16478 7087.4 
4 185 6560 6 1.16MB 0.35MB 7.67342 19.23376 7378.2 
5 185 6560 7 1.16MB 0.35MB 8.4267 15.64021 7099.8 
6 127 12812 3 6.21MB 0.24MB 8.12150 12.45698 8578.0 
7 127 12812 4 6.21MB 0.24MB 7.86576 16.77452 9034.4 
8 127 12812 5 6.21MB 0.24MB 5.39230 14.13302 9109.8 
9 127 12812 6 6.21MB 0.24MB 6.86863 13.09628 9393.6 

10 127 12812 7 6.21MB 0.24MB 7.42410 12.45108 9359.2 
11 147 14600 3 8.19MB 0.35MB 9.21124 16.57858 10880.8 
12 147 14600 4 8.19MB 0.35MB 7.34905 15.64275 10768.8 
13 147 14600 5 8.19MB 0.35MB 4.83864 13.20175 11100.0 
14 147 14600 6 8.19MB 0.35MB 5.28120 14.67351 11453.2 
15 147 14600 7 8.19MB 0.35MB 5.21360 12.32568 11694.0 

6   Conclusion 

By using the sparse matrix, the documents data can be represented. Sparse matrix 
representation occupies only less memory to store the entire document description. 
The results are showing that the dense matrix occupies lot of memory compared to 
sparse matrix. Therefore, the sparse matrix is the good data structure to represent the 
high dimensional data. 
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Abstract. Nickel alloys had gathered wide acceptance in the fabrication of 
components which require high temperature resistance and corrosion resistance. 
The paper focuses on developing mathematical model to predict ultimate tensile 
strength of pulsed current micro plasma arc welded Inconel 625 nickel alloy. 
Four factors, five level, central composite rotatable design matrix is used to 
optimize the number of experiments. The mathematical model has been 
developed by response surface method and its adequacy is checked by ANOVA 
technique. By using the developed mathematical model, ultimate tensile 
strength of the weld joints can be predicted with 99% confidence level. Contour 
plots are drawn to study the interaction effect of welding parameters on ultimate 
tensile strength of Inconel 625 weld joints. The developed mathematical model 
has been optimized using Hooke and Jeeves Method to maximize the ultimate 
tensile strength. 

1   Introduction 

In welding processes, the input parameters have greater influence on the mechanical 
properties of the weld joints. By varying the input process parameters, the output 
could be changed with significant variation in their mechanical properties. 
Accordingly, welding is usually selected to get a welded joint with excellent 
mechanical properties. To determine these welding combinations that would lead to 
excellent mechanical properties, different methods and approaches have been used.  
Various optimization methods can be applied to define the desired output variables 
through developing mathematical models to specify the relationship between the input 
parameters and output variables. One of the most widely used methods to solve this 
problem is response surface methodology (RSM), in which the unknown mechanism 
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with an appropriate empirical model is approximated, being the function of 
representing a response surface method. 

Pulsed current MPAW involves cycling the welding current at selected regular 
frequency. The maximum current is selected to give adequate penetration and bead 
contour, while the minimum is set at a level sufficient to maintain a stable arc [1,2]. 
This permits arc energy to be used effectively to fuse a spot of controlled dimensions 
in a short time producing the weld as a series of overlapping nuggets. There are four 
independent parameters that influence the process are peak current, back current, 
pulse and pulse width.  

From the literature review [3-8] it is understood that in most of the works reported 
the effect of welding current, arc voltage, welding speed, wire feed rate, magnitude of 
ion gas flow, torch stand-off, plasma gas flow rate on weld quality characteristics like 
front melting width, back melting width, weld reinforcement, welding groove root 
penetration, welding groove width, front-side undercut are considered. However 
much effort was not made to develop mathematical model to predict the same 
especially when welding thin sheets in a flat position. Hence an attempt is made to 
correlate important pulsed current MPAW process parameters to ultimate tensile 
strength of the weld joints by developing mathematical model and optimizing using 
Hooke and Jeeves method for pulsed current MPAW welded Inconel625 sheets. 

2   Experimental Procedure 

Inconel625 sheets of 100 x 150 x 0.25mm are welded autogenously with square butt 
joint without edge preparation. High purity argon gas (99.99%) is used as a shielding 
gas and a trailing gas right after welding to prevent absorption of oxygen and nitrogen 
from the atmosphere. From the literature four important factors of pulsed current 
MPAW as presented in Table 1 are chosen. All other parameters are kept constant. A 
large number of trail experiments are carried out using 0.25mm thick Inconel625 
sheets to find out the feasible working limits of pulsed current MPAW process 
parameters. Due to wide range of factors, it was decided to use four factors, five 
levels, rotatable central composite design matrix to perform the number of 
experiments for investigation. Table 2 indicates the 31 set of coded conditions used to 
form the design matrix. The first sixteen experimental conditions (rows) have been 
formed for main effects. The next eight experimental conditions are called as corner 
points and the last seven experimental conditions are known as center points. The 
method of designing such matrix is dealt elsewhere [9,10]. For the convenience of 
recording and processing the experimental data, the upper and lower levels of the 
factors are coded as +2 and -2, respectively and the coded values of any intermediate 
levels can be calculated by using the expression [11].  

    Xi = 2[2X-(Xmax + Xmin)] / (Xmax – Xmin) (1)

Where Xi  is the required coded value of a parameter X. The X is any value of the 
parameter from Xmin  to Xmax, where Xmin is the lower limit of the parameter and Xmax 
is the upper limit of the parameter. 
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Table 1. Important factors and their levels 

                                                                           Levels 
SI No Input Factor Units -2 -1 0 +1 +2 

1 Peak Current Amps 6 6.5 7 7.5 8 
2 Back Current Amps 3 3.5 4 4.5 5 
3 Pulse No’s/sec 20 30 40 50 60 
4 Pulse width % 30 40 50 60 70 

Table 2. Design matrix and experimental results 

SI 
No 

Peak Current 
(Amps) 

Back current 
(Amps) 

Pulse 
(No/sec)

Pulse width
(%) 

Ultimate tensile 
strength(UTS) 

(MPa) 
1 -1 -1 -1 -1 833 
2 1 -1 -1 -1 825 
3 -1 1 -1 -1 838 
4 1 1 -1 -1 826 
1 -1 -1 1 -1 826 
2 1 -1 1 -1 830 
7 -1 1 1 -1 825 
8 1 1 1 -1 826 
9 -1 -1 -1 1 825 
10 1 -1 -1 1 820 
11 -1 1 -1 1 835 
12 1 1 -1 1 828 
13 -1 -1 1 1 818 
14 1 -1 1 1 826 
11 -1 1 1 1 824 
12 1 1 1 1 830 
17 -2 0 0 0 830 
18 2 0 0 0 826 
19 0 -2 0 0 821 
20 0 2 0 0 828 
21 0 0 -2 0 832 
22 0 0 2 0 825 
23 0 0 0 -2 831 
24 0 0 0 2 825 
21 0 0 0 0 830 
22 0 0 0 0 830 
27 0 0 0 0 840 
28 0 0 0 0 830 
29 0 0 0 0 838 
30 0 0 0 0 830 
31 0 0 0 0 834 
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Tensile tests are carried out in 100KN computer controlled Universal Testing 
Machine (ZENON, Model No: WDW-100). The specimen is loaded at a rate of 
1.5KN/min as per ASTM specifications and the values of ultimate tensile strength of 
the weld joints was evaluated and the results are presented in Table 2. 

3   Developing Mathematical Model 

The ultimate tensile strength of the weld joint is a function of peak current (A), back 
current (B), pulse (C) and pulse width (D). It can be expressed as [12-14]. 

Ultimate tensile strength (T) 

    T = f (A, B, C,D) (2)

Using MINITAB 14 statistical software package, the significant coefficients were 
determined and final model is developed using significant coefficients to estimate 
ultimate tensile strength values of weld joint.  

The final mathematical model are given by Ultimate tensile strength (T) 

T=833.143-0.875X1+1.792X2-1.625X3-1.458X4-1.296X1
2-2.171X2

2-1.296X4
2 

+3.187X1X3 
(3)

Where X1, X2, X3 and X4 are the coded values of peak current, back current, pulse and 
pulse width. 

4   Effect of Process Variables on Output Response 

Contour plots play a very important role in the study of the response surface. Fig’s 1a 
to 1b represents the contour plots for ultimate tensile strength. From the contour plots, 
the interaction effect between the input process parameters and output response can 
be clearly analyzed.  

From the contour plot in Fig.1a, for optimum ultimate tensile strength of pulsed 
current MPAW Inconel 625 nickel alloy, the tensile strength is more sensitive to 
change in peak current than in the back current. From the contour plot in Fig.1b, it can 
be seen that ultimate tensile strength is more sensitive to pulse than pulse width. From 
all the contour plots it is understood that peak current and pulse are the most 
important parameters which affect the ultimate tensile strength of the welded joints. 
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Fig. 1a.     Fig. 1b. 
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Fig. 2a.                  Fig. 2b. 

Response Surface plots clearly indicate the optimal response point. The optimum 
ultimate tensile strength of pulsed current MPAW welded Inconel625 nickel alloy 
was exhibited by the apex of the response surface, as shown in Fig.2a & 2b   

Fig.2a shows the three dimensional response surface lot for ultimate tensile 
strength obtained from the regression model, assuming a peak current of 7 Amps and 
a back current of about 4.1Amps. The optimum ultimate tensile strength is exhibited 
by the apex of the response surface. From the response graph, it is identified that at 
the peak current of 7 Amps, the ultimate tensile strength of pulsed current MPAW 
joints is higher. The formation of fine equiaxed grains in fusion zone increases the 
ultimate tensile strength of the welded joints. When peak current is increased from 7 
Amps, the ultimate tensile strength deceases. This is the result of the increased heat 
input associated with the use of higher peak current. 

Fig.2b shows the three dimensional response surface plot for the response ultimate 
tensile strength obtained from the regression model, assuming pulse of 40 pulses/sec 
and pulse width of 10%. From the response graph, it is observed that when pulse is 
40pulse/sec, the tensile strength of the pulsed current MPAW welded joint is higher. 
The fine grains observed in the fusion zone due to optimum heat input may be 
responsible for the better ultimate tensile strength of these welded joints. 

5   Optimization of Pulsed Current MPAW Process Parameters 

Hooke & Jeeves method [16] is used to optimization tool to search the optimum 
values of the process variables. In this paper the algorithm is developed to optimize 
the pulsed current MPAW process variables. The objective is to maximize ultimate 
tensile strength. 

The Hooke & Jeeves method incorporates the past history of a sequence of 
iterations into the generation of a new search direction. It combines exploratory 
moves with pattern moves. The exploratory moves examine the local behavior of the 
function & seek to locate the direction of any stepping valleys that might be present. 
The pattern moves utilize the information generated in the exploration to step rapidly 
along the valleys. 
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5.1   Exploratory Move 

Given a specified step size which may be different for each co- ordinate direction and 
change during search is done. The exploration proceeds from an initial point by the 
specified step size in each coordinate direction. If the function value does not 
increased the step is considered successful. Otherwise the step is retracted and 
replaced by a step in the opposite direction which in turn is retained in depending 
upon whether it success or fails. When all N coordinates have been investigated, the 
exploration move is completed. The resulting point is termed a base point. 

5.2   Pattern Move 

A pattern move consists of a single step from the present base point along the line 
from the previous to the current base point.  

A new pattern point is calculated as: 

    xp
(k+1) = x(k) + (x(k) – x(k-1)) 

where, xp
(k+1) is temporary base point for a new exploratory move. 

If the result of this exploration move is a better point then the previous base point 
(xk) then this is accepted as the new base point x(k+1). If the exploratory move does not 
produce improvement, the pattern move is discarded and the search returns to x(k), 
where an exploratory search is undertaken to find a new pattern. 

Steps: 

Step 1: Starting pint x(0) 
 The increments ∆i for i=1,2,3, …, N 
 Step reduction factor α > 1 
 A termination parameter ε > 0 

Step 2: Perform exploratory search 
Step 3: Was exploratory search successful (i.e. was a lower point found) 

 If Yes go to step (1 ) 
Else continue 
Step 4: check for the termination ||∆|| < ε current pint approximation x0 

      ∆i = ∆i / α for i = 1,2,3, … , N 

  Go to step 2 

Step 1: Perform pattern move  

      xp
(k+1) = x(k) + (x(k) – x(k-1)) 

Step 2: Perform exploratory research using xp
(k+1) as the base point; let the result be 

x(k+1). 
Step 7: Is f(x(k+1)) < f(x(k)) ? 

 If Yes Set x(k-1) = x(k) 
  x(k) = x(k+1) go to step (1). 
 Else go to step (4) 
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Table 3. Optimized pulsed current MPAW Parameters 

Parameter Hooke & Jeeves Method Experimental 
Peak current(Amps) 7.2177 7 
Back current(Amps) 4.2177 4 

Pulse (no/sec) 44.3545 40 
Pulse width(%) 54.3545 50 

Maximum ultimate tensile 
strength(Mpa) 

844.3545 840 

 
From Table 3 it is understood that the values predicted by Hooke and Jeeves 

method and experimental values are very close to each other.  

6   Conclusions 

Empirical relation is developed to predict ultimate tensile strength of pulsed current 
micro plasma arc welded Inconel 625 nickel alloy using response surface method. The 
developed model can be effectively used to predict ultimate tensile strength of pulsed 
current micro plasma arc welded joints. From the contour plots, it is understood that 
peak current and pulse are the more sensitive to changes in ultimate tensile strength of 
the welded joint than back current and pulse width. From the experiments conducted 
it is observed that maximum ultimate tensile strength obtained is 840 Mpa for the 
input parameter combination of peak current of 7Amps, back current of 4 Amps, 
pulse of 40 pulses /sec and pulse width of 50%. From Hooke and Jeeves method the 
maximum value obtained is 844.3545 MPa for the input parameter combination of 
peak current of 7.2177Amps, back current of 4.2177 Amps, pulse of 44.3545pulses 
/sec and pulse width of 54.3545%.The values obtained experimentally and predicted 
by Hooke and Jeeves method are very close to each other.   
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Abstract. For the past decades, the advancement in the field of Image 
Processing has been paving a profound way in digital treatment of Human 
written data. Handwriting Recognition, a subset, is now a major research area to 
study as it is providing a mean for automatic processing of large volumes of 
data in reading and office automation. Intelligent word recognition systems 
which are used in processing important documents like bank cheques, old 
scripts are the need of the hour. Through this paper we present a new approach 
for Cursive word and Signature recognition. We propose Core-region detection 
technique which enables us to identify the crucial features of the hand written 
signatures by the extracting ‘Ascenders and Descenders’. Skew and Slant 
corrections, if needed, are performed as preprocessing steps. A significant 
reduction in computation complexity has been observed than the previous 
attempts of researchers in detection of core-region. 

1   Introduction 

Cursive word recognition is growing fast and getting more vital for the past six years. 
Our paper concentrates on Feature extraction (Extraction of ascenders and 
Descenders).This paper is a collective approach to demonstrate prominent 
Preprocessing techniques (Skew and Slant correction) and Feature Extraction. Each of 
the areas in a Word recognition system is dealt with great detail in many previous 
attempts but this paper is one of the few attempts which collectively deal with both 
Preprocessing and Feature Extraction.  

Many methods have been developed in an attempt to satisfy the need for Word 
recognition systems that exists in various applications like automatic reading of postal 
addresses and bank checks, processing- documents such as forms, etc. The typical 
modules of a Word recognition system are preprocessing, then a possible 
segmentation or fragmentation phase, feature extraction, the core of recognition, and 
post-processing. Preprocessing usually includes normalization, noise reduction, 
reference line finding, and either contour or skeleton tracing if necessary. The 
preprocessing starting point depends on the environment in which the system is 
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running. It may include external word segmentation (extraction) from a multi-word 
neighborhood and other various document processing techniques. Given a stand-alone 
word, a few normalization operations are performed, among which are: 

1. Skew correction: a rotation transformation that brings the word orientation 
parallel to the horizontal; 

2. Slant correction: a shear transformation that attempts to make all the 
vertical strokes erect; 

3. Smoothing: includes all different kinds of noise reduction. 
4. Scaling: invariance to size (used in rare cases only). 

Next, there is the Segmentation phase and its substitutes. In a segmentation process, in 
contrast with simple fragmentation or splitting into pieces, there is an attempt to split the 
word image into segments that relate to characters. Feature extraction process takes 
place next. When high resolution features are used, the extraction process is more 
sensitive to noise. The objective of this stage is to retrieve observations out of the word 
image. There are several classes of features. Segmentation-free methods use either raw 
features, which are pixel-wise like strokes, or global symbolic features such as 
ascenders, descenders, loops, etc. After the Recognition module has finished running, 
some methods use Post-processing techniques to improve the recognition results. 

As mentioned earlier through our paper we present our approach towards Feature 
Extraction .i.e. (Extraction of Ascenders and Descenders).The Skew and Slant 
corrected word images are processed to extract distinct features of the word. 
Ascenders and Descenders are very prominent features used by many of the word 
recognition techniques. An Ascender is the part of the word that extends above the top 
reference line of the word (Top Line) and Descender is that part of the word which 
extends below the bottom reference line (Base Line). The region between the Top line 
and the Base line is called ‘Core-region’. 

2   Related Work 

The cursive word recognition strategies reported in literature employ different 
methodologies for Preprocessing and Extraction of ascenders/descenders[1-2]. 
Bozinovic and Srihari [3] are the first who were succeeded in detecting the reference 
lines based on horizontal density histogram (popular as BSM).In order to find the 
actual core region lines their technique needed to evaluate lots of  heuristic rules[4]. 
Some alternative techniques were proposed in [5].Here, rather than using the density 
histogram, mere analysis of density distribution declined the influence of local 
strokes. However, the reason that the core-region was erroneously detected due to the 
fact that upper baseline and lower baseline were incorrectly set. This occurred due to 
presence of erratic characters and multiple characters that contained long horizontal 
strokes such as the letter “t”, “f”, “h” etc. in the string [9].A weighted average based 
combination of individual component slants to normalize a numeral string is proposed 
in [6]. A new de-skewing algorithm based on the entropy computation of the image is 
presented in [7]. Radon Transform based algorithms for skew and slant corrections 
are presented in [11]. The Radon transform of the image and its gradient is used to 
estimate the skew angle of the word image, long strokes and thier average angle for 
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the estimation of slant angle. Though Radon transform produce results, it suffers from 
high computation complexity. A Cellular Neural Network (CNN) based algorithm to 
detect lower and upper base lines of a word is presented in [13]. The ascenders and 
descenders are further located by detecting patches of the word images in regions 
above and below the upper and lower base lines in [12] and by using the outer contour 
of the line and height thresholds is presented in [14]. 

On the other hand, literature is abundant with several approaches to slant angle 
detection, which can be roughly divided into three groups. The first two groups deal 
with uniform slant correction while the third group deals with local slant correction. 
Bozinovic and Srihari, calculate slant angle by detecting near vertical strokes and 
taking the average angle of those as the shear angle. Later, several others such as Kim 
and Govindaraju [15];Vinciarelli and Luettin [7]; Shridar and Kimura [16]  have 
followed their lead, using different ways to select the strokes. For any given image, 
the text is sheared to discrete number of angles around the vertical orientation. For 
each of these images, the vertical projection profile is calculated; among them 
whichever has maximum variation is taken as the profile. In comparison to the other 
approaches this method is quite fast, but on the downside, it relies heavily on 
heuristics, hence is not very robust. In addition, the accuracy of such approaches 
requires accurate detection of the edges of the characters composing the word. The 
second approach evaluates a measure function of the image on a range of shear angles 
and selects the angle with highest value of the measure. Finally, the hybrid approach 
of Wigner-Ville distribution and projection profile technique was integrated in a 
complete image processing system [17]. Likewise, few more approaches are detailed 
in [8]. However, such methods are computationally heavy since multiple shear 
transformed word images corresponding to different angles in an interval have to be 
calculated in addition to the slant angle based on structure features of all characters. 

The third approach distinguishes itself from the first two by correcting the slant 
non-uniformly. The techniques above shear a word (or bigger units) uniformly, i.e. by 
a single angle, hence can never fully cope with variant-slanted words. The approaches 
presented in [10, 12] are used to handle local slant (non-uniform) by employing 
dynamic programming techniques. To apply different shear angles at different points 
within a word, one has to split the word up into intervals and shear each of those 
individually. To determine what intervals to take, and by what angle to shear over 
each interval, a criterion is optimized that evaluates the sequences of intervals and 
angles simultaneously. Such a method has a lot of potential, since it can cope with 
variant-slanted words. Indeed, the results are encouraging, but on the other hand, 
there are more robustness issues, as the algorithm has greater freedom to make errors 
within a word. Additionally, theoretical background and mathematical techniques are 
somewhat more demanding. Finally, an independent correction of each component is 
also not practicable, since this may produce distortions when broken characters are 
present in the string. 

Most of these methodologies use complex models of word images and transforms 
for achieving tilt corrections of the word and for extraction of ascenders and 
descenders. Keeping in view the merits and demerits of the previous attempts 
discussed above, we designed our approach to provide profitable results. In the next 
section, we will evaluate the approach in order to detect the core-region. In further  
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sections we described Skew- detection/correction; Slant detection/correction; Core- 
region detection in detail. Finally we will coin the merits of work and future work of 
our approach in the last section.  

3   Proposed Method 

3.1   Identification of Core Region  

Identification of Core Region for a given input signature involves identifying the 
featured crucial area within the given input signature or script. This entire process is 
organized into three categories depending on the functionality needed. 

1. Skew Estimation and Correction: At this step, we obtain the skew angle and 
correct the signature by this skew angle. The output of this step is to get the 
signature parallel to horizontal axis.  

 

                                Fig. 1(a). Image with Skew   Fig. 1(b). Skew Corrected image 

2. Slant Estimation and Correction: In this step, we obtain the slant angle and 
correct the signature by this slant angle. De-skewed image (Image free from 
skew) is given an input and signature parallel to vertical axis is obtained as 
output. 

 

 Fig. 2(a). Image with Slant  Fig. 2 (b). Slant Corrected image 

3. Extract Ascenders and Descenders: Here, we obtain the Top line and the 
Base line. The characters above the top line are called ‘Ascenders’ and those 
below the base line are called the ‘Descenders’. 

 
Fig. 3. Extraction of Ascenders and Descenders 
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The resultant Flow chart of the proposed method is an integration of above three 
procedures. The flow is as shown in the figure 4. 

 

 

Fig. 4. Flow chart depicting the Proposed Method 

4   Implementation 

4.1   Skew Detection and Correction 

1 ] First load the signature. Change the image to black and white format and thin 
the image. This is used to remove the noise, and to get the accurate values.  

2 ] Extract the number of foreground pixels. 
3 ] Move the signature to origin by using the co-ordinates of center of mass of 

the signature image. 
4 ] Calculate the minimum Eigen value of the matrix formed by using the new 

co-ordinates of the signature image. 
5 ] Calculate Skew angle using the Eigen vector. 

 ⎥⎦
⎤

⎢⎣
⎡= )2(

)1(
M

Mφ                                                                                       (1) 

Where φ  is the Skew angle; 

M is the image matrix; 
M(1) is the first element in the first row of the image matrix; 
M(2) is the first element in the second row of the image matrix. 

6 ] After Skew angle is found, Skew correction is performed by applying 
rotation transformation to every pixel (foreground) in the image. 

Input signature 

Detect Skew 

 Correct Skew 
If 

Skew? 

Detect Slant 

 
If 

 Slant? Correct Slant 

Extract Ascenders and 
Descenders 

YES 

NO 

YES 

NO 
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Fig.  5.  Signature given as an input      Fig. 6. Deskewed image obtained as output 

4.2   Slant Detection and Correction 

The Deskewed image obtained above is given as input to this algorithm. 

 

Fig. 7.  Illustration of Slant angle estimation  

1 ] Obtain the left most pixel value as P1=(x1, y1). 
2 ] Next get the first maxima from leftmost as P2=(x2, y2). 
3 ] Set the value of P3 =(x2, y1). 
4 ] Calculate the distance between P1 and P2.Let it be ‘d1’.  
5 ] Distance between P2 and P3 as ‘d2’. 
6 ] Find the slope ‘m’ between lines formed by joining P1, P2 and P2, P3. If m<0 

then k= -1 else k= 1 

7 ] Now Slant angle is calculated by using:       )/(sin 12
1 ddk −=θ (2) 

8 ] For every foreground pixel in the signature slant correction is performed by 
applying the transformation: 

)90tan(1 θ−−= yxx     and              yy =1                     (3) 

Fig. 8.  Plotting leftmost pixel   Fig. 9. Plotting Leftmost pixel from top 
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Fig. 10. Deslant image obtained as output  

4.3   Extraction of Ascenders and Descenders 

The Deskewed and Deslant image from the above processes is passed as an input to 
this process. The procedure is as follows:  

1 ] Initially obtain the number of foreground pixels in each row (ai).  
2 ] Now, obtain the middle line as the index value where there are maximum no 

of pixels (i.e.) mid= index of max (ai). 
3 ] Sort all the ai values and name this sorted list as aj  
4 ] Calculate third quantile Q3. 

Q3=aj,   j= [h x 3/4] 

The value of index (j) is 3/4 of the height of the image. We obtain the value in 
the aj   list with the above index value. We set this value as Q3. 

5 ] Trace number of pixels from first row to middle line. If the obtained pixel 
value is greater than or equal to Q3 the set this index value of the row as the 
Top line. 

6 ] Trace number of pixels from maximum height to middle line. If the obtained 
pixel value is greater than or equal to Q3 the set this index value of the row as 
the Baseline. 

  

Fig. 11. Extraction of Ascenders, Descenders 
and Core region Detection 

Fig. 12. Depiction of Ascenders, Descenders 
and Core- region

Thus we obtained the final output (i.e.) Feature extraction– Extraction of 
Ascenders and Descenders. 

5   Conclusion 

Through this paper we presented simple techniques for tilt correction and extraction of 
ascender/descender features from the word image. The algorithms for tilt- correction 
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and extraction of ascenders/ descenders have been implemented in MATLAB and are 
tested on a large sample of signature images. The performance of each of the tilt 
correction and ascender/descender extraction algorithms were evaluated by visual 
inspection of the results. Enhanced technique for core-region detection exhibits better 
results generally and particularly for erratic words. Simplicity of the proposed slant 
correction approach reduced computational complexity significantly. Hence, it avoided 
heavy experimental efforts required to find the optimal configuration of a parameter set. 
Moreover, long exploration of the parameter space is avoided.  

Few challenges remain during the treatment of words that include characters with 
different slants. Consequently, we are concentrating to update our approach to deal 
with non-uniform slanted words. 
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Abstract. In TDMA and FDMA each user is allocated a unique time and 
frequency slot. The capacity of these systems has a predefined value; therefore 
power control has no effect on capacity. In CDMA every mobile user is allowed 
to transmit on the full available spectrum simultaneously. In this the capacity is 
defined by the number of users that can be accommodated without losing 
acceptable QoS. The SIR of all users should not fall below a threshold, so 
power control in CDMA has a great impact on capacity. In this paper, a new BS 
Power Control algorithm is proposed for 2.5G network to achieve an average 
SIR for all users which is above a certain threshold. This algorithm is based on 
three-valued power update coefficients (≥5, between 2 and 5; and ≤2) and 
implemented for three static users of a cell at every epoch with 16 iterations for 
improving user capacity.  

Keywords: TDMA (Time Division Multiple Access), FDMA (Frequency 
Division Multiple Access), CDMA (Code Division Multiple Access), QoS 
(Quality of Service), SIR (Signal-to-Interference Ratio), BS (Base Station).  

1  Introduction 

Code Division Multiple Access (CDMA) is a type of a spread spectrum modulation 
technique [1], used in cellular system alternative to both Frequency Division Multiple 
Access (FDMA) and Time Division Multiple Access (TDMA). In FDMA strategies, 
the focus is on the frequency dimension. Here, the total bandwidth is divided into N 
narrowband frequency slots. So each user is allowed to communicate simultaneously 
by assigning the narrowband frequency slots. Since the total bandwidth subdivided 
into N frequency slots, only N users may be supported simultaneously. CDMA 
scheme allows multiple users to share the same frequency at all the time. Each user is 
identified by a code that is orthogonal to all other users since co-users are isolated by 
codes rather than frequencies.  

In order to meet the increasing demand of mobile subscribers for various services, 
in 2.5G, such as web browsing and e-mail, it is crucial to have higher capacity and 
more severe Quality of Service (QOS) requirement. The standard 2.5G technology 

2
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which uses CDMA is the General Packet Radio Service (GPRS) and Enhanced Data 
rates for GSM Evolution (EDGE). Unlike FDMA and TDMA, CDMA has a soft 
capacity. This means that there is no hard limit to how many users we can allow on 
the system. CDMA has an advantage of having more system capacity than the other 
multiple access schemes. The capacity in CDMA is defined by the number of users 
that are maintaining a Signal-to-Interference Ratio (SIR) above a predefined 
threshold. In these systems the SIR has a major effect on the capacity. Therefore 
transmission power control is necessary in CDMA to increase the capacity. When 
power control is not implemented, all mobiles transmit their signal with the same 
power without taking the consideration of the distance from the base station, in this 
case mobile users close to the base station will cause a high level of interference to the 
mobile users that are far away from the base station, this problem is known as the 
near-far effect. The improper power control in CDMA systems causes a reduction of 
capacity by 50% or more [2]. 

Power control manages the problems of near-far mentioned above by constantly 
controlling the received power of the mobiles and continuously adjusting it’s 
transmitting power in order to achieve the threshold SIR.  

Most of the practical power control algorithms present today require high number 
of iterations in order to reach required SIR among the mobile users. In this paper a 
new Base Station Power Control Algorithm is proposed based on the three-valued 
power update coefficients (≥5, between 2 and 5, and ≤2), to maintain an optimum SIR 
of all mobile users of 2.5G. This base station power control algorithm is implemented 
for three static mobile users of a cell at the CDMA base station with 16 iterations.  

2  Power Control 

Power control is simply the technique of controlling the mobile user power so as to 
affect the base station received power and hence the overall SIR. With appropriate 
power control, the CDMA offers high capacity in comparison to FDMA and TDMA. 
Since CDMA systems do not have time or frequency restriction among users. Each 
user changes its access to the resources by adapting its transmitting power. Therefore 
power control is a significant design problem in CDMA. 

The concept of power control method is to compare the received power of each 
signal with a threshold. When the received power of user is below the threshold the 
receiver requests that the transmitter increase its output power and vice versa. There 
are two major classes of power control algorithms [3]. 

•    Centralized Power Control 
•    Distributed Power Control 

In centralized power control, a network center can simultaneously compute the 
optimal power levels for all users in the network. However it requires measurement of 
all the link gains and the communication overhead between a network center and base 
stations. Since all calculations done at the network center, the complexity and delay in 
these systems is too high for practical systems. 
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In distributed power control, the power calculations are done within the cells by 
determining the transmitter power of users. The delay and complexity are much lower 
and more scalable as compared with the centralized power control. So distributed 
power control is more suitable for practical applications. The algorithm proposed in 
this paper is a distributed power control algorithm. 

3  Power Control Techniques 

There are three techniques used for power control. They are; Slow Power Control, 
Open Loop Power Control and Closed Loop Power Control. 

The Slow power control is used for the downlink. With this method the BS 
periodically decreases its transmitter power until it receives a request from a mobile 
station. Every mobile station measures the errors in each signal. When the error rate 
reaches a threshold, the mobile station requests extra power from the BS, thus 
maintains the power optimization [7].  

In Open loop power control at the mobile user, the mobile user senses the received 
signal strength of the pilot signal and can adjust it’s transmit power based on that. If 
the signal level of the pilot signal is very strong, it can be assumed that the mobile 
user is very close to the base station. Therefore, the mobile user transmit power level 
should be reduced. At base station, the base station decreases it’s transmit power level 
gradually and waits to receive the error rate message from the mobile user. If the error 
rate is beyond a specified level, the base station increases its transmit power level on 
the corresponding channel.  

The closed loop power control involves both uplink and down link [4]. This power 
control compensates for the variations in power over time and consists of inner and 
outer loops. In the inner loop, the base station measures the SIR of each user and 
compares it with a threshold. Mobile stations change their transmission power 
according to control commands from the base station. The outer loop is executed after 
16 iterations of the inner loop. In this loop the desired SIR is adjusted in order to 
achieve the threshold. The characteristics of a better power control algorithm are to 
have a low overhead, a rapid handoff and no additional hardware requirement. 

4  Power Control Algorithm in CDMA 

Because of non-uniform distribution of users in CDMA, different QOS is delivered to 
users in different regions. For maintaining the same QOS among the users in the 
network, the transmitter power control should be applied. In addition to power control 
the user distribution in the cell is approximately equal. 

Previous power control approaches in CDMA system assumed that only one 
antenna and matched filter receivers are being used at the base stations and each user 
employs an SIR based power update where the user’s power is multiplied by the ratio 
of its target SIR to its current SIR. i.e., for user ‘i’, the update is  
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Where )(mPi
and )( miξ are the power and SIR of user ‘i’ at iteration (m) and *

iξ is 

the SIR target of user ‘i’. 
Sato and Takeo [5] introduced an algorithm based on the measurement of all user 

SIRs and the mean SIR. By adjusting the pilot signal power and the minimum 
acceptable power of the received signal, the difference between the SIRs of all users 
in the network was decreased. 

In the Hanly algorithm [6] the distribution of the mobile stations among cells was 
determined in order to minimize the required transmit power of the mobile stations.  

These algorithms have the following disadvantages: 

• High overhead required maintaining the minimum transmission power. 
• More number of periodic calculations is required for each mobile station. 
• The algorithm leads to equal SIRs in all the cells but there is no guarantee 

that the desired SIR is achieved. 

A new base station power control algorithm is proposed in this paper to obtain the 
optimum power control in a CDMA system of 2.5G users. This is a distributed 
algorithm in which the required calculations are done in parallel at all BSs in the 
network. The algorithm proposed here is superior because no additional hardware is 
required in the system to obtain the power control. In this algorithm a three-valued 
power update coefficient is used and the power is estimated at the base station with 16 
iterations.  

In this paper the algorithm is implemented for 3 static users of a cell; the base 
station measures the SIR of mobile users and compares it to the average SIR. In this 
case mobile users close to the base station will have a high SIR as compared to the 
mobile users that are far away from the base station. The power control is obtained 
among the users such that, if the SIR of the mobile user is less than the average SIR, 
the base station commands the mobile user to increase its transmit power and if the 
SIR of the mobile user is greater than the average SIR, the base station commands the 
mobile user to decrease it’s transmit power. 

The steps involved in the proposed algorithm are: 

Step1: Calculation of SIR of the three mobile users in the cell. The SIR is calculated 
from the formula, 

)()()( dBWPdBWPdBSIR nr −=  (2) 

Step2: Calculation of the average SIR of the mobile users at the base station. 

Step3: Comparison of SIR of the mobile user with the average SIR. If the SIR of 
mobile user is below or above the average SIR, the transmission power of the mobile 
user is updated using the formula 

)]()()[()()1( mSIRmSIRmxmPmP kavjkkk −+=+  (3) 

where, m is the number of iterations, )(mPk
is the power of the kth mobile user in the 

jth cell at the mth iteration, )1( +mPk
is the power of the kth mobile user in the (m+1)th 

iteration, )(mSIR avj
is the average SIR of the mobile users in the jth cell. )(mSIR k



 A New CDMA Based 2.5G Network Base Station Power Control Algorithm 367 

is the SIR of kth mobile user and )(mxk
is the  three-valued power update coefficient 

of the kth user at mth iteration.  
The power update coefficient )(mxk

 is given by 
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The values of x1, x2 and x3 are used here are 0.5, 0.25 and 0.125 respectively. 

Step 4: Calculation of the updated transmission power of the mobile user at the end of 
the 16th iteration. 

5  Results and Discussion 

The three static mobile users; userA, userB and userC, with a distance of d1, d2 and d3 
from the base station, are assumed. The relation between the distance of the mobile 
users is d3<d1<d2. The noise power of all the three users is assumed as -71.76 dBW. 
The received power of UserA, UserB and UserC at the base station is - 60 dBW, - 64 
dBW and - 57 dBW respectively.  

From equation (2), the SIR of userA is 15, the SIR of userB is 6 and the SIR of 
userC is 30. The average SIR (SIRavg) of the users in the cell is 17. The transmit 
power of the mobile users is calculated for 5th, 10th and 16th iteration. 

User A: The SIR of the userA is ‘15’, which is less than the average SIR. Then
2)()( =− mSIRmSIR kavj

; therefore from equation (4) the update coefficient is

125.03 =x .  

The transmit power of userA at the end of the 5th iteration is calculated as, 

dBWmPk 03.59]2[125.0560)1( −==×+−=+  

The transmit power of userA at the end of the 10th iteration is calculated as, 

dBWmPk 02.56]2[125.01060)1( −==×+−=+  

The transmit power of userA at the end of the 16th iteration is calculated as, 

dBWmPk 98.53]2[125.01660)1( −==×+−=+  

User B: The SIR of the userB is ‘6’, which is less than the average SIR. Then
11)()( =− mSIRmSIR kavj

; therefore from equation (4) the update coefficient is

5.01 =x .  

The transmit power of userB at the end of the 5th iteration is calculated as, 

dBWmPk 6.49]11[5.0564)1( −=×+−=+  
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The transmit power of userB at the end of the 10th iteration is calculated as, 

dBWzmPk 6.46]11[5.01064)1( −=×+−=+  

The transmit power of userB at the end of the 16th iteration is calculated as, 

dBWmPk 55.44]11[5.01664)1( −=×+−=+  

User C: The SIR of the userC is ‘30’, which is greater than the average SIR. Then
13)()( =− mSIRmSIR kavj

; therefore from equation (4) the update coefficient is

5.01 =x .  

The transmit power of userC at the end of the 5th iteration is calculated as, 

dBWmPk 72]13[5.0557)1( −=−×+−=+  

The transmit power of userC at the end of the 10th iteration is calculated as, 

dBWmPk 13.75]13[5.01057)1( −=−×+−=+  

The transmit power of userC at the end of the 16th iteration is calculated as, 

dBWmPk 17.77]13[5.01657)1( −=−×+−=+  

The received power of UserA, UserB and UserC at different iterations is summarized 
in table 1. 

Table 1. The updated transmit powers of mobile users A, B and C at different iterations 

Parameter Mobile 
UserA 

Mobile 
UserB 

Mobile 
UserC 

Initial Power of the 
mobile user at BS 

-60 dBW -64 dBW -57 dBW 

Updated Power at the 
end of 5th iteration -59.03 dBW -49.6 dBW -72 dBW 

Updated Power at the 
end of 10th iteration -56.02 dBW -46.6 dBW -75.13 dBW 

Updated Power at the 
end of 16th iteration 

-53.98 dBW -44.55 dBW -77.17 dBW 

 
The SIR of mobile userA and userB are below the average SIR and far away from 

the base station as compared to UserC. Therefore received power of userA and userB 
is increased to -53.98 dBW and -44.55 dBW respectively. Whereas the SIR of mobile 
userC is above the average SIR and nearer to the base station as compared to user A 
and userB, therefore the received power is decreased to -77.17 dBW. These power 
changes should lead to equal SIR for three users in the cell. The Figures 1, 2 and 3 
shows the power changes of userA, userB and userC respectively with respect to 
different power control iterations.  
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Fig. 1. Updated received Power of UserA 

 

Fig. 2. Updated received Power of UserB 

 

Fig. 3. Updated received Power of UserC 
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6  Conclusion 

The 2.5G network which uses CDMA technology has the advantage of higher 
capacity and good Quality of Service (QOS) over GSM. Because of non-uniform 
traffic in CDMA, mobiles users closer to the base station causes a high interference to 
the mobile users far away from the base station. This causes noise and cancellation of 
signals in most adversary conditions which leads to decrease in capacity. In this paper 
a new base station power control algorithm is proposed to improve the user capacity, 
by optimizing the SIR of the mobile users in network. The proposed algorithm is 
based on a three-valued power update coefficients (≥5, between 2 and 5 and ≤2) with 
16 iterations. In this paper three static users A, B and C are assumed in a cell with 
different distances from the base station. The updated received power of each mobile 
user is calculated at the end of 5th, 10th and 16th iteration and shown in the figures for 
16 iterations. The SIR of mobile userA and userB is considered below the average 
value, so the power of these mobile users is increased to -53.98 dBW and -44.55 dBW 
from -60 dBW and -64 dBW; and the SIR of mobile userC is assumed above the 
average therefore the power of the user is decreased to -77.17 dBW from -57 dBW, to 
maintain an equal SIR among the users in the cell. Hence the SIR of the three users is 
optimized to the threshold SIR with the proposed new base station power control 
algorithm. 
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Abstract. MANETs have emerged as a promising new technology due to their 
infrastructure-less mode of operation and rapid deployability. In order to 
facilitate the users with the huge pool of resources together with the global 
services and applications available from the Internet and for widening the 
coverage area of the MANET, there is a growing need to integrate the ad hoc 
networks to the Internet. However, due to the differences in the protocol 
architecture between MANET and Internet, we need gateways which act as 
bridges between them. The efficient discovery of gateway in hybrid network is 
considered as a critical and challenging task due to the scarcity of network 
resources. With increasing node speed and greater number of sources it 
becomes even more complex. In this paper, we have conducted a systematic 
simulation based performance study of the two major gateway discovery 
approaches using NS2 under different network scenarios. The performance 
analysis has been done on the basis of three metrics - packet delivery fraction, 
average end-to-end delay and normalized routing load. 

Keywords: Average end-to-end delay, gateway discovery approaches, Internet, 
Mobile ad hoc network, normalized routing load, packet delivery fraction, 
performance evaluation. 

1   Introduction 

With the increasing impact of Internet on our daily life and due to the huge influx of 
highly portable handheld devices such as smart mobile phones, laptops and personal 
digital assistants, there is a growing demand for the connectivity to the Internet while 
we are on the move. In order to provide the connectivity between these devices in the 
absence of any base station, mobile ad hoc networks (MANET) [1-8] have emerged 
as a hugely popular solution due to their fast setup capability and non-reliance on any 
infrastructure or centralized server. But due to the limited transmission range of the 
MANET nodes, the total area of coverage is often limited.  In order to access the huge 
collection of applications and services from the Internet and to widen the coverage 
area, there is a growing need to connect these ad hoc networks to the Internet. For this 
purpose we need Internet Gateways (IGW). There are mainly two types of gateway 
discovery approaches - proactive gateway discovery [9, 10] and reactive gateway 
discovery [11, 12]. 
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Fig. 1. Hybrid Network 

In this work, we have used the extended AODV reactive routing protocol to 
support the communication between the MANET [13] and the Internet and have 
studied the performance differentials of the two major gateway discovery approaches 
– proactive and reactive approaches under increasing node speed with varying number 
of sources using ns2 based simulation. 

The rest of the paper is organized as follows. Section 2 describes the literature 
study. Section 3 and section 4 details the simulation model and the key performance 
metrics respectively. The simulation results are presented and analyzed in section 5. 
Finally the conclusion has been summarized in the section 6.  The last section gives 
the references. 

2   Literature Study 

There are only few papers available in the literature on the connectivity of MANETs 
to Internet. 

Sun et al. [6.10] investigated the performance of the cooperation between AODV 
and Mobile IP. This interoperation enables the mobile nodes to connect to the 
Internet. AODV handles the route discovery and maintenance within the MANET. 
Mobile IP enables the MANET nodes to connect to the foreign agent and acquire the 
care of addresses. The foreign agent acts as the Internet Gateway (IGW). 

Broch et al. [6.11] presented an initial approach for integrating the MANET with 
Mobile IP and Internet using Dynamic Source Routing (DSR). In this work the notion 
of border routers was introduced. Each border router has two interfaces. DSR is used 
for the interface connected to the MANET, whereas the interface connected to the 
Internet uses the normal IP routing approach for handling packets coming in and out 
of the MANET. The nodes which are within the range of the foreign agents act as 
gateways between Internet and MANET. Foreign agents are discovered following the 
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reactive approach. They handle the packet forwarding between the MANET and 
Internet. 

Wakikawa et al. [6.12] in their work discussed how a MANET node can derive a 
globally routable IPv6 address based on the Neighbor Discovery Protocol (NDP) of 
IPv6. The mobile nodes use this address to connect to the Internet. In this paper two 
different gateway discovery approaches are designed.  The first one is periodic where 
the gateway floods the gateway advertisement (GWADV) messages at a certain time 
interval. In the second approach the mobile nodes reactively floods the gateway 
solicitation (GWSOL) messages. 

3   Simulation Model 

We have done our simulation based on ns-2.34 [14, 15]. Our main goal was to 
evaluate the performance of the two major gateway discovery approaches under a 
range of varying network conditions. The protocols have a send buffer of 64 packets. 
In order to prevent indefinite waiting for these data packets, the packets are dropped 
from the buffers when the waiting time exceeds 20 seconds. We have generated the 
movement scenario files using the setdest program which comes with the NS-2 
distribution. The total duration of our each simulation run is 800 seconds. We have 
varied our simulation with movement patterns for six different node speed: 5m/s, 
10m/s, 15m/s, 20m/s, 25m/s, 30m/s. In our simulation environment the MANET 
nodes use constant bit rate (CBR) traffic sources when they send data to the Internet 
domain. We have used two different communication patterns corresponding to 15 and 
25 sources. The complete list of simulation parameters is shown in Table 1. 

Table 1. Simulation Parameters 

Parameter Value 
Number of Mobile nodes 60 
Number of sources 15,25 
Number of gateways 2 

Number of hosts 2 

Transmission range 250 m 
Simulation time 800 s 
Topology size 1000 m X 600 m  

Source type  Constant bit rate 
Packet rate 5 packets/sec 
Packet size 512 bytes 

Pause time 100 seconds 
Node speed  5m/s, 10m/s, 15m/s, 20m/s,    

25m/s, 30m/s 
Mobility model Random way point 

Gateway discovery approaches Proactive and Reactive  
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3.1   Hybrid Scenario 

We have used a rectangular simulation area of 1000 m x 600 m. The simulation was 
performed with the first scenario of 60 mobile nodes among which 15 are sources, 2 
gateways, 2 routers and 2 hosts and the second scenario of 60 mobile nodes among 
which 25 are sources, 2 gateways, 2 routers and 2 hosts. For our hybrid network 
environment we have two gateways located at each side of the simulation area. In our 
two simulation scenarios, 15 and 25 mobile nodes respectively act as CBR sources. 

4   Performance Metrics 

We have primarily selected the following three parameters in order to study the 
performance comparison of the two gateway discovery approaches. 

Packet delivery fraction: This is defined as the ratio between the number of 
delivered packets and those generated by the constant bit rate (CBR) traffic sources. 
Average end-to-end delay: This is basically defined as the ratio between the 
summation of the time difference between the packet received time and the packet 
sent time and the summation of data packets received by all nodes. 
Normalized routing load: This is defined as the number of routing packets 
transmitted per data packet delivered at the destination.  

5   Simulation Results and Analysis 

In this section we have analyzed the performance differentials of the proactive and 
reactive gateway discovery approaches. 

5.1   Packet Delivery Fraction (PDF) Comparison 

From Figure 2 we observe that, at lower node speed, when the network topology 
remains relatively stable, the proactive approach shows better packet delivery 
performance than the reactive approach. At lower node mobility, once the routes are 
established in the proactive approach, they will remain available for a longer period of 
time. As all the nodes maintain routes to the gateways all the time, packet delivery 
can be performed smoothly without having to wait for the path setup time. This 
results in a better packet delivery performance of the proactive approach. In case of 
reactive approach, on the contrary, the nodes need not maintain the routes to the 
gateways all the time. Routes are determined in an on demand basis. When a source 
node in MANET wants to send a packet to a destination node in the Internet, 
thesource has to first discover the route to the gateway. During this time, no packet 
can be delivered and the packets waiting at the buffer are ultimately dropped when the 
maximum buffering time is exceeded. This results in lower packet delivery fraction of 
the reactive approach in comparison to the proactive approach. 
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Packet Delivery Fraction Vs. Node Speed
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Packet Delivery Fraction Vs. Node Speed
(For 25 sources)
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Fig. 2. Packet Delivery Fraction vs. Node Speed for 15 and 25 sources 

As the speed of the nodes increases, the network topology becomes highly 
dynamic and as a result, link breaks become more frequent. Due to the lack of 
available routes to the gateways, the nodes show deterioration in the packet delivery 
performance. The proactive approach, due to its periodic nature of operation, becomes 
less adaptive to this highly dynamic scenario. Once a route breaks, no new route to 
the gateway can be found until the next gateway discovery interval. This 
unavailability of routes causes greater number of packets to be dropped in comparison 
to the reactive approach which is more adaptable to this highly dynamic situation due 
to its on demand nature of operation.  

From the figure it can also be noticed that as the number of sources is increased, 
initially when the network topology remains relatively stable at lower node speed, the 
packet delivery fraction also gets better. This happens due to the fact that with lesser 
number of sources, the channel capacity is not fully utilized. Therefore, increasing the 
number of sources also increases the packet delivery ratio. However, when the node 
speed is increased more along with greater number of sources, this leads to congestion 
and reduced availability of the channel bandwidth for data transmission which 
ultimately reduces the packet delivery ratio. 

5.2   Average End-to-End Delay Comparison 

It can be observed form figure 3 that the average end-to-end delay is more with the 
reactive gateway discovery approach than the proactive gateway discovery approach. 
In the proactive approach, due to the periodic broadcast of gateway information at 
fixed intervals, route optimization takes place regularly. As a result, the nodes have 
access to fresher and shorter routes to the gateway. Moreover, routes to the gateways 
are maintained at all the nodes all the time. This instant availability of the fresher and 
shorter routes causes less delay in the delivery of the packets. In reactive approach, on 
the contrary, routes to the gateways are determined on demand and the gateway 
discovery precedes the actual delivery of the data packets. This initial path setup 
delays the delivery of the packets. 
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Avg. End-to-End Delay Vs. Node Speed 
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Avg. End-to-End Delay Vs. Node Speed 
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Fig. 3. Average End to End Delay vs. Node Speed for 15 and 25 Sources 

From the figure it is evident that the average end-to-end delay increases with 
greater number of sources and higher node speed for both the approaches. Changes in 
the network topology become more frequent as the speed of the nodes increases. This 
results in greater number of link breaks. This together with the greater number of 
sources necessitates the reactive gateway discovery process to be invoked more 
frequently in order to find new routes. The frequent invocation of the gateway 
discovery creates huge amount of control traffic. The data traffic to be delivered also 
becomes more with greater number of sources. This results in more collisions, further 
retransmissions and higher congestion in the network. Consequently, the route 
discovery latency increases due to the constrained channel. This in turn increases the 
average end-to-end delay. Also the control packets have higher priority over the data 
packets. Thus the data packets need to spend more time in the queue waiting for the 
huge volume of control packets to be delivered. This also increases the end-to-end 
delay in delivering the data packets. In case of proactive approach, due to higher 
speed of the nodes and frequent link breaks, routes become unavailable and nodes 
need to wait till the next gateway advertisement for new routes. Thus the delay 
increases depending upon the duration of the gateway advertisement interval.  

5.3   Normalized Routing Load Comparison 

From figure 4 we see that the normalized routing load is more in the proactive 
approach in comparison to the reactive approach. This is primarily due to the periodic 
broadcast of the gateway advertisement messages to all the mobile nodes in the 
network irrespective of whether the mobile nodes want them or not. This results in 
excessive flooding overhead. On the contrary, in the reactive approach, the gateway 
discovery is initiated in an on demand basis which results in comparatively less 
routing overhead.  

For the proactive approach, the normalized routing load remains almost constant 
for a particular advertisement interval irrespective of the changes in node speed. 
Whereas in case of the reactive approach, with increasing node speed, the gateway 
discoveries need to be invoked more often due to increase in the number of broken 
links.  Furthermore, as the reactive approach does not use route optimization until the 
route is broken and continues using longer and older routes, the chances of link breaks 
also increase. This further adds to the number of route discoveries which ultimately 
results in huge control traffic and subsequently higher normalized routing load.   
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Normalized Routing Load Vs. Node 
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Fig. 4. Normalized Routing Load vs. Node Speed for 15 and 25 Sources 

In case of reactive approach, with greater number of sources, the gateway 
discovery is invoked more often which significantly increases the volume of control 
overhead. Greater number of sources also creates congestion in the network due to 
higher volume of data and control traffic. This causes further collisions, more 
retransmissions and newer route discoveries. This further adds to the already 
increased control overhead which ultimately results in higher normalized routing load. 

From the figure it can be noticed that the normalized routing load is less with more 
number of sources in case of the proactive approach. This happens because, in the 
proactive approach, the amount of control overhead remains almost the same for a 
particular advertisement interval irrespective of the number of sources. But with 
greater number of sources the number of received data packets is more. This results in 
the reduced normalized routing load of the proactive approach.  

6   Conclusion 

In this paper we have carried out a detailed ns2 based simulation to study and analyze 
the performance differentials of the proactive and reactive gateway discovery 
approaches under different network scenarios. From the simulation results we see that 
at lower node speed, the proactive approach shows better packet delivery performance 
than the reactive approach mainly due to the instant availability of fresher and newer 
routes to the gateway all the time. On the other hand, with higher node speed, the 
proactive approach shows more deterioration in the packet delivery performance than 
the reactive approach mainly due to its less adaptability to the highly dynamic 
network topology. In terms of the average end-to-end delay, the proactive gateway 
discovery approach outperforms the reactive gateway discovery. Both the approaches 
suffer form greater average end-to-end delay when we increase the speed of the nodes 
and the numbers of sources. As far as normalized routing load is concerned, the 
reactive approach performs better than the proactive approach. In case of the 
proactive approach, the amount of control overhead remains almost constant for a 
particular advertisement interval irrespective of the node speed or the number of 
sources. With more number of sources, however, the number of received data packets 
increases for the proactive approach which accounts for its reduced normalized 
routing load. Whereas for the reactive approach, with faster node speed and greater 
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number of sources, the number of  gateway discoveries and as a result the amount of 
control traffic also increases, which ultimately results in higher normalized routing 
load. 
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Abstract. Speech compression, enhancement and recognition in noisy, 
reverberant conditions is a challenging task. In this paper a new approach to this 
problem, which is developed in the framework of probabilistic random 
modeling. speech coding techniques are  commonly used in low bit rate analysis 
and synthesis . Coding algorithms seek to minimize the bit rate in the digital 
representation of a signal without an objectionable loss of signal quality in the 
process. Speech enhancement aims to improve speech quality by using various 
algorithms This paper deals with multistage vector quantization technique used 
for coding of narrow band speech signals. The parameter used for coding of 
speech signals are the line spectral frequencies, so as to ensure filter stability 
after quantization. A new approach  incorporates the information about 
statistical random nature of  uncompressed speech signal using LBG algorithm 
.The code books used for quantization are generated by using Linde, Buzo and 
Gray(LBG) algorithm.  Speech model is characterized by LPC coefficients and 
parameterized by the coefficients of the reverberation filters The results of the 
multistage vector quantizer are compared with unconstrained vector 
quantization Technique. The performance of quantization is measured in terms 
of spectral distortion measured in dB, Computational complexity measured in 
KFlops and Memory Requirements measured in Floats. From the results it can 
be proved that multistage vector quantization is having better spectral distortion 
performance, less computational complexity and memory requirements when 
compared to unconstrained vector quantization. The proposed approach yields 
significantly estimating the parameters from the data ,  better performance in 
both signal to noise ratio and subjective filter methods   

Keywords: Linear predictive Coding, Multi stage vector quantization, Line  
Spectral Frequencies (LSF). 

1   Introduction  

The capability of speech compression has been central to the technologies of robust 
long-distance communication, high-quality speech storage, and message encryption. 
Compression continues to be a key technology in communications in spite of the 
promise of optical transmission media of relatively unlimited bandwidth. This is 
because of our continued and, in fact, increasing need to use band-limited media such 
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as radio and satellite links, and bit-rate-limited storage media such as CD-ROMs and 
silicon memories. Storage and archival of large volumes of spoken information makes 
speech compression essential even in the context of significant increases in the 
capacity of optical and solid-state memories.  

Speech has arguably been most important form of human communication. Since 
languages were first conceived over the ages, many forms of communication have 
been developed to convey information across a distance, but the relatively recent 
invention of the telephone has revalorized this process. The demand for efficient 
communication &data storage is continuously increasing. One example is the 
enormous growth in interest communication where image & video signals play an 
important role. Signal representation is one of the important factor in digital 
communication. Demand for mobile & convenient forms to communication has been 
an explosion in the use of cellular & satellite telephony, both of which has significant 
capacity constraints. The  purpose of speech coding research is to address the problem 
of accommodating more users over such limited capacity by coding speech before 
transmitting it across a network. As suggested by the research scholar   M.satya sai 
Ram [3][4]  

The advantages with coded speech signals are:  

  - Lower sensitivity to channel noise 
  - Easier to error-protect, encrypt, multiplex and packetize. 
  - Efficient transmission over bandwidth constrained channels due to lower bit rate. 

The quantization technique should have less computational and memory requirements 
and it should not result in suboptimal quantization performance intelligibility. Speech 
coders operating at low bit rates necessitate efficient encoding of linear predictive 
coding (LPC) coefficients. Line spectral frequencies  parameters are currently one of 
the most efficient choices of transmission parameters for the LPC coefficients. 

Multi Stage Vector Quantization can achieve very low encoding and storage 
complexity in comparison to unstructured vector quantization. However, the 
conventional MSVQ is suboptimal with respect to the overall performance measure. 
This paper proposes a new technology to design the decoder codebook, which is 
different from the encoder codebook to optimize the overall performance. The 
performance improvement is achieved with no effect on encoding complexity, both 
storage and time consuming, but a modest increase in storage complexity of decoder. 
Speech coding is the compression of speech (into a code) for transmission with 
speech codec’s that use audio signal processing and speech processes techniques. The 
aim of this paper is to provide a general review of MSVQ, and to compare its 
performance with unconstrained vector quantization technique and this compressed 
signal is therefore enhanced using enhancement techniques The practical limitations, 
Regarding computational complexity and memory requirements as a function of bit 
rate are discussed.  spectral distortion performance[6] of MSVQ is evaluated in LSF 
parameter quantization [7]-[9] for narrow band speech coding. The performance is 
evaluated by using the spectral distortion method. 

Speech enhancement is successful technique with many applications in the filed of 
speech recognition and speaker recognition.  
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Speech enhancement depends on environmental conditions and background noise. 
Reverberation effects are low when background noise level is low and the speaker is 
close to the microphone. Speech enhancement using spectral subtraction and noise 
cancelation can enhance the compressed speech signal and offer the satisfactory 
cancelation of the noise. spectral subtraction algorithms recover the speech signal of a 
given training sequence by subtracting the noise spectrum from the Signal spectrum, 
requiring a special treatment when the result is negative. Another example is the 
difficulty of combining algorithms that remove noise with algorithms that handle 
reverberation into a single system in a systematic manner. More recently, a new type 
of speech enhancement algorithms have started to emerge. These algorithms follow 
by taking a probabilistic modeling approach to the problem. In that approach, one 
starts by constructing a model for clean speech signals. 

2   Dimensions of Performance in Speech Compression 

Speech coders attempt to minimize the bit rate for transmission or storage of the 
signal while maintaining required levels of speech quality, communication delay, and 
complexity of implementation (power consumption). We will now provide brief 
descriptions of the above parameters of performance, with particular reference to 
speech.  

Speech Quality 

Speech quality is usually evaluated on a five-point scale, known as the mean-opinion 
score (MOS) scale, in speech quality testing---an average over a large number of 
speech data, speakers, and listeners. The five points of quality are: bad, poor, fair, 
good, and excellent. Quality scores of 3.5 or higher generally imply high levels of 
intelligibility, speaker recognition and naturalness.  

Bit Rate 

The coding efficiency is expressed in bits per second (bps).  

Communication Delay 

Speech coders often process speech in blocks and such processing introduces 
communication delay. Depending on the application, the permissible total delay could 
be as low as 1 msec, as in network telephony, or as high as 500 msec, as in video 
telephony. Communication delay is irrelevant for one-way communication, such as in 
voice mail.  

Complexity: The complexity of a coding algorithm is the processing effort required 
to implement the algorithm, and it is typically measured in terms of arithmetic 
capability and memory requirement, or equivalently in terms of cost. A large 
complexity can result in high power consumption in the hardware. 
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3   Multistage Vector Quantization   

Several techniques can be employed in calculating the codebooks in MSVQ design 
[3][4]. The simplest method is to train the codebooks sequentially. The codebook for  
the first stage is computed in a traditional manner using, e.g., GLA and the training  
data is quantized with the obtained one-stage vector quantizer. The resulting 
quantization error vectors are used as the training data for the second stage. This is  
repeated for all stages, with each new codebook trained using the error between the 
original and the reconstructed vectors including all the previous stages. 

The multi-stage vector quantizer is a type of product-code vector quantizer which 
reduces the complexity of a vector quantizer, but at the cost of lower performance. In 
2-stage vector quantization [4], the LPC parameter vector (in some suitable 
representation such as the LSF representation) is quantized by the first-stage vector 
quantizer and the error vector e (which is the difference between the input and output 
vectors of the first stage) is quantized by the second-stage vector quantizer. The final 
quantized version of the LPC vector is obtained by summing the outputs of the two 
stages. To minimize the complexity of the 2-stage vector quantizer, the bits available 
for LPC quantization are divided equally between the two stages.  

Selection of a proper distortion measure is the most important issue in the design and 
operation of a vector quantizer. Since the spectral distortion is used here for evaluating 
LPC quantization performance, ideally it should be used to design the vector quantizer. 
However, it is very difficult to design a vector quantizer using this distortion measure. 
Therefore, simpler distance measures (such as the Euclidean and the weighted 
Euclidean distance measures) between the original and quantized LPC parameter 
vectors (in some suitable representation such as the LSF representation) are used to 
design the LPC vector quantizer. To find the best LPC parametric representation for the 
Euclidean distance measure, the study of the 2-stage vector quantizer with the distance 
measure in the following three domains: the LSF domain, the arcsine reflection 
coefficient domain and the log-area ratio domain is done. The 2-stage vector quantizer 
performs better with the LSF representation than with the other two representations.  

The Euclidean distance measure used for vector quantization in the preceding 
section provides equal weights to individual components of the LSF vector, which 
obviously are not proportional to their spectral sensitivities. Paliwal and Atal have 
proposed a weighted Euclidean distance measure in the LSF domain which tries to 
assign weights to individual LSFs according to their spectral sensitivities. The 
weighted Euclidean distance measure between the test LSF vector f and the reference 
LSF vector is given by 

 

Fig. 1. Codebook generation for different stages of MSVQ 
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• Initially the codebook at the first stage is generated by using the Linde, Buzo and 
Gray (LBG) [10] algorithm with the training set as an input. 

• Secondly the training difference vectors are extracted by applying the training set 
and the codebook of the first stage to the quantizer. 

• Finally the training difference vectors are used to generate the codebook of the 
second stage. 

4   Complexity and Memory Requirements and Spectral Distortion  

Speech enhancement focuses on the suppression of additive background noise as 
additive noise is easier to deal with than convolutive noise or nonlinear disturbances.  

Speech enhancement is a very special case of signal estimation as speech is non-
stationary, and the human ear can not  judge. Therefore measurements of 
intelligibility and quality are required.  

 

Fig. 2. Speech Enhancement Model 

Thus the goal of speech enhancement is to find an optimal estimate. It makes use 
of the fact that power spectra of additive independent signals are also additive and 
that this property is approximately true for short-time estimates as well. Hence, in the 
case of stationary noise, it suffices to subtract the mean noise power to obtain a least 
squares estimate of the power spectrum. 

Power spectral subtraction is a minimum mean square estimator with little or no 
assumptions about the prior distributions for power spectral values of speech and 
noise. This is the underlying reason why ad hoc operations like clipping are 
necessary. Within the framework of spectral magnitude estimation two major 
improvements are: (i) modeling of realistic a priori statistical distributions of speech 
and noise spectral magnitude coefficients (ii) minimizing the estimation error in a 
domain which is perceptually more relevant than the power spectral domain (e.g., log 
magnitude domain) Minimum mean square error estimators (MMSEEs) have been 
developed under various assumptions such as Gaussian sample distributions, 
lognormal distribution of spectral magnitudes, etc. While improving on quality, these 
estimators tend to be complex and computationally demanding.  

5   Results 

The performance of quantization is measured in terms of Spectral distortion measured 
in dB, Computational complexity measured in Kflops and Memory Requirements 
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measured in Floats. Tables 1,2 and 3 shows the spectral distortion(dB), computational 
complexities (Kflops/frame) and memory requirements (floats) at various bit rates for 
unconstrained and three stage multistage vector quantizer. From Table-1 it is 
observed that MSVQ has better spectral distortion performance. From Table-2 & 3 it 
is observed that MSVQ has less computational complexities and memory 
requirements when compared to unconstrained vector quantization Technique   The 
code books used for quantization are generated by using Linde, Buzo and Gray(LBG) 
algorithm. It is observed from  Table-1, 2 & 3 that  as the number of bits/frame 
decreases ,the complexity and memory requirements are also decreased but the 
spectral distortion has increased and transparency in quantization is achieved at 24 
bits/frame.   

Table 1. Spectral Distortion for MSVQ Table 2. Complexity, and Memory 
requirements for unconstrained vector 
quantization 

Bits / frame SD(dB) 2-4 dB >4dB 

  24(8+8+8) 0.984 1.38 0 

 23(7+8+8) 1.238 1.2 0.1 

22(7+7+8) 1.345 0.85 0.13 

21(7+7+7) 1.4 1.08 0.3 

 

Bits/Frame Complexity 
(k-flops 
/frame) 

ROM(floats) 

24 671088.639 167772160 

23 335544.319 83886080 

22 167772.159 41943040 

21 83886.079 20971520 

20 41943.039 10485760 

19 20971.519 5242880 

18 10485.759 2621440 

Table 3. Complexity and Memory 
Requirements for multi stage vector
quantization  

Bits / frame 
Complexity 

(k-flops/frame) 

ROM 

(floats) 

24(8+8+8) 30.717 7680

23(7+8+8) 25.597 6400

22(7+7+8) 20.477 5120

21(7+7+7) 15.357 3840

20(6+7+7) 12.797 3200

19(6+6+7) 10.237 2560

18(6+6+6) 7.677 1920
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Fig. 3. unconstrained vector quantized speech 
signal 
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Fig. 4. MSVQ OUTPUT USING 24-BITS Fig. 5. MSVQ OUTPUT USING 22-BITS      
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Fig. 6. MSVQ OUTPUT USING 23-BITS   Fig. 7. MSVQ OUTPUT USING 21-BITS  

6   Conclusions and Future Work 

Speech coding is a method of reducing the amount of information required to 
represent a speech signal. In this paper two methods of speech coding techniques i.e. 
unconstrained vector quantization and multi stage vector quantization are analyzed. 
From results it can be concluded that Multi Stage Vector Quantization is having the 
less computational complexity & memory requirement when compared to 
unconstrained vector quantization. But the Spectral distortion performance of the 
Multi Stage Vector Quantizer is better when compared to unconstrained Vector 
Quantizer. The decreasing computational complexity & memory requirement with 
multi stage Vector Quantizer is due to less availability of bits at each stage of 
quantizer.  It may be expected that the use of more complex models, borrowed from 
speech recognition work, will take us even further. This line of work is promising 
from a quality point of view but implies much greater computational complexity as 
well. At the same time these models may have problems in dealing with events that 
did not occur during the training phase.  

The proposed research work for speech enhancement in noisy, reverberant 
situations, based on probabilistic random modeling  focused on improvement of SNR 
and  filtering of background noise . Extension this research work can include handling 
of multi speaker environment and estimation of speech signal in non stationary 
situations. 
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Emission Constrained Economic Dispatch Using  
Logistic Map Adaptive Differential Evolution  
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Abstract. A novel adaptive differential evolution based algorithm for solving 
emission constrained economic dispatch (ECED) problem is presented in this 
paper. The key factor for successful operation DE is the proper selection of user 
defined parameters. Choosing suitable values of parameters are difficult for DE, 
which is usually a problem-dependent task. Unfortunately, there is no fix rule 
for selection of parameters. The trial-and-error method adopted generally for 
tuning the parameters in DE requires multiple optimization runs. Even this 
method can not guarantee optimal results every time and sometimes it may lead 
to premature convergence. The proposed method combines differential 
evolution with chaos theory for self adaptation of DE parameters. The 
performance of the proposed method is demonstrated on a sample test system.  
The results of the proposed method are compared with other methods. It is 
found that the results obtained by the proposed method are superior in terms of 
fuel cost, emission output and losses. 

1   Introduction 

The main objective of Economic Load Dispatch (ELD) of electric power generation is 
to schedule the committed generating units so as to meet the load demand at 
minimum operating cost while satisfying all unit and system equality and inequality 
constraints. There is a growing need from the society for adequate and secure supply 
of electricity not only at the cheapest rate, but also at minimum level of emission. 
Several methods to reduce the atmospheric emissions have been proposed and 
discussed by many researchers. They include switching to fuels with low emission 
potential, installing post-combustion cleaning system e.g. electrostatic precipitators, 
replacement of the aged fuel-burners with cleaner ones, and reallocation of loads to 
generators with low emission coefficients. The first two methods involve considerable 
amount of capital investment and hence, can be termed as long term options. The 
third method is an attractive short- term alternative and requires only minor 
modification of dispatching programs to include emissions. By proper load allocation 
among the various generating units of the plants, the harmful effects of the emission 
of particulate and gaseous pollutants from power stations, particularly from thermal 
power stations, can be reduced.  

Several methods to reduce the atmospheric emissions have been proposed and 
discussed [1] by many researchers. An earlier attempt on solving minimum emission 
dispatch problem was taken up by Gent et al. [2]. In recent times, different heuristic 

2
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techniques have been applied to solve these complicated problems. Some of these 
method include back-propagation neural network [3], evolutionary algorithm [4], new 
recursive technique [5], bio-geography based optimization technique [6] etc.    

Differential Evolution (DE) is one of the most recent population-based techniques. 
DE was originally proposed by Storn and Price in 1995 [7] as a heuristic method for 
minimizing nonlinear and non differentiable continuous space functions. This paper 
proposes a novel adaptive differential evolution technique using chaos theory to solve 
the problem of emission constrained economic dispatch (ECED). The feasibility of 
the proposed method is demonstrated on a sample test system. The results have been 
compared with other evolutionary methods and it is found that it can produce 
comparable results. 

2   Problem Description  

In this section, we describe the problem formulation for emission constrained 
economic dispatch (ECED). 

2.1   Economic Dispatch  

The primary objective of ELD problem is to minimize the total fuel cost of the 
generating units and to meet the system demand under several operating constraints. 
Thus, the problem may be described as the minimization of the total fuel cost as 
defined by (1)   

( ))( 2

1

iiii

n

i

ig cPbPaPFC ++=∑
=                                         (1)

 

where, )P(FC g is  total fuel cost of generation in the system ($/hr), iii c,b,a  are the  

fuel cost coefficients of the i th generating unit, iP  is the  power generated by the i th 

unit  and  n is the    number of thermal units 
The cost is minimized with the following generator capacities and active power 

balance constraints. 
max,min, iii PPP ≤≤

                                                 (2)
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where, min,iP  is the  minimum power generation by i th unit, max,iP is the maximum 

power generation by i th unit, DP  is the   total power demand and LP is the  total 

transmission loss. 
The transmission loss LP  can be calculated by using B matrix and is defined by (4) 
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where, ijB ’s are the elements of  loss coefficient matrix B. 
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2.2    Emission Dispatch 

The emission dispatch problem can be described as the optimization (minimization) 
of total amount of emission release defined by (5). 

( ))(
1

2∑
=

++=
n

i

iiiiig PPPEC γβα
                                        (5)

 

where, )( gPEC is the  total  amount of emission (lb/hr) and iii γβα ,,   are the 

emission coefficients of the i th unit. 

2.2    Emission Constrained Economic Dispatch (ECED) 

The economic dispatch and emission dispatch are two different problems. Emission 
dispatch can be included in conventional economic load dispatch problems by the 
addition of emission cost to the normal dispatch. The bi-objective problem of 
emission constrained economic dispatch (ECED) can be converted into single 
objective optimization problem by introducing a price penalty factor h  [3] as follows: 

                Minimize )()( gg PEChPFCTC ∗+=                                      (6) 

where, TC  is the  total operational cost of the system subject to the constraints 
defined by (2) and (3).  

Now, for a trade off between fuel cost and emission cost (6) can be revised as (7) 
Minimize  

)(*)( 21 gg PEChwPFCwTC ∗+∗=
                                            (7)

 

where, 1w  and 2w are weight factors and (i)  11 =w and 02 =w   for pure economic 

dispatch (ii) 01 =w and 12 =w  for pure emission dispatch (iii) 121 == ww for 

emission constrained economic dispatch. The price penalty factor h can be found out 
by a practical method as discussed by Kulkarni et al [3].    

3   Brief Overview of Differential Evolution   

DE or Differential Evolution belongs to the class of evolutionary algorithms [7] that 
include Evolution Strategies (ES) and conventional genetic algorithms (GA). DE is a 
scheme by which it generates the trial vectors from a set of initial populations. In each 
step, DE mutates vectors by adding weighted random vector differentials to them. If 
the fitness of the trial vector is better than that of the target vector, the trial vector 
replaces the target vector in the next generation.   

DE offers several strategies for optimization. The version used here is the 
DE/rand/1/bin, which is described by the following steps.  

3.1   Initialization   

The optimization process in DE is carried with four basic operations: initialization, 
mutation, crossover and selection. The algorithm starts by creating a population 
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vector P of size NP composed of individuals that evolve over G generation. Each 
individual Xi is a vector that contains as many elements as the problem decision 
variable. Thus,  

[ ].,,......... )()()( G
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                                      (9)
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The initial population is chosen randomly in order to cover the entire searching region 
uniformly as follows.   

( )minmaxmin)0(
, jjjjij XXXX −+= σ

                                    (11)
 

where  PNi ...........,.........1=  and  Dj ...........,.........1= ;  

Here D is the number of decision or control variables, min
jX  and max

jX  are the lower 

and upper limits of the j the decision variables and [ ]1,0∈jσ  is a uniformly 

distributed random number generated anew for each value of j.  )0(
, ijX  is the j th 

parameter of the  i th individual of the initial population. 

3.2   Mutation Operation  

Several strategies of mutation have been introduced in the literature of DE [7]. The 
mutation operator creates mutant vectors ( )iV  by perturbing a randomly selected 

vector ( )kX  with the difference of two other randomly selected vectors ( )ml XandX  

according to:  
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where kX , lX  and mX  are randomly chosen vectors [ ]PN...,..........,.........1∈  and 

.imlk ≠≠≠   The mutation factor mf  that lies within [0, 2] is a user chosen parameter 

used to control the perturbation size in the mutation operator and to avoid search 
stagnation. 

3.3   Crossover Operation 

In order to extend further diversity in the searching process, crossover operation is 
performed. The crossover operation generates trial vectors ( )iU  by mixing the 

parameter of the mutant vectors with the target vectors according to: 
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where PNi .........,,.........1=  and Dj ........,,.........1= ;  jη  is a uniformly distributed random 

number within  [0, 1] generated anew for each value of j. The crossover factor 
[ ]1,0∈RC  is a user chosen parameter that controls the diversity of the population. 

)(
,
G
ijX , )(

,
G
ijV  and  )(

,
G
ijU  are the j th parameter of the i th target vector, mutant vector 

and trial vector at G generation respectively.  

3.4   Selection Operation  

Selection is the operation through which better offspring are generated. The 
evaluation (fitness) function of an offspring is compared to that of its parent. Thus, if 
f denotes the cost (fitness) function under optimization (minimization), then 

selection process can be described as 
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The optimization process is repeated for several generations. The iterative process of 
mutation, crossover and selection on the population will continue until a user-
specified stopping criterion, normally, the maximum number of generations allowed, 
is met.  

4   Hybrid Differential Evolution Using Chaos Theory  

Optimization algorithms based on chaos theory are stochastic search methodologies 
and are different from the existing evolutionary algorithms. Evolutionary algorithms 
use the concepts of bio-inspired genetics and natural evolution. On the other hand, 
optimization techniques using chaos theory based on ergodicity, stochastic properties, 
and irregularity. Chaotic sequences display an unpredictable long-term behavior due 
to their sensitiveness to initial conditions [8]. This feature can be utilized to track the 
chaotic variable as it travels ergodically over the searching space. This paper utilizes 
chaotic sequence for automatic adjustment of DE parameters. This helps to escape 
from local minima and improves global convergence. 

One of the simplest dynamic systems evidencing chaotic behavior is the iterator 
called the logistic map [9] and can be described by the following equation.   

( ) ( ) ( )[ ] ( )15111 −−⋅−⋅= tytyty μ  

where t is the sample and µ is control parameter, 40 ≤≤ μ .  

The behavior of the system described by (15) is greatly changed with the variation 
of µ.  The value of µ determines whether y stabilizes at a constant size, oscillates 
between a limited sequence of sizes, or behaves chaotically in an unpredictable  
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pattern.  Equation (15) is deterministic displaying chaotic dynamics when 
4=μ and ( ) { }1,75.0,5.0,25.0,00 ∉y . In this case, y(t) is distributed in the range of 

(0,1) provided the initial . ( ) ( )1,00 ∈y . 

The values of the parameters mutation factor (fm) and cross over ratio (CR) can be 
modified using (16)and (17) as follows: 

( ) ( ) ( )[ ]111 −−⋅−⋅= GfGfGf mmm μ                                 (16) 

( ) ( ) ( )[ ]111 −−⋅−⋅= GCGCGC RRR μ                               (17) 

where G is the current iteration number. 

5   Results and Discussions  

The proposed method has been applied to a six-generator test system to verify its 
effectiveness.  

The cost coefficients, generation limits and emission coefficients, valve point 
coefficients are derived from [6], [10]. The population size NP = 60, the initial 
mutation factor fm = 0.55 and the crossover factor CR = 0.80 are considered for the 
study. Maximum iteration number is set at 300.  

Table 1. Solution for Six-Generator System – Economic Dispatch and Emission Dispatch  

Unit (MW) Economic Dispatch Emission Dispatch 
Demand (MW) Demand(MW) 

500 900 500 900 
P1 (MW) 35.50 125.00 37.58 125.00 
P2 (MW) 15.00 62.01 55.47 113.98 
P3 (MW) 80.50 75.71 84.36 126.71 
P4 (MW) 90.30 140.73 68.78 152.36 
P5 (MW) 115.00 322.05 130.39 249.15 
P6 (MW) 179.70 220.32 141.27 193.21 

Total Generation (MW) 516.50 945.83 517.85 960.42 
Losses (MW) 16.50 45.83 17.85 60.41 
CPU Time (Sec). 4.78 23.82 4.65 35.29 
Iterations    300 300 300 300 
Fuel Cost (Rs./hr) 27890.00 49493.00 28338.00 51010.00 

Emission Output (Kg/hr) 282.78 817.93 272.23 740.39 

The problem is first solved as a pure economic dispatch problem with and then 
pure emission dispatch problem. Results are shown in Table 1. Finally emission 
constrained economic dispatch (ECED) problem and results are shown in Table 2 for 
the demand of 500 MW and 900 MW.  The randomness of the proposed method has 
been verified by testing with same demand for several times. 
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Table 2. Solution For Six-Generator system – Emission constrained Economic Dispatch 
(ECED) 

Unit (MW) Demand (MW) 
500 900 

P1 (MW) 46.82 100.00 
P2 (MW) 35.75 98.76 
P3 (MW) 94.46 123.41 
P4 (MW) 53.32 128.56 
P5 (MW) 140.39 269.14 
P6 (MW) 146.27 231.34 
Total Generation (MW) 517.01 951.21 
Losses (MW) 17.01 51.21 
CPU Time (Sec). 4.81 37.61 
Iterations    300 300 
Fuel Cost (Rs./hr) 28149.00 49532.00 
Emission Output (Kg/hr) 279.55 746.21 

The success rate of the proposed method in finding the global solution is found to 
be almost 100%.  It is noted that CPU time is almost same for a particular demand for 
all the cases of ELD, ELD and ECED.  

Table 3. Comparison of results by different methods for ECED  

Demand (MW) Methods Fuel Cost (Rs./hr) Emission (Kg/hr) 
500 NR [10] 28550.15 312.513 

FCGA [10] 28231.06 304.90 
NSGA [10] 28291.11 284.362 
BBO [6] 28318.50 279.30 
Proposed Method 28149.00 279.55 

900 NR [10] 50807.24 864.06 
FCGA[10]  49674.28 850.29 
NSGA [10] 50126.05 784.69 
BBO [6] 50297.27 765.08 
Proposed Method 49532.00 746.21 

The performance of the proposed method is compared with Newton-Raphson, 
fuzzy controlled genetic algorithm (FCGA) method [10], NSGA and BBO method 
[6]. The results are shown in Table 3.  It is observed that proposed DE based method 
can provide better results compared with other classical as well as modern population 
based heuristic methods in terms of fuel cost and emission release. 

6   Conclusion 

Environmental concern is one of the important issues in the operation of present day 
power systems. In this paper we have successfully implemented a novel adaptive DE 
based optimization technique to solve emission constrained economic dispatch ECED 
problems with equality as well as non-equality constraints. The results of the 
proposed method based on DE are compared with fuzzy controlled genetic algorithm 
(FCGA), Newton-Raphson method and bio-geography based optimization technique 
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for six-generator system. It has been seen that proposed method provides better result 
in terms of fuel cost, emission output and losses. It is also noted that computation time 
is considerably reduced in comparison with other methods. 
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Abstract. This paper proposes an efficient switching median filter to restore dig-
ital images corrupted by high density of random valued impulse noises. The noise
detection is performed using all neighbor directional weighted pixels in the 5 x
5 window. Arithmetic absolute differences and intensity of the center pixel is
compared with other pixels in the test window to define a noisy pixel. To restore
the noisy pixel variable window based median filtering has been done. Particle
swarm optimization(PSO), a recent stochastic global optimization technique has
been adopted to obtain best fitted parameters of the proposed detection and fil-
tering operators. Simulation results, conducted on a variety of gray scale images
clearly exhibit that the proposed operator obtains better results compared to ex-
isting directional weighted filters.

1 Introduction

Digital image gets corrupted by impulses during acquisition or transmission because of
perturbation in sensors and communication channels. Most common types of impulse
are salt-and-pepper(SPN)[10] and random-valued-impulse-noise(RVIN). A linear filter
degrades the image seriously as it smoothes the image even with low noise density[10].
The non linear filters are most popular than the linear such as median filtering technique.
The standard median (SM) filter[3] provides a standard noise removal performance
but removes image fine textures even at low noise ratios. The weighted median (WM)
filter, center weighted median (CWM) filter[11] and adaptive center weighted median
(ACWM) filter[5] are improved median filters. Hence several switching median filters
have been proposed in the literature, which use an impulse detector prior to filter the
noises, such as, an iterative pixel-wise modification of MAD (PWMAD) (median of the
absolute deviations from the median) filter[7], tri-state median (TSM) filter[4], multi-
state median (MSM) filter[6], progressive switching median filter (PSM)[17] and the
signal-dependent rank ordered mean filter (SD-ROM)[2]. Some advanced switching
median filters such as directional weighted median filter[8], second order difference
based impulse detection filter[16], MWB[13] and MDWMF[14] have been proposed in
the literature to remove RVIN in the digital images. Several soft computing tools based
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filters have also been proposed in the literature such as fuzzy filter[15], neuro fuzzy
filter[12]., etc to remove impulses in the images.

In this paper, we have proposed all neighbor directional weighted pixels based me-
dian filter and corresponding user parameters of the algorithms viz., number of Iter-
ations (I), Threshold (T) and decreasing Rate (R) of threshold in each iteration are
searched in a 3-dimensional space to obtain global optimal solution using a stochastic
search strategy, i.e., particle swarm optimization (PSO) technique.

The rest of the paper organized as follows. The proposed impulse detection and filter-
ing method are given in sections 2 and 3 respectively. PSO based algorithm is described
in section 4. Experimental results and discussions are fabricated in section 5. Conclu-
sions are given in section 6.

2 Impulse Detector

The proposed noise detection scheme given in algorithm 1, is applied on each 5 x 5
window of the image in row major order to classify center pixel which emphasizes
on the pixels aligned in the four main directions along with two end pixels in each
direction, shown in fig 1. The directional pixels are treated as edges within the test
window so that the edges are detected and preserved.

Fig. 1. All neighbor directional weighted pixels in the 5 x 5 window
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Algorithm 1. Impulse detector
1: The center pixel yi, j is classified by finding the minimum and maximum gray values of the 5

x 5 window around it. If the value of yi, j does not lie within the range spread of its neighbors,
it is declared as noisy. Otherwise we assume that it may not be noisy pixel and considered for
next level of detection. Let Wmin and Wmax are the maximum and minimum intensity values
respectively within the window, then the first level detection rule is given as:

yi, j =

{
Undetected : Wmin < yi, j < Wmax

Noisy : Wmin ≥ yi, j ≥Wmax
(1)

2: Let the set of seven pixels centered at (0, 0) in the kth direction is Sk (k=1 to 4), i.e.,
. S1={(-1,-2),(-2,-2),(-1,-1),(0,0),(1,1),(2,2),(1,2)}.
. S2={(1,-2),(0,-2),(0,-1),(0,0),(0,1),(0,2),(-1,2)}.
. S3={(2,-1),(2,-2),(1,-1),(0,0),(-1,1),(-2,2),(-2,1)}.
. S4={(-2,-1),(-2,0),(-1,0),(0,0),(1,0),(2,0),(2,1)}.

Then let S0
k = Sk/(0,0), ∀ k =1 to 4.

3: In each direction of a 5 x 5 window, define d(k)
i, j as the sum of absolute differences of intensity

values between yi+s, j+t and yi, j with (s,t)∈ S0
k (k= 1 to 4), given in eqn 2. The center of the

test window is (i, j).
4: In each direction, weigh the absolute differences between two closest pixels from the center

pixel with a large ωm, between the center pixel and the corner pixels by ωn and between two
end pixels from the center pixel with a small ωo, before calculating the sum. Assign ωm =2,
ωn=1 and ωo=0.5.

De f ine d(k)
i, j as ( ∑

(s,t)∈S0
k

ωs,t |yi+s, j+t −yi, j |,1 ≤ k ≤ 4), where (2)

ωs,t =

⎧⎪⎨
⎪⎩

ωm : (s,t) ∈ Ω 3

ωo : (s,t) ∈ Ω 2

ωn : otherwise

(3)

where Ω 3 = {(s,t) : −1 ≤ s,t ≤ 1},and (4)

where Ω 2 = {(s,t) : (s,t) = ±{(−2,−1),(−1,−2),(1,−2),(2,−1)}}. (5)

5: d(k)
i, j is known as direction index. Calculate the minimum of these four direction indices for

impulse detection, which is given by

ri, j = min{d(k)
i, j : 1 ≤ k ≤ 4} (6)

Three assumptions are deployed depending upon the values ri, j.
1. ri, j is small when yi, j is on a noise free flat region.
2. ri, j is small when yi, j is on the edge.
3. ri, j is large when yi, j is noisy .

6: Form the complete decision rule to detect a noisy or noise free pixel depending upon the
definition of ri, j , by introducing a threshold (T) and which is given as

yi, j =

{
Noisy Pixel : Wmin ≥ yi, j ≥Wmax

Noise Free Pixel : ri, j ≤ T and Wmin < yi, j < Wmax
(7)
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3 Impulse Filter

If any pixel is detected as noisy, the filtering scheme prescribed in algorithm 2, restores
it to a pixel which is most suitable in the 5 x 5 window.

Algorithm 2. Impulse filter

1: Calculate the standard deviations σ (k)
i, j of all yi+s, j+t with (s,t) ∈ S0

k (k= 1 to 4).

2: Find the minimum of σ (k)
i, j , where k= 1 to 4, as

li, j = min
k
{σ (k)

i, j : k = 1 to 4} (8)

3: Find the maximum of σ (k)
i, j , where k= 1 to 4, as

mi, j = max
k

{σ (k)
i, j : k = 1 to 4} (9)

4: Select the directions where standard deviations are maximum, minimum and also not any of
them. Use repetition operator �[3] for which standard deviation is minimum.

5: Calculate the median using eqn.10 with assigning ωm = 0,ωl = 2 and ωn = 1.

med = median{ωs,t �yi+s, j+t : (s,t) ∈ Ω 4},where (10)

Ω 4 = {(s,t) : −1 ≤ s,t ≤ 1} and (s,t) �= (0,0), and where (11)

ωs,t =

⎧⎪⎨
⎪⎩

ωm : (s,t) ∈ s0
mi, j

ωl : (s,t) ∈ s0
li, j

ωn : otherwise

(12)

6: Replace yi, jby med.

4 Optimization Using PSO

Three user parameters viz., I(maximum number of iterations), T(threshold) and
R(decreasing rate of threshold in each iteration) are searched in a 3-D space to ob-
tain optimal solutions using a relatively recent stochastic global optimization technique
i.e., particle swarm optimization (PSO). It is chosen because of its fast convergence rate
and ease of implementation. It is a population based search and optimization technique
developed by Dr. Eberhart and Dr. Kennedy in 1995[1]. The proposed PSO model has
been presented in algorithm 3.

4.1 Performance Metric

The aim is to maximize the value of PSNR using eqn. 15, as a result this equation is
used as fitness f for the particles in PSO based optimization technique. Here M and
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N are the dimensions of the input images respectively. I1 and I2 are the original and
enhanced images respectively.

f (I1, I2) = PSNR(dB) = 10 ∗ log10(
2552

1
M∗N ∑m,n(I1m,n− I2m,n)2

) (15)

Algorithm 3. PSO based optimization algorithm
1: Three dimensional search space represented by parameters I, T and R are initialized in [3, 8],

[300, 999] and [0.6, 0.95] respectively. They are initialized randomly at xp position in a fixed
size of swarm. ’p’ represents particle number in a swarm. At the initial position xp, fitness
values fp are calculated using eqn. 15.

2: The new positions xp(i+1) of the particles are searched after calculating the velocities vp(i+
1) using eqns. 13 and 14 respectively.

vp(i+1) = h(i)∗vp(i)+Ψp ∗ rp ∗ (xpbp(i)−xp(i))+Ψg ∗ rg ∗ ((xgbp(i)−xp(i)) (13)

xp(i+1) = xp(i)+vp(i+1) (14)

3: Ψp and Ψg are the positive learning factors respectively. We have used Ψp and Ψg > 1. rp and
rg are random numbers in [0, 1], generated in every generation separately. i is the generation
number initialized to 1 and IMAX is the maximum number of generations, i.e., [15, 20]. h(i)
is the inertia factor, which has positive real random values in less than 1. xp(i) and vp(i)
are position and velocity of the pth particle at ith iteration, respectively. fpB(i) and fgB(i)
are the pBest (personal best fitness value of a particle) value and gBest (global best fitness
value of particles) values at ith generation, respectively. xpB(i) and xgB(i) are the personal
best positions and the global best position of pth particle at ith generation respectively. These
values are initialized by assigning locations of particles where fpB(i) and fgB(i) have been
obtained respectively.

4: The velocities and positions of particles are updated using eqns. 13 and 14 respectively.
5: To keep the new velocities in the search boundary, the boundary values have been set in

[vmin,vmax]. If new velocities and new positions of the particles are found beyond the bound-
aries of velocities and search space then they are restricted to the boundary values of the
space by taking random velocities and positions again for that particular particle.

6: At each new position xp(i + 1) of the particles, the fitness values fp(i + 1) are calculated
using eqn. 15.

7: The fp(i +1) calculated in step 5 is compared with its previous fpB(i). If fp(i +1) is better
than previous fpB(i) then fpB(i+1) is updated by fp(i+1), otherwise old fpB(i) is retained
as a current fpB(i +1). Similarly xpB(i +1) is also updated according to this updated fitness
fpB(i+1).

8: Best value among the all current fpB(i+1) calculated in step 7 is considered as new fgB(i+
1). If new value of fgB(i +1) is better than previous fgB(i) then values of fgB(i) is updated
by new fgB(i+1), otherwise old fgB(i) is retained as new fgB(i+1). Similarly, xgB(i+1) is
also updated according to this updated fitness fgB(i+1).

9: Steps 4 to 8 are repeated until an adequate fitness is reached or a desired maximum number
of iterations are attained, but for present implementation the interval [15, 20] is taken as
maximum number for iteration.
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5 Results and Discussions

The performance of the proposed operator is implemented under various noise densities
and on several popular 8 bit gray scale images with dimensions of 512 x 512 like Boats,
Bridge and Lena etc,. The algorithm have been executed on the machine configuration
as ACPI uni-processor with Intel� Pentium� E2180 @ 2.00 Ghz CPU and 2.98 Gbyte
RAM with MATLAB 8a environment.

Fig. 2 shows the comparative visual restoration effects between the existing algo-
rithms and the proposed filter when the Lena image is 60% noisy. Considering very
high noise ratio and fine details/textures of the images, the proposed filter can enhance
the noisy image effectively. The restoration results of the proposed algorithm are com-
pared with existing techniques on Lena, Bridge and Boat images corrupted with 40%
to 60% noise densities and given in table 1, 2 and Bridge respectively. It is seen from
these tables, the performances of proposed operator is best compared to existing meth-
ods taken into consideration in restoring the noise densities considered.

Table 1. Comparison of restoration results in terms of PSNR (dB) for Lena image

Filter 40% Noisy 50% Noisy 60% Noisy

SM[3] 27.64 24.28 21.58
PSM[17] 28.92 26.12 22.06
ACWM[5] 28.79 25.19 21.19
MSM[6] 29.26 26.11 22.14
SD-ROM[2] 29.85 26.80 23.41
Iterative Median[9] 30.25 24.76 22.96
Second Order[16] 30.90 28.22 24.84
PWMAD[7] 31.41 28.50 24.30
DWM Filter[8] 32.62 30.26 26.74
Proposed 32.95 30.92 28.62

Table 2. Comparison of restoration results in terms of PSNR (dB) for Bridge image

Filter 40% Noisy 50% Noisy 60% Noisy

ACWM[5] 23.23 21.32 19.17
MSM[6] 23.55 22.03 20.07
SD-ROM[2] 23.80 22.42 20.66
Second Order[16] 23.73 22.14 20.04
PWMAD[7] 23.83 22.20 20.83
DWM Filter[8] 24.28 23.04 21.56
Proposed 24.79 24.42 23.95
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(a) (b)

(c) (d)

(e) (f)

(g)

Fig. 2. Results of different filters in restoring 60% corrupted image Lena, (a) Original image
(b)Noisy Image (c) (SD-ROM)[2] (d)(MSM)[6] (e)(PWMAD)[7] (f)(DWM)[8] (g)Proposed

Table 3. Comparison of restoration results in terms of PSNR (dB) for Boat image

Filter 40% Noisy 50% Noisy 60% Noisy

ACWM[5] 26.17 23.92 21.37
MSM[6] 25.56 24.27 22.21
SD-ROM[2] 26.45 24.83 22.59
PWMAD[7] 26.56 24.85 22.32
DWM Filter[8] 27.03 25.75 24.01
Proposed 28.25 27.90 26.41
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6 Conclusion

This paper proposed a novel algorithm with PSO based optimization for suppressing the
digital images corrupted with random valued impulses. Four directions of the test win-
dow are considered as edges within the window, as a result the algorithm preserve edges
during noise suppression. The detection operator computes simple arithmetic compar-
isons and operations on the pixels in the window. The noisy pixel is replaced by median
value of some particular pixels of the 3 x 3 window to restore it. Three user parameters
of the proposed algorithm are searched in the 3D space using a stochastic global opti-
mization technique, PSO. Better performance is obtained using the proposed operator
in terms of subjective quality in restored image and objective quality in terms of PSNR
(dB) compared to existing algorithms.
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Abstract. This paper proposes a novel optimal design of linear phase digital 
band pass finite impulse response (FIR) filter using Improved Particle Swarm 
Optimization (IPSO) technique. IPSO is an improved particle swarm 
optimization (PSO) that proposes a new definition for the velocity vector and 
swarm updating and hence the solution quality is improved. Evolutionary 
algorithms like real code genetic algorithm (RGA), PSO, IPSO have been used 
here for the design of linear phase band pass FIR filter. A comparison of 
simulation results reveals the optimization efficacy of the algorithm over the 
prevailing optimization techniques for the solution of the multimodal, non-
differentiable, highly non-linear, and constrained filter design problems. 

1   Introduction 

Digital signal processing (DSP) presents greater flexibility, higher performance (in 
terms of attenuation and selectivity), better time and environment stability along with 
lower equipment production costs than traditional analog techniques. A digital filter is 
simply a discrete-time, discrete-amplitude convolver. A filter is designed with a 
frequency domain impulse response which is as close to the desired ideal response as 
can be generated given the constraints of the implementation.  

Traditionally, different techniques exist for the design of digital filters. Out of 
these, windowing method is the most popular. Evolutionary methods have been 
employed in the design of digital filters to design with better parameter control and to 
better approximate the ideal filter. Different heuristic optimization algorithms such as 
genetic algorithm (GA) [1-3], simulated annealing algorithms [4], Tabu search [5], 
and artificial bee colony algorithm [6], PSO [8] have been widely used to design 
optimal digital filters.  

The approach detailed in this paper takes advantage of the power of the stochastic 
global optimization technique called improved particle swarm optimization. PSO is an 
evolutionary algorithm developed by Eberhart et al. [7]. The PSO is simple to 
implement and its convergence may be controlled via few parameters. The limitations 
of the conventional PSO are that it may be influenced by premature convergence and 
stagnation problem [9]. In order to overcome these problems, the PSO algorithm has 
been modified in this paper and is employed for FIR band pass filter design. 

2
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This paper describes an alternative approach for the FIR band pass digital filter 
design using Improved Particle Swarm Optimization Approach (IPSO). IPSO 
algorithm tries to find the best coefficients that closely match the ideal frequency 
response. Based upon the IPSO approach, this paper presents a good and 
comprehensive set of results, and states arguments for the superiority of the 
algorithm. Simulation result demonstrates the effectiveness and better performance of 
the proposed designed method. 

2   Band Pass FIR Filter Design 

A digital FIR filter is characterized by, 

( ) ( ) n
N

n

znhzH −

=
∑=

0

,             (1) 

where N is the order of the filter which has (N+1) number of coefficients h(n) as the 
filter impulse responses. The values of h(n) will determine the type of the filter e.g. 
low pass, high pass, band pass etc. and are to be determined in the design process. 
This paper presents the most widely used FIR filter with h(n) as even symmetric and 
the order is even. The length of h(n) is N+1 and the number of coefficients is also 
N+1. Because the coefficients h(n) are symmetrical, the dimension of the problem is 
halved. The (N+1)/2 coefficients are then flipped and concatenated to find the 
required (N+1) number of coefficients. The optimization algorithm attains the 
minimum error between the desired frequency response and the actual frequency 
response by determining the optimal h(n) values after a certain maximum number of 
iterations. The optimal h(n) values, after concatenation, finally represent the filter 
with better frequency response. 

Various filter parameters which are responsible for the optimal filter design are 
stop band and pass band normalized edge frequencies (ωp, ωs), pass band and stop 
band ripples (δp and δs), stop band attenuation and transition width. These parameters 
are mainly decided by the filter coefficients. In this paper, IPSO is applied in order to 
obtain the desired filter response as close as possible to the ideal response, where δp, 
δs, N, ωp, ωs are individually specified. 

Now for (1), each filter coefficient particle vector is {h0, h1… hN}. The particle 
vectors are distributed in a D- dimensional search space, where D = N+1 for the case 
of Nth order FIR filter. The frequency response of the FIR digital filter can be 
calculated as, 

 ( ) ( ) njw
N

n

jw kk enheH −

=
∑=

0

,            (2) 

where ( )kjweH  is the Fourier transform complex vector. This is the FIR filter 

frequency response. The frequency is sampled in [0, π] with M sampling points; the 
position of each particle vector in D-dimensional search space represents the same 
coefficients h(n) of the transfer function (1).  
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In this paper, the authors have adopted a new fitness function in order to achieve 
higher stop band attenuation and lower stop band ripple and to have an accurate 
control on the transition width. The fitness function used in this paper is given in (3). 
Using (3), it is found that the proposed filter deign approach results in considerable 
improvement over PM and other optimization techniques.  

( )( )[ ] ( )( )[ ]∑∑ −+−−= sp HabsHabsabsJ δωδω
 

2 1          (3) 

where abs  or,   indicates the absolute value. For the first term of (3), ∈ω pass 

band including a portion of the transition band and for the second term of (3), 
∈ω stop band including a portion of the transition band. The error function given in 

(3) represents the generalized fitness function to be minimized using the evolutionary 
algorithms RGA, conventional particle swarm optimization (PSO), and IPSO 

individually. Each algorithm tries to minimize this error fitness 2J  and thus improves 

the filter performance. Unlike other error fitness functions as given in [8] [11] [12] 

which consider only the maximum errors, 2J  involves summation of all absolute 

errors for the whole frequency band, and hence minimization of 2J  yields higher 

stop band attenuation and lesser pass and stop band ripples. Transition width is 
affected a little. Since the coefficients of the linear phase filter are matched, the 
dimension of the problem is thus reduced by a factor of 2. By only determining half of 
the coefficients, the filter can be designed. This greatly reduces the computational 
burdens of the algorithms, applied to the design of linear phase FIR filters. 

3   Evolutionary Techniques Employed 

3.1   Real Coded Genetic Algorithm (RGA) 

Steps of RGA as implemented for optimization of h(n) coefficients are adopted from 
[13]. In this work, initialization of real chromosome string vectors of np population, 
each consisting of a set of h(n) coefficients is made. Size of the set depends on the 
number of coefficients in a particular filter design. 

3.2   Particle Swarm Optimization (PSO) 

PSO is a flexible, robust population-based stochastic search/optimization technique 
with implicit parallelism, which can easily handle with non-differential objective 
functions, unlike traditional optimization methods. Mathematically, velocities of the 
particles are modified according to the following equation: 

( ) ( ) ( )k
i

kk
i

k
i

k
i

k
i SgbestrandCSpbestrandCVwV −∗∗+−∗∗+∗=+

2211
1     (4) 

where k
iV  is the velocity of ith particle at kth iteration; w is the weighting function; 

1C and 2C are the positive weighting factors; 1rand  and 2rand  are the random 

numbers between 0 and 1; k
iS  is the current position of ith particle at kth iteration; 
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k
ipbest  is the personal best of the ith particle at the kth iteration; kgbest  is the 

group best of the group at the kth iteration. The searching point in the solution space 
may be modified by the following equation: 

( ) ( )11 ++ += k
i

k
i

k
i VSS                (5) 

The first term of (4) is the previous velocity of the particle. The second and third 
terms are used to change the velocity of the particle. Without the second and third 
terms, the particle will keep on ‘‘flying’’ in the same direction until it hits the 
boundary. Namely, it corresponds to a kind of inertia represented by the inertia 
constant, w  and tries to explore new areas. 

3.3   Improved Particle Swarm Optimization (IPSO) 

The global search ability of traditional PSO is very much enhanced with the help of the 
following modifications. This modified PSO is termed as IPSO [14].  

i) The two random parameters 1rand  and 2rand  of (4) are independent. If both 

are large, both the personal and social experiences are over used and the particle is 
driven too far away from the local optimum. If both are small, both the personal and 
social experiences are not used fully and the convergence speed of the technique is 

reduced. So, instead of taking independent 1rand and 2rand , one single random 

number 1r  is chosen so that when 1r  is large, ( )11 r−  is small and vice versa. 

Moreover, to control the balance of global and local searches, another random 

parameter 2r  is introduced. For birds flocking for food, there could be some rare cases 

that after the position of the particle is changed according to (4), a bird may not, due to 
inertia, fly toward a region at which it thinks is most promising for food. Instead, it 
may be leading toward a region which is in the opposite direction of what it should fly 
in order to reach the expected promising regions. So, in the step that follows, the 
direction of the bird’s velocity should be reversed in order for it to fly back into 

promising region. ( )3rsign  is introduced for this purpose. Both cognitive and social 

parts are modified accordingly. Other modifications are described below. 
ii) A new variation in the velocity expression (4) is made by splitting the cognitive 

component (second part of (4)) into two different components. The first component is 
called good experience component. That is, the particle has a memory about its 
previously visited best position. This component is exactly the same as the cognitive 
component of the conventional PSO. The second component is given the name bad 
experience component. The bad experience component helps the particle to remember 
its previously visited worst position. The inclusion of the worst experience component 
in the behavior of the particle gives additional exploration capacity to the swarm. By 
using the bad experience component, the bird (particle) can bypass its previous worst 
position and always try to occupy a better position.  

Finally, with all modifications, the modified velocity of the ith particle vector at the 
(k+1)th iteration is expressed as (6). 
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where ( )3rsign  is a function defined as: 

 ( )
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k
iV  is the velocity of the ith particle at the kth iteration; 1r , 2r  and 3r  are the random 

numbers between 0 and 1; k
iS  is the current position of the ith particle at the kth 

iteration; k
ipbest  and k

ipworst  are the personal best and the personal worst of the ith 

particle, respectively ; kgbest  is the group best among all pbests for the group. The 

searching point in the solution space is modified by (5) as usual. 

4   Results and Discussions 

4.1   Analysis of Magnitude Response of Band Pass FIR Filter 

In order to demonstrate the effectiveness of the proposed filter design method, FIR 
filters are constructed using PM, RGA, PSO, IPSO algorithms. The MATLAB 
simulation has been performed extensively to realize the band pass FIR filter of the 
order of 20. Hence, the length of the filter coefficient is 21.  

Table 1. RGA, PSO, IPSO parameters 

Parameters RGA PSO IPSO 
Population size 120 25 25 
Iteration Cycle 600 350 200 
Crossover rate 1 - - 

Crossover Two Point Crossover - - 
Mutation rate 0.01 - - 

Mutation Gaussian Mutation - - 
Selection Roulette - - 

Selection Probability 1/3 - - 
C1 - 2.05 2.05 
C2 - 2.05 2.05 

min
iv  - 0.01 0.01 
max
iv  - 1.0 1.0 

wmax - 1.0 - 
wmin - 0.4 - 

The sampling frequency has been chosen as fs = 1Hz. Also, for all the simulations the 
number of sampling points is taken as 128. Algorithms are run for 50 times to get the 
best solutions. The best results are reported in this work. Table 1 shows the best chosen 
parameters used for different heuristic optimizations algorithms. The algorithm 
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parameters have been so chosen by many trials to get the best possible results. The 
parameters of the filters to be designed are: pass band ripple (δp) = 0.1, stop band ripple 
(δs) = 0.01. For band pass filter, lower stop band (normalized) edge frequency (ωsl) = 
0.25, lower pass band (normalized) edge frequency (ωpl) = 0.35; higher pass band 
(normalized) edge frequency (ωph) = 0.65; higher stop band (normalized) edge 
frequency (ωsh) = 0.75; transition width=0.1. Figure 1 shows the magnitude plot for the 
FIR band pass (BP) filter of the order of 20. The best optimized coefficients for the 
designed filters with the order of 20 have been calculated by RGA, PSO and IPSO and 
given in Table 2. 

Table 2. Optimized Coefficients of FIR Band pass Filter of Order 20 

h(N) RGA PSO IPSO 
h(1)=h(21) 0.028502857888104 0.025165091322598 0.027902253292513 
h(2)=h(20) -0.001893868108392 -0.002300832301629 0.003939814376923 
h(3)=h(19) -0.076189026154460 -0.072788608489910 -0.075465671961181 
h(4)=h(18) 0.000994123920259 0.001962570281435 -0.005029715870387 
h(5)=h(17) 0.053196793860741 0.055176711318501 0.055687299039737 
h(6)=h(16) -0.000639149080848 0.001324681739036 -0.000020082854816 
h(7)=h(15) 0.100057194730152 0.095808566461517 0.096334206843426 
h(8)=h(14) 0.001409980793664 -0.003567579531894 0.004760681054475 
h(9)=h(13) -0.299380312728113 -0.297783056747784 -0.298190578247113 
h(10)=h(12) -0.000752480372393 0.001915220607266 -0.002697869505629 

h(11) 0.400369877077545 0.400369877077545 0.400369877077545 
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Fig. 1. Magnitude (dB) Plot of the FIR Band pass Filter of Order 20 

Table 3 shows the maximum stop band attenuation (dB), maximum pass band 
ripple (normalized), maximum stop band ripple (normalized) and transition width for 
all the aforementioned optimization algorithms. From the figures and tables, it is 
evident the proposed filter design approach IPSO produces higher stop band 
attenuation and smaller stop band ripple compared to that of PM, RGA and PSO. The 
filter designed by the IPSO algorithm has a similar transition band response to that of 
the response produced by RGA and PSO algorithms. For the stop band region, the 
filters designed by the IPSO method results in the improved responses than the other. 
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4.2   Comparative Effectiveness and Convergence Profiles of RGA and IPSO 

In order to compare the algorithms in terms of the convergence speed, Figure 2 shows 
the plot of minimum error values against the number of iteration cycles when RGA is 
employed. Figure 3 shows the plot of minimum error values against the number of 
iteration cycles when IPSO is employed.  

The convergence profiles have been shown for the filter order of 20. From the 
figures drawn for this filter, it is seen that the IPSO algorithm is significantly faster 
than the RGA algorithm for finding the optimum filter. The IPSO converges to a 
much lower fitness in lesser number of iterations. Further, RGA yields suboptimal 
higher values of error but IPSO yields near optimal (least) error values.  

Table 3. Summery of IPSO results with other algorithms for Band pass filter of Order 20 

Algorithm BP filter 
Maximum 

stop 
band 

attenuation 
(dB) 

Maximum 
pass 
Band 
ripple 

(normalized) 

Maximum 
stop 
band 
ripple 

(normalized) 

Transition 
width 

Execution 
Time 

per  100 
cycles 

PM 22.37 0.076 0.07602 0.0875 - 
RGA 30.75 0.167 0.02885 0.0985 3.6867 
PSO 32.1 0.148 0.02485 0.0993 2.6082 
IPSO 32.78 0.157 0.02041 0.0991 3.0298 

With a view to the above fact, it may finally be inferred that the performance of 
IPSO technique is better as compared to RGA and PSO in designing the optimal FIR 
filter. All optimization programs are run in MATLAB 7.5 version on core (TM) 2 duo 
processor, 3.00 GHz with 2 GB RAM. 
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Fig. 2. Convergence Profile for RGA in case 
of 20th Order Band Pass FIR Filter 

Fig. 3. Convergence Profile for IPSO in case 
of 20th Order Band pass FIR Filters 

5   Conclusions 

This paper presents a novel and accurate method for designing linear phase digital 
band pass FIR filters by using nonlinear stochastic global optimization based on 
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IPSO. Filters of order 20 have been realized using RGA, PSO as well as the proposed 
IPSO algorithm. Extensive simulation results justify that the proposed IPSO algorithm 
outperforms RGA and conventional PSO in the accuracy of the magnitude response 
of the filter as well as in the convergence speed and is adequate for use in other 
related design problems. 
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Abstract. World Wide Web is the store house of abundant information 
available in various electronic forms. In the past two decades, the increase in 
the performance of computers in handling large quantity of text data led 
researchers to focus on reliable and optimal retrieval of information already 
exist in the huge resources. Though the existing search engines, answering 
machines has succeeded in retrieving the data relative to the user query, the 
relevancy of the text data is not appreciable of the huge set. It is hence binding 
the range of resultant text data for a given user query with appreciable ranking 
to each document stand as a major challenge. In this paper, we propose a Query 
based k-Nearest Neighbor method to access relevant documents for a given 
query finding the most appropriate boundary to related documents available on 
web and rank the document on the basis of query rather than customary Content 
based classification. The experimental results will elucidate the categorization 
with reference to closeness of the given query to the document. 

1   Introduction 

As the volume of information is getting increased in the internet day by day there is a 
need for people to have the tools that find, filter the information and manage the 
resources. It is highly difficult for the people to maintain the huge data manually and 
it is very time consuming to extract the information effectively without any indexing 
and classification techniques [6]. Automatic text categorization is one particular tool 
to retrieve and make use of the text information efficiently.  

Over the past two decades, the automatic management of electronic documents has 
been a major research field in computer science. Text documents have become the 
most common type of information repositories especially with the increased 
popularity of the internet and the World Wide Web. Internet and web documents like 
web pages, emails, newsgroup messages, internet news feed etc., contain million or 
even billion of text documents [7].There are several applications where text 
categorization (classification) plays an important role like technical, professional, 
business and web based areas. Also the classification is considered to be an important 
research field used to identify the data and classify it based on several theoretical 
approaches. Using automatic text categorization the stories can be categorized based 
on subject categories, academic papers are often classified by technical domains and 

2
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sub-domains, patient reports in health care organizations etc. Automatic text 
categorization is efficient and cheaper when compared to manual categorization 
where it needs more number of people to manually label or categorize the data.  
Several methods can be implemented for categorizing the text that varies in their 
accuracy and computation efficiency [8].   

2   Text Categorization Techniques 

A large number of statistical classification and machine learning techniques have been 
applied to text categorization, including regression models, Bayesian classifiers, and 
Decision Trees, Nearest Neighbor Classifiers, Neural Networks, and Support Vector 
Machines [9]. Some of the classifiers are discussed in this section. 

2.1   Decision Trees 

Decision trees are the most widely used inductive learning methods. Their robustness 
to noisy data and capability to learn disjunctive expressions seem suitable for 
document classification. One of the most well known decision tree algorithms is ID3 
and its successor C4.5 and C5. It is a top-down method which recursively constructs a 
decision tree classifier. A Decision Tree (DT) text classifier is a tree in which internal 
nodes are labeled by terms, branches departing from them are labeled by the weight 
that the term has in the test document, and leafs are labeled by categories. Such a 
classifier categorize a text document d by recursively test for the weights that the 
terms labeling the internal nodes have in vector dj  , until a leaf node is reached; the 
label of this node is then assigned to dj [10]. 

A possible method for learning a DT for category Cj consists in a “divide and 
conquer” strategy of checking whether all the training examples have the same label. 
If not, selecting a term tk, partitioning from the pooled classes of the documents that 
have the same value for tk, and placing each such class in the same class Cj, which is 
then chosen as the label for the leaf. The key step is the choice of the term tk on 
which to operate the partition. Generally, a choice is made according to an 
information gain or entropy criterion. However, such a fully grown tree may be prone 
to over fitting, as some branches may be too specific to the training data. Most DT 
learning methods thus include a method for growing the tree and one for pruning it, 
for removing the overly specific branches. 

2.4   K-Nearest Neighbor Classifier  

The Nearest Neighbor classifier is used for text classification. The Nearest Neighbor 
classification is a non-parametric method and it can be shown that for large datasets. 
In this classifier to decide whether the document di belongs to the class Ck, the 
similarity Sim (di, dj) or Dissim (di , dj) to all documents dj in the set is determined.  
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The k most similar training documents are selected. The proportion of neighbors 
having the same class may be taken as an estimator for the probability of that class 
and the class with the largest proportions assigned to the document dj. The algorithm 
has two parameters (k and similarity/dissimilar value) which decide the performance 
of the classifier and are empirically determined. However, the optimal number ‘k’ of 
neighbors may be estimated from additional training data by cross validation [11] 
[12]. After having a quick overview of each classifier, it is need to overcome the 
problems faced by each classification algorithm and develop a new approach to 
classify the document into a reserved class.  

3   Proposed Method 

Let p be a document which is represented by a scalar point within a space s. Let s1, 
s2,....sn be n numbered vector points each representing a training document of the 
dataset considered as corpora in the same space s. A customary K Nearest Neighbor 
method requires an input integer k which is the number of vectors retrieved that are 
relevant to the given point p. K-NN also need a metrics to measure the closeness of 
each training vector point to the test point p. The training datasets are themselves pre-
labeled into predefined category. The result is the label name of maximum number of 
documents which are close to p of the k points. But when discussing about 
Information Access Systems (IAS) like Web Search Engines, Answering Machines, 
Blogs, Software resource providers, etc. the testing input is not in the form of 
document but a small query in terms of word or phrase itself. The result would be 
more or less acceptable when dealt with an accurate word. But when the query is in 
the form of phrase, it may lead to trouble the IAS. We will then segment the given l 
worded query into l words. For each word in the query, we will calculate the 
closeness to each training documents and hence by consider k-documents for each 
word. As a next step, we introduce a new technique− stroking where we build 
possible phrases among the l-words. Again K-Nearest Neighbor Algorithm is applied 
on the l batched k documents to further formalize the l X k documents into phrased 
numbered of documents. Such iteration of KNN in multi-steps is applied until a single 
phrase query forms k documents relevant closely to the document. 

Ranking plays an important role, as long as search and other information retrieval 
applications keep developing and growing. Here ranking to each document is a bit 
easy task as it can be assigned on the basis of basic metric¬ −closeness of the 
resultant k documents. KNN is considered as the most tractable computationally 
among most of the Instance Based Classification Methods as it effectively works with 
huge amount of datasets.  

3.1   Text Categorization Overview  

Text categorization is the task of automatically assigning input text to a set of 
categories [1]. The objective of text categorization is to assign a category to an entry 
from a set of predefined categories to a document. So far many methods of the text 
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categorization are presented, such as Support Vector Machine, k nearest neighbors, 
neural network, bayes classier and decision tree, etc. most of them are instance based 
and some content based. K nearest neighbor is a simple, valid, non-parametric method 
among them. KNN has undergone into many changes in the present era as the 
traditional KNN has two fatal defects that are time of similarity computing is huge 
and its performance depends on training sample set. For multi document text 
categorization, similarity between unknown samples and also between known 
samples need to be calculated resulting in the high competency value. Also the test 
vector matrix becomes high dimensional leading to increase in time complexity. 
When dealing with query based document categorization, where a single document 
may serve for multiple categories, a mere binary assignment is not sufficient. For this 
computation of similarity must be carried out as a special case. As studied in [3], there 
are three approaches using which we can increase the speed of calculation for KNN: 

• By reducing the dimension of text vector,  
• By using the smaller sample set, 
• By quickening the speed of finding the k nearest neighbors 

3.2   Ranking  

For a given query, Ranking is one parameter which defines how good a document is 
better closer than the other document to fall itself under a specific category. 
Unfortunately the index terms identification which is considered as the most crucial 
part of ranking will in no way help if considered a Boolean Model. But the Statistical 
Model is based on similarity between the statistical properties of the text document 
and the query is no doubt a good and classical approach. In this context too ranking is 
done predominantly on the basis of three approaches -point wise approach involving 
classification on the basis of single documents, pair wise approach involving 
classification of document pairs and list wise approach involving document lists [2]. 
But, here the proposed KNN approach directly apply statistical model ranking to the 
text data felicitating the document access time and ranking time. In the next section, 
the basic structure of the proposed query based text categorization model is discussed. 

4   Query Based Classification of Data 

In the statistically based vector-space model, a document is conceptually represented 
by a vector of keywords extracted from the document, with associated weights 
representing the importance of the keywords in the document and within the whole 
document collection; likewise, a query is modeled as a list of keywords with associated 
weights representing the importance of the keywords in the query [4].  

Here weighted indexes serve as large number of word attributes enabling for a high 
precise classification. Once weights are derived from predefined dataset, the input for 
the query based model is ready to feed. Queries are usually generated from the user’s 
perspective and the more the information available the more is the documents  
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retrieved. In general, any query consists of a word or a collection of words. Web 
search engines retrieve the documents related to each word in comparison with the 
content and show the results on the interface i.e. the browser as a whole. Hence, 
documents are usually more in number. In Query Based classification system using 
KNN, the expected minimum inputs are: A query and a positive integral value to how 
many number of results to be retrieved. The structure is as discussed in the Figure 1. 

In Figure 1, S is a vector space consisting of  pre-classified four dataset groups 
labeled L1,L2,L3 and L4.each label Li (i=1,2,3,4) contains a finite vector point each 
representing the document of their respective class. First, for each document in the 
labeled class, indexes are to be created by classical formalization techniques. Then the 
given user query is checked for number of words contained in it. Let them be l. This 
can make the relevancy of document retrieval in an appreciable form. In Figure 1, the 
user given query is decomposed into l word number of fragments. Then for each 
fragment of query, the distance between the indexes of each trained vector and query 
fragment is calculated. 

 

 

Fig. 1. Query comparing between each of class  

There are lots of methods available to calculate the distance. Two important 
methods are: 

1. Euclidean distance: The Root square sum of differences between the two points 
is considered as distance [6]. 
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2. Manhattan distance: It is the sum of the lengths of the projections of the line 
segment between the points l, q onto the coordinate axes. It is designed as a n-
dimensional vector space [5]. 
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Using any of the two methods, we can evaluate the distance between the sub word of 
query and indexes of each document. By constructing a confusion matrix, it can 
consider the statistically closer documents. The k valued documents are now obtained 
for each word in the query. The query terms are then joined into two phrased words 
and the same above procedure is applied with the earlier retrieved documents in labels 
as dataset group. The algorithm for such a query based classification is shown in the 
table 1. The documents in each label are measured with their closeness to the 
document and least k distances are evaluated and considered for next step of 
Multilevel KNN approach. The n labeled k documents are now iteratively fed to the 
same algorithm and processed further so as to get a single query word labeled 
documents set. Usually modeling training data is time consuming but ranking of 
documents is simple as the metrics can be built on the basis of distance. The 
document with less closeness with the document is given first importance. If same 
distance occurs then document with most phrase build is given most importance. 

Table 1. Algorithm for Query based Classification 

Input:    Query q I i words in it, A preset integral value k, N labeled classes as corpus 
Algorithm: 

i) Split the given query into i words 
ii) For int k=1 do the steps (iii) and (iv). 
iii) Calculate dist between lj where j =1,2,..j documents in Label i using distance 

formula 
iv) Take k least distant values form label 1 
v) Repeat the steps until l labels 
vi) Build phrase between i and i+1th word 
Do repeat (i) to (vi) for all i worded until 1 phrase i.e. i worded query  

5   Implementation Using 20Newsgroups 

The 20 Newsgroups has been a predominantly using dataset for experiments in text 
applications of machine learning techniques. The 20Newsgroups is a collection of 
approximately 20,000 newsgroup documents grouped into 20 predefined categories. 
The category list is provided in the Table 2. The dataset was originally collected by 
Ken Lang, for his Newsreader research learning to filter net news paper. The query 
based KNN approach has different time complexities when implemented for offline 
and in online. For a given query the processing time at online and offline is observed. 

There is comparatively bearable time lag found for the same dataset and is shown 
in Figure 2.Ranking of the documents retrieved is based on the least value of the 
distance calculated in the ultimate steps of calculation. KNN application here is done 
with k value preset to 100. 
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Table 2. 20Newsgroups dataset 

Category # train docs # test docs Total # docs 

alt.atheism 480 319 799
comp.graphics 584 389 973
comp.os.ms-windows.misc 572 394 966
Comp.sys.ibm.pc.hardware 590 392 982
Comp.sys.mac.hardware 578 385 963
Comp.windows.x 593 392 985
misc.forsale 585 390 975
rec.autos 594 395 989
rec.motorcycles 598 398 996
rec.sport.baseball 597 397 994
rec.sport.hockey 600 399 999
sci.crypt 595 396 991
sci.electronics 591 393 984
sci.med 594 396 990
sci.space 593 394 987
soc.religion.christian 598 398 996
Talk.politics.guns 545 364 909
Talk.politics.mideast 564 376 940
Talk.politics.misc 465 310 775
Talk.religion.misc 377 251 628
Total 11293 7528 18821 

 
 
 

The resultant documents retrieved for the given queries are shown in the Table3. 
The results have provided a better perspective view for the on KNN approach there by 
giving a better scope for optimality and feature based categorization too. As the 
document to be retrieved are predetermined initially (For our experiment k=100), the 
time complexity may vary accordingly. For huge amount of data, Centroid Based 
distance calculation gave best results in addition to classical above discussed forms.  
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Fig. 2. Time Complexities chart  

Table 3. Retrieved Documents 

 Query Documents 
retrieved Offline 

and Online 

Information 
Retrieval

32 

Data mining 48 

World wide web 52 

Cloud computing 15 

Extraction 62 

Data 70 
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The performance of the KNN method is tested by selecting different values of 
parameter k and the number of nearest neighbors. Observed that when k = m, KNN 
becomes comparatively less, where m denotes the number of training queries. 
Datasets with different k values in terms of different groups as k increases, the 
performance first increase and then decrease.  

6   Conclusions 

The method has found the most relevant documents for a given query. Also it is useful 
for finding the most appropriate boundary to related documents available on web and 
rank the document on the basis of query rather than customary content based 
classification. Experimental results shows, this approach of Text Categorization have 
provided a better perspective view, there by giving a better scope for optimality and 
feature based categorization. This method has significantly reduced the query response 
time, improving the accuracy and degree of relevancy.  
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Abstract. A rough estimation of world’s famous search engine Google in year 
2010 revealed that the total size of internet has now turned to 2 petabytes. The 
increase in the performance and fast accessing of web resources has made a 
new challenge of browsing among huge data on internet. It is hence browsing 
on web is an under laid topic for researchers. The research on web has turned its 
steps towards Browsing among Information (BAI) rather than Browsing for 
Information (BFI).The field of Information Extraction (IE) is offering a huge 
scope to concise and compact the information enabling the user to decide by 
mere check at snippets of each link. Automatic text summarization is the 
process of condensing the source text into a shorter version preserving its 
information content and overall meaning. In this paper, we propose a frequent 
term based text summarization technique based on the analysis of Parts of 
Speech for generating effective and efficient summary. 

1   Introduction 

Text summarization has been identified as one of research area by the Natural 
Language Processing community for the past three decades. Summary can be defined 
as a text that is produced from one or more texts, which conveys important 
information in the original text(s) with an appreciable compression ratio, significantly 
less than the source [10]. As the textual data available on the web is increasing 
apprehensively, the need of automatic text summarization become predominant in the 
fields of Information Retrieval and Extraction.  

Automatic text summarization can be classified into two categories: extractive and 
abstractive [11]. Extractive summary is a selection of sentences or phrases from the 
original text with the highest score, without changing the source text. Abstractive 
summary method uses linguistic methods to examine and interpret the text. Most of 
the current automated text summarization system use extraction method to produce 
summary. In this paper, an extractive text summarization system is proposed based on 
POS tagging by considering Hidden Markov Model using Brown corpus to extract 
important phrases to build as a summary [12]. Automatic parts of speech tagging, is a 
well known Machine learning technique that has been addressed by several 
researchers in the past two decades. Any Natural language has its parts of speech such 
as verb, noun, adjective...etc. POS tagging (Part of Speech tagging) is a process of 

2
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automatic assigning the POS for each word within a given sentence [13]. The two 
important approaches for POS tagging are Supervised POS Tagging - This type of 
models require a pre tagged corpus which is used for training to learnt information 
about the tagger set, word-tag frequencies, rule sets, etc. and Unsupervised POS 
Tagging - This model does not require any pre tagged corpus. It uses advanced 
computational techniques to automatically induce tagger sets, transformation rules, 
etc. Based on this information, they either calculate the probabilistic information 
needed by the stochastic taggers or induce the contextual rules needed by rule based 
systems or transformation based systems [9]. 

2   Excavating from the Past Work 

Text Summarization dates back to the year 1958 where H.P. Luhn presented the first 
exploratory research on automatic methods of obtaining abstracts [1]. According to 
Luhn, to measure the significance of each sentence within an article, word frequency 
and sentence scoring are used. A cutoff value for significant factor was initially set 
depending on which the featured sentences are extracted. But the system restricted 
itself to only few specific areas of literature arising composition problems and also 
limited to small input data. In 1989, H.P. Edmunson [2] evaluating the composition 
problem, proposed a new concept of cue words. He divided the entire structure of the 
text into two parts. One is —Body which contains the main data and second is—
Skeleton which contains title, heading (e.g. Introduction, Purpose, Conclusions etc.) 
and format of the file. The Cue words are recognized within the text and are 
compared with the Cue Dictionary corpus and there by cue weights are calculated. 
This approach suffered with huge time complexity, lack simplicity.  

The first endeavor for generating abstractive summaries was succeeded by ADAM 
Summarizer [3] in 1975.Rather adopting linguistic techniques, ADAMS is built on the 
framework of Machine Learning to generate summaries through sentence ranking. It 
had potential to handle new domains in addition to redundancy elimination. K.R. Mc 
Keown in his thesis [4] in the year 1984 generated the first summary system using 
Natural Language Processing (NLP) based on a computational model of discourse 
strategies of what to say next after a sentence. Rhetorical strategies and a focusing 
mechanism used in provided a computationally tractable method for generating 
summaries. In 1995, a research paper [5] presented Term Weighting and Sentence 
Weighting as important features to recognize the featured sentences. It was succeeded 
to some extent in solving anaphoric resolutions in summary generated. Barzilay & 
Elahadad [6], Boguraev & Kennedy [6], in 1997 a common to all these systems is the 
approach of extracting keyphrases from text as a supervised learning task. All these 
systems require a separate training document set with keyphrases already assigned in 
order to function properly. This remained as a challenge for research community. 
MEAD [7] developed in the year 2001 was a multi document summarization toolkit 
that implemented multiple summarization algorithms such as position-based, 
TF×IDF, largest common subsequence, and keywords.  
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3   Proposed Method 

3.1   Text Preprocessing 

The pre- processing is a primary step to load the text into the proposed system [14]. 
The proposed method architecture diagram is shown in Fig. 1. 

 

 
 

Fig. 1. Proposed method architecture diagram 

Sentence Segmentation: The text is decomposed into its constituent sentences. The 
procedure for decomposition is as follows: 

Step1: Read the text in the given file into a String 
     String paragraph=MainClass.readFileString(input);  
Step2: Calculate the length of the String  
     int k= paragraph.length (); 
Step3: Split the string into sentences by providing the line separators (full stop,   
            exclamation marks, question marks, quotes, etc.). In java, for this we can  
            instantiate pattern class in   java.util.regex package  

 Pattern pt=                    
 Pattern.compile("(?<=\\w[\\w\\)\\]][\\.\\?\\!])"); 

     String [] result =pt.split(paragraph); 
Step 4: Each sentence is stored in an arrayList “result []” with sentence count size 
Step 5: Calculate each sentence length and word count  
Step 6: Print the split sentences, sent.length, sent.wordcount 
     sentlen =result[].length 

Normalization: Text normalization involves the process of converting words into 
normalized form. The following are the processes that come under Normalization 
techniques.  

Case Folding: Converting entire words in the sentences into lower case so as to avoid 
repetition of same word in different cases like sentence case, capital case, title case, 
uppercase etc., this improves the accuracy of the system to distinguish similar words. 

Text document 
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Tokenization: splitting of the sentence into words using StringTokenizer class in the 
java.util package. 

Stop word Removal: Some words are extremely common and occur in a large 
majority of documents.  For example, articles such as “a”, “an”, “the”, “by” appear 
almost in every text but do not include much semantic information.  

Stemming: Stemming refers to identifying the root of a certain word in the 
document. Any text document, in general contain repetition of same word but with 
variations in the grammar such as word appearing to be in past, or in present tense 
and sometimes containing gerund (“ing” suffixed at the end). Stemming is of two 
types. Derivational Stemming - creating a new word from an existing word, most 
often by changing the grammatical category. Inflectional Stemming- aims at 
confining normalized words to regular grammatical variants such as singular or 
plural or past or present. The stemming rules which are considered in the proposed 
model are shown in Fig.2.  
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Fig. 2. Proposed method architecture diagram 

The two main advantages of stemming algorithms are space efficiency and retrieval 
generality.  The size of the inverted file can be reduced dramatically. The proposed 
stemming algorithm is shown in Fig.3. 

Lemmatizing: Extracting the commonly featured, same meaning tokenized words so 
as to avoid repetition (e.g. problems-problem, risks-risk, etc.). The goal of both 
stemming and lemmatization is to reduce inflectional forms and sometimes 
derivationally related forms of a word to a common base form. 

 

 



 Extraction Based Automatic Text Summarization System 425 

Algorithm Stemming (String word) 
{   String StopwordStem(word) 
   {    if word ends with any of (. : , ;? ‘ “ ) } ] ) 
    return word.replace(word.trim(), word.substring(0,       
   word.length() - 1)); 
   else if word start with any of ( { [ ( ‘ “ . , : ; ) 
   return word.replace (word.trim(),word.substring(1)); 
} 
  String Stemm(word) 
  { 
   word = ReplaceStem(word); 
   if the word ends with any of( second column of 
 table1,2 )  
   replace with the respective terms 
   return word.replace(word, word.substring(0, 
 word.length() – suffix length removed));    
 } } 

Fig. 3. Proposed Stemming Algorithm 

3.2   Hidden Markov Model 

A Hidden Markov Model is a generalization of a mixture mode where the hidden 
variables, which control the mixture component to be selected for each observation, 
are related through a Markov process rather than independent of each other [9].Both 
first order (bigram) and second order (trigram) Hidden Markov Model are used for 
developing the tagger system. Hidden states of the model represent tags and 
observation states represent words [8]. Equation (1) is used to find the best POS tag 
sequence in first order HMM (bigram) case. 
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1nt − is the best POS tag sequence for the input words, 21 ww ⋅⋅⋅  are sequence of 

input word, 21 tt ⋅⋅⋅ are elements of the tag set. )tt(P 12  in equation (2) is also not an 

ordinary bigram probability. )t(P 1 and )tt(P 12 in both equations are conditioned 

on being the first token in a sentence. In the implementation, we add a dummy POS 
tag <START> before the first word (two dummies for trigram case). Therefore, 

)t(P 1  in equation (1) is calculated using )startt(P 1 . And also, )t(P 1 and 
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)tt(P 12 in equation (2) are calculated respectively using )start,startt(P 1  

and )start,tt(P 12 . 

3.3   Chunking and Features in Text Summarization 

Extracting high level structures like phrases can be possible using Noun and Verb 
Chunking. Generally nouns may start with determiners, adjectives, common nouns or 
pronouns and they continued with any category that may start a noun, or adverbs or 
punctuation and verbs with verbs, auxiliaries, or adverbs and may be continued with 
any of the tags, or with punctuation. Rather than running over just the first-best 
output, we used n-best output. The features in text summarization are as follows. 

Term Frequency (TF): The term frequency TF (t, d) of term t in document d is 
defined as the number of times that t occurs in d. The higher the TF(t,d), the more the 
term t is representative (or characteristic) of document d. 

Term Frequency (TF) = no. of times a term repeated 

Inverse Sentence Frequency (ISF): N is the total number of sentences and ni is the 
number of sentences with term i. Similarly, if the system retrieves terms or phrases 
then ISF should be replaced with the Inverse Term Frequency (ITF), where N is the 
vocabulary size, and ni is the number of times a term or phrases appears in the corpus.  

ISF(ti)=log2 (N) – log2 (ni)+1 

Term weight (TW): In order to improve the quality of summaries, we consider term 
weight (TW) in the process of retrieved documents summarization. 

Term Weight (TW) = [TF*100] /total numbers of terms in the given document 
Sentence Length: Sentences that are too short not expected to belong to the summary.  

Term Frequency (TF): The tokenized terms after applying various normalized 
techniques like case folding, stop word removal, stemming, lemmatizing, etc., are 
now considered as Feature Terms. 

Normalized sentence length =                                                                    

document  theof sentencelongest  in the occurring  wordsofnumber 

 sentence in the occurring  wordsofnumber 

 

Sentence Position: This feature can involve several items, such as the position of a 
sentence in the document as a whole, it’s the position in a section, in a paragraph, etc., 
and has presented good results in several research projects. If number of sentences in 
a paragraph be n, then n/2 top sentences are considered top priority than that the next 
n/2 sentences. Paragraph can be recognized using ends with “//s//s//s//s” (sentence 
ended with four or more spaces).The final value is normalized to take on values 
between 0 and 1. 

Sentence Weight (SW): Here we compute the weight of each sentence and counts the 
number of words present in each sentence.  
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Sentence Weight =    

                                
100

paragraph ain   termsofnumber  total

sentence e within th termsfeatured ofnumber ×
 

4   Experimental Results 

The proposed system decomposed the given text into its constituent sentences, 
assigning the POS tag for each word in the text and stores the results in table 1. 
Unique words are generated and using these words the summary will be presented. 
Further the feature terms are identified. Finally each sentence is ranked depending on 
feature terms. The summary will be generated based on weight age of the sentences 
whose value has 50% and count has 250 for a given sample document. We used 100 
texts as training documents and 10 texts as test documents tested against human 
summary. The Table I shows the word frequency, word weight age and POS forms. 
Text files from the test set have been selected, and the selected sentences to be in the 
summary presented in Table 2.  

Table 1.  Word frequency, count and POS tags 

frequency term weight pos form 
1 warehous 12 noun nns
2 traditiona 18 noun jj
3 Text 25 noun nn
4 classifica 31 noun nn
5 document 37 noun nn
7 data 50 noun nn
------ ------ ----- ----- ----

Table 2. Word frequency, count and POS tags 

Paragraph count pweight 

The process of identifying interesting knowledgeable information from 
large amounts of databases, data warehouses, or any other information 
repositories is known as Data Mining.  

253 96 

Where as Information Retrieval (IR) mainly concerned with the 
organization and retrieval of Information from a large number of text-
based documents.  

149 56 

Some common information retrieval problems are in general not 
encountered in traditional database systems, such as unstructured 
documents, approximate search based on keywords, text mining and the 
notion of relevance.  

218 82 

Text categorization labels the web document automatically based on a 
set of predefined categories.It is observed that people who are involved 
in research study need to analyze the available research papers, e-books 
and other resources. 

305 115 

 
Best query need to be generated considering the parameters: The sentence with 

best sentence score, sentences containing words with high TF and TW values, 
sentence which have optimal sentence position within the paragraph, sentence builds 
on best POS Tagging criteria and relevance of the (n-1) sentences with the first 
sentence i.e., the title of the document. 
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5   Conclusions 

In this work, an extractive automatic text summarization approach by sentence 
extraction using a supervised POS tagging is evaluated. A frequent term based text 
summarization technique with HMM tagger is designed and implemented 
successfully in a popular and challenging higher level programming language Java. 
Ranked sentences are collected by identifying the feature terms and text summary is 
obtained. Such type of summary generated can also be used for Text Categorization 
systems in order to label the documents so as to organize easily on web. Thus 
summarization based on extraction can give a huge scope of study both in Information 
Extraction systems and Language processing systems. 
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Abstract. Image compression addresses the problem of reducing the amount of 
data required to represent a digital image. Digital images require large amounts 
of memory to store and, when retrieved from the internet, can take a considera-
ble amount of time to download. In this paper, the authors propose a new ap-
proach to image compression using chain coding which traces contours present 
in the image.  The novelty and better compression ratio of the method is due to 
its recursiveness in tracing the contours. The proposed method starts with the 
original image and develop chain codes in a recursive manner, marking the pix-
els visited earlier and expanding the  entropy in eight directions.  The proposed 
method is experimented with sample bitmap images and results are compared 
with Recursive Crack  Coding.  The method is implemented in uni-processor 
machine using C  language source code. 

Keywords: Contour, Chain Coding, Entropy, Lossless Compression, Lossy 
compression. 

1    Introduction 

Compressing an image is significantly different than compressing raw binary data. Of 
course, general purpose compression programs can be used to compress images, but 
the result is less than optimal. This is because images have certain statistical proper-
ties which can be exploited by encoders specifically designed for them. Also, some of 
the finer details in the image can be sacrificed for the sake of saving a little more 
bandwidth or storage space. Lossless compression[2] involves with compressing data 
which, when decompressed, will be an exact replica of the original data. This is the 
case when binary data such as executables, documents etc. are compressed[14]. They 
need to be exactly reproduced when decompressed.  

The files that comprise images can be quite large and can quickly take up precious 
memory space on the computer’s hard drive[11]. The size of images can also make 
downloading from the internet a lengthy process. Transmission of images in their 
original form increases the time spent in  network and we need to increases the band-
width for fast transmission[3].  On the other hand, compressed images which can be 
restored at the receiving end can very much reduce network overheads. 

2



430 T. Meyyappan, S.M. Thamarai, and N.M. Jeya Nachiaban 

The Recursive Chain coding method starts with the original image and develop 
chain codes in a recursive manner, marking the pixels visited earlier and expanding 
the entropy in eight directions. The proposed method is applied on various digital im-
ages.  The performance of the method is compared with 4-direction Recursive Crack 
Coding.  The results are tabulated and plotted. 

2    Existing Methods 

The four different approaches[4],[6][10] to compression are Statistical Compression, 
Spatial compression,  Quantizing compression, Fractal compression. In spatial ap-
proach, image coding is based on the spatial relationship between pixels of predicta-
bly similar types. The method proposed in this paper employs spatial approach. 

Run-length encoding (RLE) is a very simple form of data compression in which 
runs of data are stored as a single data value and count, rather than as the original run. 
This is most useful on data that contains many such run. It is not useful with files that 
don't have many runs as it could greatly increase the file size.  Huffman coding re-
moves coding  redundancy. Huffman’s procedure creates the optimal code for a set of 
symbols and probabilities subject to the constraint that the symbols be coded one at a 
time.  When large number of symbols is to be coded, the construction of the optimal 
binary Huffman code is a difficult task. Arithmetic coding[5] is a form of variable-
length entropy encoding used in lossless data compression. Arithmetic coding en-
codes the entire message into a single number. In predictive coding, information al-
ready sent or available is used to predict future values, and the difference is coded. 
Transform coding[12], on the other hand, first transforms the image from its spatial 
domain representation to a different type of representation and provides greater data 
compression compared to predictive methods, although at the expense of greater 
computational requirements.  

3    Connectivity 

In many circumstances it is important to know whether two pixels are connected to 
each other, and there are two major rules[8] for deciding this. Consider a pixel called 
P, at row i and column j of an image; looking at a small region centered about this 
pixel, we can label the neighboring pixels with integers[3]. Connectivity is illustrated 
below: 

  

Fig. 1. 8 -Connected Pixels 
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Two pixels are 8-adjacent if they are horizontal, vertical and diagonal neighbors. 
The 8-adjacent pixels are said to be connected if they have the same pixel value. Con-
tour coding[5] has the effect of reducing the areas of pixels of the same grey levels to 
a set of contours that bound those areas.  If the areas of same grey level are large with 
a simple edge, then the compression rate can be very good. In practice, it is best to 
make all contours circular[5], so that they return to the originating pixel - if necessary 
along the path that they have already traversed - and to identify the grey level that 
they lie on and enclose.  8-connected contour[13] is known as chain coding and 4-
connected     contour is known as crack coding.  In this paper, authors used chain cod-
ing and grey level of each contour and direction values of the contour alone are stored 
instead of actual pixel values which take up much storage space. 

4    Proposed Method 

The proposed method works with the original image as it is. It does not process the 
image in any way and transform the pixels of the image as in edge detection. It finds 
all the possible 8-connected contours and stores the 8-directions of the contour along 
with grey value being examined.  The process is repeated with the help of a recursive 
procedure and marking all the pixels visited along the contour path. The marked pix-
els are eliminated for further examination of connected pixels.  The eight direction 
chain code values (0 to 7, consuming 3 bits per number) are packed into a byte and 
stored along with the grey value in output file.  No loss of pixels[1] are observed in 
the proposed compression method.  The following is the format of stored compressed 
image: 

 Row, Column, Grey-Value, 8-direction chain codes 

4.1   Algorithm for Compressing Original Image 

The following algorithm shows the sequence of steps to be followed to      compress 
the original image.  

 

Step 1 Read an uncompressed image file[7] 
Step 2 Read number of rows n and columns m of the image from 

 header 
Step 3 Separate pixels P[n,m]  
Step 4 For i=1 to n do 5 
Step 5 For j=1 to m do 

 Store P[i,j] and its grey value g as beginning of the  contour 
 Mark the pixel P[i,j]  
 Chain_Code(P,i,j,g) 

Step 6 Write the header information and contour codes in another 
 file. 
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Procedure Chain_Code(P,i,j,g) 
Begin    
  if      (P[i-1, j-1] equal g) then store 0; Chain_Code(P,i-1, j-1,g);       
 else if(P[i, j-1] equal g) then store 1; Chain_Code(P,i, j-1,g);            
else if(P[i+1, j-1] equal g) then store 2; Chain_Code(P,i+1, j-1,g);    
else if(P[i+1, j ] equal g) then store 3; Chain_Code(P,i+1, j, g);         
else if(P[i+1, j+1] equal g) then store 4; Chain_Code(P,i+1, j+1,g);  
else if(P[i,j+1] equals g) then store 5; Chain_Code(P,i, j+1,g);          
else if(P[i-1, j+1] equal g) then store 6; Chain_Code(P,i-1, j+1,g);    
else if(P[i-1, j ] equals g) then store 7; Chain_Code(P,i-1, j,g);          
else  return; 
End; 

4.2   Algorithm for Restoration of Original Image from Compresed Image 

The following algorithm shows the sequence of steps to restore the original image 
from compressed image. 

 
Step 1 Open the compressed image file. 
Step 2 Read number of rows m and columns n of the image from 

 header. 
Step 3 Initialize P[n,m] 
Step 4 Repeat steps 5 to 8 until all the chain coded contours are 

 processed 
Step 5 Read starting coordinate position(i, j) and grey value g of 

 next contour. 
Step 6 P[i, j]=g; 
Step 7 Read next chain code c; 
Step 8 Replace_Pixel(P,i, j,g,c);  
Step 9 Write the header information and pixels P[n,m] in another 

 file. 
 

Procedure Replace_Pixel(P,i, j,g,c) 
Begin     
    if(c equals 0) then store P[i-1, j-1]=g; 
    else if(c equals 1) then store P[i, j-1]=g; 
    else if(c equals 2) then store P[i+1, j-1]=g;    
    else if(c equals 3) then store P[i+1, j]=g;  
    else if(c equals 4) then store P[i+1, j+1]=g;   
    else if(c equals 5) then store P[i, j+1]=g;  
    else if(c equals 6) then store P[i-1, j+1]=g; 
    else if(c equals 7) then store P[i-1, j]=g;        
    else return; 
End; 
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5   Results and Discussion 

The authors have developed a package using C language code for the proposed com-
pression and decompression methods.  A set of sample bitmap images (both monoch-
rome and color) are tested with the proposed method. The compression percentage va-
ries from 27% to 40% for the samples. No loss of pixels are found while restoring the 
original image.  Original size and compressed size of the images and computation 
time are plotted.  A sample content of the file which stores Starting Position of a pix-
el, Grey value and Chain Codes of its contour is shown below. 16 bits are required for 
starting  position.  3 bits are needed for storing contour direction. Following numbers 
represent the direction of contour(one of 8 directions).  The last value -1 marks the 
end of the contour. The last value 999 signifies the end of the file.  Every number is 
packed together into a 3 bits and stored in another file.   

 
  

Fig. 2(a). Original Bitmap Image              Fig. 2(b). Image  after Decompression 

Table 1. Experimental Results for Chain Coding and Crack coding 
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1 9108 5483 40 0.5 0 6416 30 0.8 0 

2 8036 5427 32 0.4 0 6270 22 0.8 0 

3 8415 5673 33 0.4 0 6392 24 1.3 0 

4 7698 5608 27 0.3 0 6271 19 1 0 
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0 0 97 4 3 3 3 3 5 5 4 3 3 5 5 5 5 4 7 7 7 7 1 1 1 1 1 4 3 5 1 0 2 5 -1 
0 1 47 5 5 4 3 3 4 5 5 5 5 7 1 1 1 1 6 1 6 1 6 1 1 -1 
999 
 
The statistical results are shown below: 
 
No. of bytes in original image        = 100 *8=800 bits(A) 
 
No. of bytes in compressed image = (2*8)+(58*3)=190 bits(B) 
 

Compression Percentage  = 100  X  
A

)B-A(   =  76.25% 
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Fig. 3. Performance of the proposed compression method 

6    Conclusion 

Authors have developed a package using C language and implemented the proposed 
method. Images compressed with proposed method are restored without any pixel 
loss. Program execution time, compression percentage are measured for various im-
ages. Experimental data are tabulated and plotted. Computation time taken by chain 
coding is more than the crack coding because of tracing contours with 8-
neighboring pixels. Although the proposed method consumes more computation 
time, the compression percentage is better than the 4-directions Crack Coding me-
thod. Parallel processing methods may be adopted to speed up contour tracing oper-
ation. The next phase of the research work is in progress to compress images after 
edge detection.   



 Recursive Chain Coding Method for Lossless Digital Image Compression 435 

References 

1. Wu, X., Memon, N.: Context-based, adaptive, lossless image coding. IEEE Trans. Com-
mun. 45, 437–444 (1997) 

2. Ansari, R., Memon, N., Ceran, E.: Near-lossless image compression techniques. J. Elec-
tron. Imaging 7(3), 486–494 (1998) 

3. Meyyappan, T., Thamarai, S.M., Jeya Nachiaban, N.M.: A new method for lossless image 
compression using recursive crack coding. In: Nagamalai, D., Renault, E., Dhanuskodi, M. 
(eds.) DPPR 2011. CCIS, vol. 205, pp. 128–135. Springer, Heidelberg (2011), 
doi:10.1007/978-3-642-24055-3; ISSN: 1865-0929, E-ISSN: 1865-0937 

4. Ekstrom, M.P.: Digital Image Processing Techniques (Computational Techniques). Aca-
demic Press (1984)  

5. Low, A.: Introductory Computer Vision and Image Processing. McGraw-Hill Publishing 
Co. (1991)  

6. Held, G., Marshall, T.R.: Data and Image Compression: Tools and Techniques. Wiley 
(1996)  

7. Miano, J.: Compressed Image File Formats: JPEG, PNG, GIF, XBM, BMP. ACM Press 
(1997)  

8. Sayood: Introduction to Data Compression, 2nd edn. Academic Press (2000)  
9. Jahne, B.: Practical Handbook on Image Processing for Scientific and Technical Applica-

tions. CRC Press (2004) 
10. Parker, J.R.: Algorithms for Image Processing and Computer Vision. Wiley (2010)  
11. Ames, G.: Image Compression (2001) 
12. Gautam, B.: Image Compression using Discrete Cosine Transform & Discrete Wavelet 

Transform. In: Department of Computer Science and Engineering, National Institute of 
Technology, Rourkela (2010)  

13. Nelson, C.: Contour Encoded Compression and Transmission, M.SC thesis, Brigham 
Young University (2006)  

14. http://www.debugmode.com/imagecmp/  



Short Tandem Repeats in Certain Human Genes

Reveal a Positive Correlation towards Evolution

Suresh B. Mudunuri1, Prudhvi Ravi Raja Reddy Mallidi1, Sujan Patnana1,
S. Pallamsetty2, and Appa Rao Allam3

1 Department of Computer Science & Engineering, Aditya Engineering College,
Surampalem, East Godavari District, Andhra Pradesh, India 533 437

suresh.mudunuri@aec.edu.in
2 Department of Computer Science & Systems Engineering, Andhra University

College of Engineering, Visakhapatnam, Andhra Pradesh, India 530 003
3 CR Rao Advanced Institute of Mathematics, Statistics & Computer Science,
University of Hyderabad Campus, Hyderabad, Andhra Pradesh, India 500 046

Abstract. Mutational dynamics in disease genes are crucial to investi-
gate as many of the genetic diseases occur due to very minor changes
in the DNA sequence. Mutations in genomes, especially in gene regions,
are the primary reason for the evolution of new organisms. Certain ele-
ments in DNA called Short Tandem Repeats (STRs) are known to play
a key role in the generation of mutations leading to evolution. In this
study, we performed a computational analysis of few disease genes and
the impact of mutations in altering the genomic regions of these genes.
We observed that the experimentally proven mutations of these genes
are resulting in the expansion and contraction of STRs suggesting their
positive correlation towards evolution.

Keywords: Short Tandem Repeats, Microsatellites, Bioinformatics, Mu-
tations, Diabetes, Genes, Evolution.

1 Introduction

Short Tandem Repeats (STRs), also known as Microsatellites or Simple Se-
quence Repeats, are tandem occurrences of repeat motifs of size 1-6 in a DNA
sequence [1]. For example, a DNA sub-sequence AGAGAGAGAG is a STR se-
quence where a motif or unit AG is repeated 5 times, represented as (AG)5. These
repeats are ubiquitous in nature and are spread through out the genomes of al-
most all organisms. They are responsible for causing several neuro-degenerative
diseases in humans and are widely used in DNA Fingerprinting, Forensics, Pa-
ternity Studies, Animal Extinction Studies, Population Studies, etc. Studying
the role of these Short Tandem Repeats in various human genes would reveal
the genomic differences between the diseased and the normal genes and there
by understand the reasons for pathogenicity. As STRs are more prone for mu-
tations when compared to other regions of the genome, researchers find them
the interesting elements to study. In this study, we have analyzed STRs in four
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important genes namely IPF-1, MLH-1, MSH-2 and MSH-6 in humans which
are responsible for causing diabetes and related disorders using bioinformatic
tools and databases.

Human Insulin Promoter Factor-1 (IPF-1) gene (NM 000209.2) is known to
play an important role in pancreas development and in insulin production. Sev-
eral diseases are linked with this gene as mutations (changes) in this gene se-
quence are known to cause Diabetes Mellitus and Pancreatic Agenesis [2]. In-
sulin Promoter Factor 1 (IPF-1) (other synonyms: IDX1, STF-1 and PDX1) is
a homeo-domain containing protein, that plays an important role in the tran-
scription of endocrine pancreas specific genes in adults [3][4][5]. Changes in the
gene expression of insulin leads to abnormal beta cell function causing diabetes.
The remaining 3 human genes MLH-1 (NM 000249.2), MSH-2 (NM 000251.1)
and MSH-6 (NM 000179.2) genes are similar to the DNA repair genes mutL
and mutS that are found in most bacteria. Studies revealed that failure of these
genes to produce the DNA repair enzymes resulted in causing colorectal cancer
[6]. The primary role of these genes is to produce proteins that help in DNA
mismatch repair during the replication process. As they are very crucial in DNA
repairing mechanism, mutations in these genes might cause serious problems in
human body. Reports emphasize that if the replication errors are not repaired,
they lead to damaged DNA causing colon cancer [7].

We conducted a simple computational analysis of these 4 genes and studied
whether there is any correlation between the mutations in these four genes and
their STR regions. Moreover, the birth (formation) and death (termination)
of these STRs are greatly influenced by the mutations in the DNA. So, we also
studied whether the mutations in these genes have any influence in the evolution
of STRs.

2 Material and Methods

STRs have been extracted from the four genes (IPF-1, MLH-1, MSH-2 and MSH-
6) using the software tool Imperfect Microsatellite Extractor (IMEx Version 2.0)
[8][9]. IMEx is used with the following parameters: p%=10; n= Mono: 5, Di:
3, Tri: 2, Tetra: 2, Penta: 2 and Hexa: 2. The remaining parameters are set
to default. Translate tool from ExPASy proteomics server [10] has been used
to translate the gene sequence into its corresponding protein region in order to
map the STRs and the mutations. The translate tool will remove the unnecessary
intron regions in the gene sequence.

Further, to find out whether the mutations fall inside the domain regions
(regions of functional importance in a gene) or not, we have used the domain
prediction tool SMART (Simple Modular Architecture Research Tool) [11]. The
experimentally proven mutations of the IPF-1, MLH-1, MSH-2 and MSH-6 genes
leading to phenotypic differences were collected from the Human Gene Mutation
Database (HGMD) [12]. We did not include mutations in the intron regions and
silent mutations (that do not induce any change in the protein sequence). Only
those mutations that produced a disease phenotype are considered.
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3 Results

The genes IPF-1, MLH-1, MSH-2 and MSH-6 contained 33, 59, 68 and 106 STRs
respectively. We mapped the STR regions with the mutations collected from the
HGMD database. Out of the 33 STRs in IPF-1 gene, 4 of them are found to be
having the mutations that involved in causing pancreatic agenesis and diabetes.
In MLH-1 gene, out of the 59 STRs, 29 STRs are mapped to the experimentally
proven mutations. In MSH-2 gene, mutations fall in 20 of the 68 STRs. In MSH-
6 gene, 18 STRs out of 106 STRs are found to be mapped to the mutations.
Though the numbers do not suggest a very positive correlation between STRs
and mutations, few interesting results are found during the analysis.

We observed that certain mutations in all these four genes are involved either
in the expansion or in the contraction of the STR regions (STR Polymorphism).
For example, the mutation InsCCG240 (Proline Insertion) in IPF-1 gene, known
to inhibit insulin production, inserts an extra repeat unit CCG expanding the
STRs (CCG)4 to (CCG)5 [13]. The extra CCG results in an extra proline in the
aminoacid sequence and there by inhibiting the insulin expression to a significant
extent [14]. Similarly, the mutation DelTG175 of MSH-2 gene deletes a repeat
unit TG that results in contraction of the sequence TG TG TG to TGTG. Many
such instances of mutations are listed in the Tables 1, 2 and 3. Apart from
addition or deletion of repeat units, the STR regions are also found to be hav-
ing point mutations (single nucleotide mutations) in the form of substitutions,
insertions and deletions.

Unlike substitution that may or may not change the aminoacid sequence, a
single base deletion or insertion will make drastic changes to the final protein
sequence. These mutations cause a frame shift in the gene sequence that results in
either premature termination of the protein production or change in the entire
aminoacid sequence. For example, Pro63fsdel of IPF-1 gene refers to a point
mutation (deletion) of a nucleotide C from the 63rd codon leading to a frame
shift, there by inducing a stop codon down the line [13]. This mutation falls in
a mono-nucleotide repeat (C)6. The frame-shift results in an incomplete protein
that has been proved to be responsible for pancreatic agenesis [15].

Among the mutations that fall in STR regions, some mutations clearly in-
dicate their role in causing polymorphism in the STRs. It is indeed interesting
to see that some mutations are found to be giving birth (generation) to new
STR regions or in other cases, resulting in the expansion of existing STRs. For
example, in IPF-1 gene (refer Table 1), the mutation C18R substituted the T
with C in TG CG CG to make it to CG CG CG. On the other hand, some mu-
tations are disrupting the existing STRs and degenerating them. For example,
the mutation DelT891 of MSH-6 gene (refer Table 3) deleted the first T from
the sequence CT CT CT to degenerate the (CT)3 to (CT)2. The details of the
mutations that resulted in the expansion or contraction of STRs are listed in
Tables 1, 2 and 3.
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Table 1. List of mutations (substitutions) and their impact in the expansion or con-
traction of STRs in IPF-1, MLH-1, MSH-2 and MSH-6 genes

Gene Mutation Details Normal Mutant Change

IPF-1 C18R TGC (Cys) to CGC (Arg) TGCGCG CG CG CG +
MLH-1 G22A GGG (Gly) to GCG (Ala) GCGGCGGGG GCG GCG GCG +
MLH-1 K196STOP AAA (Lys) to TAA (Stop) AAAAAA AAATAA -
MLH-1 H264R CAT (Pro) to CGT (Arg) CATCGTCGT CGT CGT CGT +
MLH-1 P496L CCC (Pro) to CTC (Leu) CCCCCC CCCTCC -
MLH-1 N551T AAC (Asn) to ACC (Thr) AACACCACC ACC ACC ACC +
MLH-1 K618T AAG (Lys) to ACG (Thr) AAG AAG AAG AAGACGAAG -
MSH-2 L93F CTT (Leu) to TTT (Phe) TCTTTT TTTTTT +
MSH-2 P868A CCA (Pro) to CGA (Ala) CCAGCAGCA GCA GCA GCA +
MSH-6 C559Y TGC (Cys) to TAC (Tyr) TG TG TG C TGTGTAC -
MSH-6 P1087T CCC (Pro) to ACC (Thr) CCCCCCCC CCCCCACC -

Table 2. List of insertions and their impact in the expansion or contraction of STRs
in IPF-1, MLH-1, MSH-2 and MSH-6 genes

Gene Mutation Normal Mutant Change

IPF-1 InsCCG240 CCG CCG CCG CCG CCG CCG ccg CCG CCG +
MLH-1 InsAA117 AAAA AAaaAA +
MLH-1 InsA166 AAAAA AAaAAA +
MLH-1 InsT289 AAAAA AtAAAA -
MLH-1 InsC495 CCCCCC CCCcCCC +
MLH-1 InsT506 TTTT TTtTT +
MLH-1 InsTTATA547 TTATA TTATA ttata +
MLH-1 InsCA717 CACA CA ca CA +
MSH-2 InsG61 GGGGG GGgGGG +
MSH-2 InsGG67 GGGG GGggGG +
MSH-2 InsT84 TTTT TTtTT +
MSH-2 InsA228 AAAAAAA AAAAaAAA +
MSH-2 InsAT299 ATAT AT at AT +
MSH-2 InsA422 AAAAA AAAaAA +
MSH-2 InsA566 AAAA AAaAA +
MSH-2 InsA881 AAAAAA AAAaAAA +
MSH-6 InsGTGA653 GTGA GTGA gtga +
MSH-6 InsATTA871 ATTA ATTA atta +
MSH-6 InsTA1065 TATA TA ta TA +
MSH-6 InsC1085 CCCCCCCC CCCCcCCCC +
MSH-6 InsT1107 TTTT TTtTT +
MSH-6 InsGTCA1329 GTCA GTCA gtca +
MSH-6 InsTTGA1356 TTGA TTGA ttga +
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Table 3. List of deletions and their impact in the expansion or contraction of STRs
in IPF-1, MLH-1, MSH-2 and MSH-6 genes

Gene Mutation Normal Mutant Change

IPF-1 DelC63 CCCCCc CCCCC -
MLH-1 DelG20 CGCGgCG CG CG CG +
MLH-1 DelG21 GGgGG GGGG -
MLH-1 DelA166 AAAaAA AAAAA -
MLH-1 DelGA198 GAgaGA GAGA -
MLH-1 DelAA285 AAaaA AAA -
MLH-1 DelA447 GGaGGGGG GGGGGGG +
MLH-1 DelA495 CCCcCC CCCCC -
MLH-1 DelAAG616 AAGaagAAG AAGAAG -
MLH-1 DelC647 CCcCC CCCC -
MLH-1 DelCACA726 CA ca ca CA -
MLH-1 DelCA726 CA ca CA CACA -
MSH-2 DelG61 GGgGG GGGG -
MSH-2 DelTG175 TGtgTG TGTG -
MSH-2 DelA227 AAAaAAA AAAAAA -
MSH-2 DelA247 AAaAA AAAA -
MSH-2 DelAA564 AAaaA AAA -
MSH-2 DelAG876 AGagAG AGAG -
MSH-2 DelA881 AAAaAA AAAAA -
MSH-6 DelAGAGA378 AGAGA agaga AGAGA -
MSH-6 DelAGG383 AGG agg AGG AGGAGG -
MSH-6 DelT891 Ct CT CT CCTCT -
MSH-6 DelC1085 CCCCcCCC CCCCCCC -
MSH-6 DelTT1102 TTTttTT TTTTT -
MSH-6 DelT1102 TTTtTTT TTTTTT -

The + / - in these tables indicate whether the STR is expanded or contracted.
The three tables show that insertions resulted in more number of expansions
where as deletions degenerated many of the STR regions.

Apart from point mutations, it is also found that insertions or deletions con-
taining more than one nucleotide occur resulting in the generation or degen-
eration of STR regions. For example, InsTTATA547 mutation of MLH-1 gene
gave birth to a new STR (TTATA)2. Similarly, DelAGAGA378 of MSH-6 gene
resulted in the degeneration of (AGAGA)2 to AGAGA. These mutational dy-
namics that result in the expansion and contraction of STRs indicate a positive
correlation towards the expansion or contraction of genomes that lead to evolu-
tion. Lastly, we mapped these mutations with the domain regions (refer Table 4)
extracted using SMART domain prediction server. Only 11 mutations occur in
the domain regions out of the 55 mutations that caused STR polymorphism. It
is interesting to note that though many of these STR mutations fall outside the
domain regions, they resulted in diseases. This is in contrast to the observation
that mutations in domain region effect the protein function. Our results suggest
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Table 4. List of domains in IPF-1, MLH-1, MSH-2 and MSH-6 genes

Gene Domain Start End

IPF-1 Homeodomain 146 208
MLH-1 Hatpase c 23 158
MSH-2 MUTsd 321 645
MSH-2 MUTsac 662 849
MSH-6 MUTsd 753 1102
MSH-6 MUTsac 1127 1321

that though the mutations occur outside the domain regions, they are known to
inhibit the protein production.

4 Conclusion

Our analysis indicate that STRs and mutations have an association among them-
selves and the results indicate that they play a significant role in the evolution of
genomes. We found that certain mutations are responsible for the expansion or
contraction of STRs leading to the change in the genome size on a whole. Some
of the point mutations in STR regions are found to be causing a frame-shift
there by resulting in abnormal protein formation irrespective of whether they
fall in a domain region or not. It is observed that some mutations are giving
birth to a new STR region by adding new repeat unit where as some deletions
are degenerating them. Hence, we conclude that STR regions are made dynamic
due to the mutations and over a period of time, these changes might result in
the change in the genome sequence on a whole which is the basis for evolution.
The study has been performed with only few genes and extending this work on
a large scale by analyzing large number of genes might give a more conclusive
indication of the role of STRs and mutations in evolution.
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Abstract. In the text document analysis process keywords are often represented 
in bag-of-words or vector space model. This representation is high-dimensional 
and sparse. Keyword extraction is considered as core technology of all 
automatic processing for text materials. Keywords represent in condensed from 
the essential content of a document. In this paper we used keyword extraction 
techniques for find an index terms that contain most important information and 
unique identify the documents. We proposed keyword extraction based text 
summarization techniques helps to reduce dimensionality of the vector space 
model at initial level. 

Keywords:  Dimensionality, Entropy, Keywords, Co-occurrence. 

1   Introduction 

Large collections of documents are becoming increasingly common. Such large 
document collection is important to organize them into meaningful patterns for further 
analysis. [2] Standard text mining and information retrieval techniques of text 
documents usually rely on word matching. Keywords represent in condensed form the 
essential content of a document. [6] Keywords can also be used to enrich the 
presentation of search results. Identify keywords to be used in extractive 
summarization of text documents.  

Keywords are the index terms that contain the most important information about 
the contents of the document. Automatic keyword extraction is the task to identify a 
small set of words, key phrases or keywords from a document that can describe the 
meaning of document. Users are decided to whether the document is relevant for them 
or not based on keywords. [4] Keywords resemble as a brief summaries of the 
document. Everyday so many numbers of articles, books, papers are published which 
makes it very hard to go through all these text material; instead there is a need of good 

2
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information extraction or summarization methods which provide the actual contents 
of a given document.  

Keyword is the smallest unit which expresses meaning of entire document. This 
keyword is used for many applications and take advantage of it such as indexing,  
text summarization, information retrieval, document classification, text clustering, 
filtering, cataloging, topic detection and tracking, information visualization, report 
generation, web searches, etc. 

Keyword Extraction methods are divided into four categories, namely Statistics 
approach, Linguistics approach, Machine Learning approaches and other 
approaches.[7] 

1.1   Statistics Approach 

Statistics methods are simple may be efficient in computation. Statistics-based 
approaches derive weights of key terms and determine the sentence importance by the 
total weight the sentence contains. The statistical information of the words can be 
used to identify the keywords in the document. [2] Statistical techniques are 
themselves on term frequency to determine the term importance. Sentences with more 
important terms are extracted in higher priorities. Common ways to determine term 
importance include TF-IDF, entropy, mutual information, and statistics. Sometimes, 
term importance is strong if the terms belong to title words, cue-phrases, and/or 
capitalized words. Moreover, sentence importance can also be adjusted according to 
its length and where it locates in the document. 

Cohen uses N-Gram statistical information to automatically index the document. 
N-Gram is language and domain independent. Other statistical methods include word 
frequency, TF*IDF, word co-occurrence, etc.  

1.2   Linguistic Approach  

Linguistics-based approaches identify term relationship in the document through part-
of-speech tagging, grammar analysis, thesaurus usage, and extract meaningful 
sentences. In the linguistic approach the linguistic features of the words mainly 
sentences and documents. [12]The linguistic approach includes the lexical analysis, 
syntactic analysis discourse analysis and so on. Linguistic approaches look into term 
semantics, which may yield better summary results.  

1.3   Machine Learning Approaches  

The third approach is machine learning approach, in which Keyword Extraction can 
be seen as supervised learning, Machine Learning approach employs the extracted 
keywords from training documents to learn a model and applies the model to find 
keywords from new documents. This approach includes Naïve Bayes, Support Vector 
Machine, etc. 

Other approaches about keyword extraction mainly combines the methods 
mentioned above or use some heuristic knowledge in the task of keyword extraction, 
such as the position, length, layout feature of words, html tags around of the words, 
etc[13].  
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2   Preprocessing 

Typically, a large number of words exist in even a moderately sized set of documents 
where a few thousand words or more are common. Thus for large document 
collections, both the row and column dimensions of the matrix are quite large. So our 
work is to identify the mostly weighted words are called as keywords for the 
document that reduce the size of the matrix. 

Before applying techniques to get keywords, preprocess the document. The 
preprocess method gives help to make our keyword extraction easy and it indirectly 
helps to reduce the dimensionality of vector space model. In general text documents 
contain set of sentences each sentences contains words, all words may not carry the 
meaning. Those meaningless words are called as stopwords. First eliminate 
stopwords, special symbols, and commas in the document. 

The stopword elimination incorporates that into a porter algorithm for stemming 
that gives effective preprocessing of document. [1] The Porter stemmer is divided into 
five steps, in step1 removes the i-suffixes and step 2 to 4the d-suffixes. Composite d-
suffixes are reduced to single d-suffixes one at a time. So for example if a word ends 
icational, step 2 reduces it to icate and step 3 to ic. Three steps are sufficient for this 
process in English. Step 5 does some tidying up. 

The basic idea is to represent each document as a vector of certain keyword word 
frequencies. In order to do so, the following parsing, stemming steps are needed. 

1. Extract all unique words from the entire set of documents, without consider case. 
2. Eliminate “stopwords” which have not content such as “a”, “and”, “the”, etc. 
3. In the step outline a simple preprocessing scheme, that find the “root” word and      
   eliminating plurals, tenses, prefixes, and suffixes. 
4. Count the frequency occurrences of each word for every document.  
5 Using information-theoretic criteria eliminate non-content-bearing “high-     

frequency” and “low-frequency” words. The high frequency words carry information. 

3   Related Work 

According to our earlier work in the text analysis, preprocessing helps somehow to 
find the words but those words are not to apply directly to create a vector space 
model, because those words  count is more and it leads to high-dimensionality of  the 
vector space model. We proposed to use the keyword extraction techniques in the text 
analysis process to find the content bearing words from the document.  

In our proposed method we get only high content bearing words. This proposal 
helps in several ways for further text analysis; one important is that reducing the high 
dimensionality of the vector space model. We used statistical based keyword 
extraction techniques for multiple documents. 

Keyword extraction is the process of extracting a few salient words (or phrases) 
from a given text and using the words to represent the text [3]. Text summarization is 
also the process of creating a compressed version of a given document that delivers 
the main topic of the document. The two tasks are similar in essence because they 
both aim to extract concise representations for documents. Automatic text 
summarization and keyword extraction have drawn much attention for a long time 
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because they both are very important for many text applications, including document 
retrieval, document clustering, etc. Particularly the above two tasks are help to reduce 
the dimensionality of the vector space model. 

In this paper we used statistical based keyword extraction methods to summarize 
documents and it aid for the dimensional reduction.  

4   Statistical Methods  

Statistics methods are simple may be efficient in computation. Statistics-based 
approaches derive weights of key terms and determine the sentence importance by the 
total weight the sentence contains. Statistical techniques base themselves on term 
frequency to determine the term importance. Sentences with more important terms are 
extracted in higher priorities. Common ways to determine term importance include 
TF-IDF, entropy, mutual information, and statistics. Sometimes, term importance is 
reinforced if the terms belong to title words, cue-phrases, and/or capitalized words. 
Moreover, sentence importance can also be adjusted according to its length and where 
it locates in the document. 

The statistical information of the words can be used to identify the keywords in the 
document. Statistical techniques are themselves on term frequency to determine the 
term importance. [8] Sentences with more important terms are extracted in higher 
priorities. Common ways to determine term importance include TF-IDF, entropy, 
mutual information, and statistics. 

4.1   Term and Term Weights (TF-IDF)  

The task of keyword extraction is to identify a set of words, representative for a 
document. [1] To achieve this we use a simple statistical approach. Thereby, as we 
intend to exploit the properties of a document and of a repository, we used a simple 
statistical measure. One of the simple weighting is TF*IDF. The TF part intends to 
give a higher score to a document that has more occurrences of a term, while the IDF 
part is to penalize words that are popular in the whole collection.  

The keyword extraction is conducted exploiting the TF*IDF weight of the term. It 
is calculated according to the formula: 
 

TF * IDF (term) =  
 ( )∑ ( ) (       (1) 

where TF(term) is the frequency of a term in the given document, N is the total 
number of documents in the collection, DF(term) is number of documents, that 
contain the term. Which is the term having more TF-IDF comparative certain 
threshold consider as keyword for document analysis. 

4.2   Entropy Based Method  

After filtering and stemming there is also further decrease the number of words that 
should be used indexing or keyword selection procedure can be used. In this case, 
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only the selected keywords are used to describe the documents. A simple method for 
keyword selection is to extract keywords based on their entropy. E.g. for each word t 
in the vocabulary the entropy can be computed: 

 ( ) = 1 + | | ∑ ( , )∈ ( , )                                  (2) 

where  ( , ) = ( , )∑ ( , ) 
Equation (2) gives the entropy of the given word. Here the entropy gives a measure 

how well a word is suited to separate documents by keyword search. For instance, 
words that occur in many documents will have low entropy. [5] The entropy can be 
seen as a measure of the importance of a word in the given domain context. As index 
words a number of words that have high entropy relative to their overall frequency 
can be chosen, i.e. of words occurring equally often those with the higher entropy can 
be preferred to place in the vector space model. 

4.3   Co-occurrence  

We use co-occurrence of words as the primary way of quantifying semantic relations 
between words. According to the distributional hypothesis semantically similar words 
occur in similar contexts, i.e. they co-occur with the same other words [9]. Therefore 
rather than using the immediate co-occurrence of two terms as a measure for their 
semantic similarity we will compare the co occurrences of the terms with all other 
terms. We formalize this intuition by defining a so called co-occurrence distribution 
of each word which is simply the weighted average of the word distributions of all 
documents in which the word occurs [10]. We then operationalize the “semantic 
similarity” of two terms by computing similarity measure(s) for their co-occurrence 
distributions. The co-occurrence distribution of a word can also be compared with the 
word distribution of a text. This gives us a measure to determine how typical a word 
is for a text. 

We simplify a document to a bag of words. Thus, consider a set of n term 
occurrences W each being an instance of a term t in T ={t1…tm}, and each occurring 
in a source document d in a collection C = {d1,…dM). Let n(d, t) be the number of 
occurrences of term t in d, n(t) = ∑ ( , ) the number of occurrences t, and N(d) 
=∑ ( , ) the  number of term occurrences in d. We define probability distributions 

 
Q(d)=N(d)/n      on C 
Q(t) =n(t)/n       on T 

[9] A document consists of sentences. a sentence is considered to be a set of words 
separated by a stop mark (“.”, “?” or “!”). We also include document titles, section 
titles, and captions as sentences. Two terms in a sentence are considered to co-occur 
once. That is, we see each sentence as a “basket,” ignoring term order and 
grammatical information except when extracting word sequences. We can obtain 
frequent terms by counting term frequencies. 

First, frequent terms are extracted. Co-occurrences of a term and frequent terms are 
counted. If a term appears frequently with a particular subset of terms, the term is 
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likely to have important meaning. The degree of bias of the co-occurrence distribution 
is measured by the χ2-measure. 

Assuming that term w appears independently from frequent terms G, the 
distribution of co-occurrence of term w and the frequent terms is similar to the 
unconditional distribution of occurrence of the frequent terms [11].  Conversely, if 
term w has a semantic relation with a particular set of terms g ∈ G, co-occurrence of 
term w and g is greater than expected; the distribution is to be biased. 

 
   χ2 (w)=∑ ( ( , ) )                    (3) 

5   Experimental Results 

According to our earlier work of text data analysis, preprocessing step produce 
keywords we depending on those words and construct the vector space model. The 
vector space model is high dimensional and sparse. Reduce the dimensionality many 
methods are used like singular value decomposition, principal component analysis 
and factor analysis. But here our proposal is before apply any dimensionality 
reduction technique let us do keyword extraction techniques lend a hand to 
dimensionality reduction techniques. Our proposal here is that keyword extraction is 
used for multiple applications. Let us say the first advantage is to summarize the text, 
and helps to reduce the size of the representation model i.e. vector space model.  

In this paper we used statistical approaches for keyword extraction namely TF-
IDF, Entropy, and co-occurrence. We experiment with these three method for finding 
keywords and compare the results. The results are showing that keyword extraction 
methods helping to dimensionality reduction methods. These keywords are also 
facilitating to analyze the text data analysis. Fig.1 shows the words reduced using TF-
IDF method. Fig.2 shows the words reduced using Entropy based approach. In the 
Fig.3 shows the comparison of word reduction in both methods.  

 

 

Fig. 1. Reduced words while using TF-IDF for different threshold values 
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Used standard data set for the experimentation, the dataset has twenty text 
documents; each method reduced some number of words that is boon for the 
dimensionality reduction. Entropy based method is best comparatively TF-IDF  
method. The entropy-based keyword extraction method helps to find the weighed key 
words from the documents. These weighted keywords used to construct vector space 
model is optimal and reduced form.     

 

Fig. 2. Reduced words while using Entropy for different threshold levels 

 

Fig. 3. Comparison of TF*IDF & Entropy word reduction for standard documents  

6   Conclusion and Future Work 

In this paper we proposed keyword extraction techniques helps to reduce the 
dimensionality of the vector space model that makes easy to evaluate the text 
documents. We make comparative study of statistical keyword extraction methods 
and found that TF-IDF is simple technique, but Entropy method is helps to find the 
most import words from the document. 

Future works include incorporating more features to improve the existing results. 
The features that can be included are position weight algorithm which weighs words  
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according to their position of occurrence in the document, length of the word by 
giving more importance to the lengthy words as compared to the short words, 
informative feature selection such as bold, italic, underlined words. 
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Abstract. Dimensionality reduction of a feature set refers to the problem of 
selecting relevant features which produce the most predictive outcome. In 
particular, feature selection task is involved in datasets containing huge number 
of features. Rough set theory has been one of the most successful methods used 
for feature selection. However, this method is still not able to find optimal 
subsets. But it can be made to be optimal using different optimization 
techniques. This paper proposes a new feature selection method based on 
Rough set theory hybrid with Differential Evolution (DE) try to improve this. 
We call this method as RoughDE. The proposed method is experimentally 
compared with other hybrid Rough Set methods such as Genetic Algorithm 
(GA) and Particle Swarm Optimization (PSO). 

1   Introduction 

The main goal of feature selection is to find a minimal feature subset from a problem 
domain with high accuracy in representing the original features [1]. In real world 
problems feature selection is an important process must due to the abundance of 
noisy, irrelevant or misleading features. An extensive method may be used for this 
purpose, it is quite impractical for most datasets. Usually feature selection algorithms 
involve heuristic or random search strategies in an attempt to avoid this prohibitive 
complexity. However, the degree of optimality of the final feature subset is often 
reduced. 

Rough set theory provides a mathematical tool that can be used for both feature 
selection and knowledge discovery. It helps us to find out the minimal attribute sets 
called ‘reducts’ to classify objects without deterioration of classification quality. 
[2,3,4].However, it is not possible in theory to say whether two attribute values are 
similar and to what extent they are the same; for example, two close values may only 
differ as a result of noise, but in the standard RST-based approach they are considered 
to be as different as two values of a different order of magnitude. Dataset 
discretization must take place before reduction methods based on crisp rough sets can 
be applied. This is often still inadequate. However, as the degrees of membership of 
values to discretised values are not considered at all. To solve this problem, a number 
of variations in this theory have been proposed. Among these methods, the Swarm 
Intelligence (SI) based methods perform better than the rest of the method. 

2
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Swarm Intelligence is the property of a system whereby the collective behaviours 
of simple agents interacting locally with their environment cause coherent functional 
global patterns to emerge [5]. SI provides a basis with which it is possible to explore 
collective (or distributed) problem solving without centralized control or the provision 
of a global model.  

The rest of this paper is structured as follows. Section 2 discusses the fundamentals 
of Rough Set Theory, in particular focusing on dimensionality reduction. Section 3 
presents the Concepts of Differential Evolution Optimization technique. Section 4 
presents the hybrid methods of Rough Set theory with Differential Evolution 
(RoughDE). Section 5 details the experimentation carried out and presents the 
discovered results. The paper concludes with a discussion on the observations and 
highlights the scope for future work in this area. 

2   Rough Set Preliminaries 

Rough set theory [6][7] is a new mathematical approach to imprecision, vagueness 
and uncertainty. In an information system, every object of the universe is associated 
with some information. Objects characterized by the same information are 
indiscernible with respect to the available information about them. Any set of 
indiscernible objects is called an elementary set. Any union of elementary sets is 
referred to as a crisp set- otherwise a set is rough (imprecise, vague). Vague concepts 
cannot be characterized in terms of information about their elements. A rough set is 
the approximation of a vague concept by a pair of precise concepts, called lower and 
upper approximations. The lower approximation is a description of the domain 
objects, which are known with certainty to belong to the subset of interest, whereas 
the upper approximation is a description of the objects that possibly belong to the 
subset. Relative to a given set of attributes, a set is rough if its lower and upper 
approximations are not equal. 

The main advantage of rough set analysis is that it requires no additional 
knowledge except for the supplied data. Rough sets perform feature selection using 
only the granularity structure of the data [5]. Let I= (U, A) be an information system, 
where U is the universe, a non-empty finite set of objects. A is a non-empty finite set 
of attributes. For ∀a ∈ A determines a function : U→  . If P ⊆ A, there is an 
associated equivalence relation: 

IND (P) = {(x, y) ∈ U X U | ∀a ∈  P,  (x) =  (y )}                            (1) 

The partition of U, generated by IND (P) is denoted U/P. If (x, y) ∈ IND (P), then x 
and y are indiscernible by attributes from P. The equivalence classes of the P-
indiscernibility relation are denoted [ ] . The indiscernibility relation is the 
mathematical basis of rough set theory. 

Let X ⊆U, the P-lower approximation  and P-upper approximation  of set X 
can be defined as:  = { x ∈ U | [x]p ⊆ X }                                          . (2) 

= { x ∈ U | [x]p  X ≠  }                                         (3) 
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Let P, Q ⊆A be equivalence relations over U, then the positive, negative and 
boundary regions can be defined as: 

(Q) =    
∪       ∈ |                                                        (4) 

(Q) =     ∪        ∈ |                                                  (5) 

(Q)= 
∪     (  )∈ |                                                                  (6) 

The positive region of the partition U/Q with respect to P, (Q), is the set of all 
objects of U that can be certainly classified to blocks of the partition U/Q by means of 
P. A set is rough (imprecise) if it has a non-empty boundary region. 

An important issue in data analysis is discovering dependencies between attributes. 
Dependency can be defined in the following way. For P, Q ⊆A, P depends totally on 
Q, if and only if IND (P) ⊆ IND (Q). That means that the partition generated by P is 
finer than the partition generated by Q. We say that Q depends on P in a degree 0≤ k 
≤1 denoted P  Q, if 

 

                 K = ( )= 
| ( )|| |                                                  (7) 

If k=1, Q depends totally on P, if 0≤ k ≤1, Q depends partially on P, and if k=0 then Q 
does not depend on P. In other words, Q depends totally (partially) on P, if all (some) 
objects of the universe U can be certainly classified to blocks of the partition U/Q, 
employing P. 

In a decision system the attribute set contains the condition attribute set C and 
decision attribute set D, i.e. A = C U D. The degree of dependency between condition 
and decision attributes, ( )), is called the quality of approximation of 
classification, induced by the set of decision attributes [6]. 

The goal of attribute reduction is to remove redundant attributes so that the reduced 
set provides the same quality of classification as the original. A reduct is defined as a 
subset R of the conditional attribute set C such that ( ) = ( ). A given decision 
table may have many attribute reducts, the set of all reducts is defined as:  

                Red = {R ⊆ C | ( ) = ( ),∀ B R, ( )≠ ( )}             (8) 

In rough set attribute reduction, a reduct with minimal cardinality is searched for. An 
attempt is made to locate a single element of the minimal reduct set Redmin ⊆ Re d: 

 
Red min = { R Є Red |  R'∈ Red, | R | ≤ | R' |  }                                            (9) 

 
The intersection of all reducts is called the core, the elements of which are those 
attributes that cannot be eliminated. The core is defined as:  

CORE (C) = ∩ Red                                                    (10) 
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3   Differential Evolution (DE) and Its Modification 

Differential evolution (DE) is well known as a simple and efficient scheme for global 
optimization over continuous spaces.  The classical DE [8] is a population-based 
global optimization algorithm that uses a floating-point (real-coded) representation. 
The ith individual vector (chromosome) of the population at time-step (generation) t 
has d components (dimensions), i.e.  ( )= [ , ( ), , ( ), … … … … , , ( )]                                 (11) 

For each individual vector ( ) that belongs to the current population, DE randomly 
samples three other individuals, i.e., ( ), ( ) and ( ), from the same generation 
(for distinct k, i, j, and m). It then calculates the (component wise) difference of ( )  ( ), scales it by a scalar F (usually ∈ [0,1]), and creates a trial offspring 

(t + 1) by adding the result to ( ). Thus,  for the nth component of each vector. 

, ( +1) = , ( ) + F , ( ) , ( ) ,   if rand (0,1) < C, ( ),                                            otherwise                                  (12) 

C  ∈ [0,1] is a scalar parameter of the algorithm, called the crossover rate. If the new 
offspring yields a better value of the objective function, it replaces its parent in the 
next generation; otherwise the parent is retained in the population, i.e., 

( + 1) = ( + 1),                     ( + 1) > ( ( ))( )                             ( + 1) ≤ ( ( ))                    (13) 

where f(·) is the objective function to be maximized. 
To improve the convergence properties of DE, we have tuned its parameters in two 

different ways here. In the original DE, the difference vector ( ( ) ( )) is scaled 
by a constant factor F. The usual choice for this control parameter is a number 
between 0.4 and 1. We propose to vary this scale factor in a random manner in the 
range (0.5, 1) by using the relation 

                          F = 0.5 * (1 + rand(0, 1))                                         (14) 

where rand(0, 1) is a uniformly distributed random number within the range [0, 1]. 
The mean value of the scale factor is 0.75. This allows for stochastic variations in the 
amplification of the difference vector and thus helps retain population diversity as the 
search progresses. The DE with random scale factor (DERANDSF) can meet or beat 
the classical DE. In addition to that, here we also linearly decrease the crossover rate 
Cr with time from Crmax = 1.0 to Crmin = 0.5. If Cr = 1.0, it means that all components 
of the parent vector are replaced by the difference vector operator However, at the 
later stages of the optimizing process, if Cr is decreased, more components of the 
parent vector are then inherited by the offspring. Such a tuning of Cr helps 
exhaustively explore the search space at the beginning but finely adjust the 
movements of trial solutions during the later stages of search, so that they can explore 
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the interior of a relatively small space in which the suspected global optimum lies. 
The time variation of Cr may be expressed in the form of the following equation: 

Cr = (Crmax − Crmin) * (MAXIT − iter)/MAXIT                               (15) 

where Crmax and Crmin are the maximum and minimum values of crossover rate Cr, 
respectively; iter is the current iteration number; and MAXIT is the maximum number 
of allowable iterations. 

4   DE and Rough Set-Based Feature Selection (RoughDE) 

 We can use the idea of DE for the optimal feature selection problem. Consider a large 
feature space full of feature subsets. Each feature subset can be seen as a point or 
position in such a space. If there are N total features, then there will be 2N kinds of 
subset, different from each other in the length and features contained in each subset. 
The optimal position is the subset with least length and highest classification quality. 
Now we put a particle swarm into this feature space, each particle takes one position.  

To apply the DE idea to feature selection, some matters must first be considered. 

Representation of position 

We represent the particle's position as binary bit strings of length N, where N is the 
total number of attributes. Every bit represents an attribute, the value `1' means the 
corresponding attribute is selected while `0' not selected. Each position is an attribute 
subset. 

Position Update Strategies  

The number of different bits between two particles relates to the difference between 
their positions. For example, ,( )=[1 0 1 1 1 0 1 0 0 1], ,( ) =[0 1 0 0 1 1 0 1 0 1]. 
The difference between two particle is ,( ) ,( )=[1 –1 1 1 0 –1 1 –1 0 0 ]. A 
value of 1 indicates that compared with the best position, this bit (feature) should be 
selected but is not, which will decrease classification quality and lead to a lower 
fitness value. Assume that the number of 1’s is a. On the other hand, a value of -1 
indicates that, compared with the best position, this bit should not be selected, but is 
selected. Redundant features will make the length of the subset longer and lead to a 
lower fitness value. The number of -1’s is b. We use the value of (a-b) to express the 
distance between two positions; (a-b) may be positive or negative. Such variation 
makes particles exhibit an exploration ability within the solution space. In this 
example, (a-b)=4-3=1, so ,( ) ,( ) =1. 

In our experimentation, we initially take 0 and 1 bit .However, it was noticed that 
after several generations the particles converged to a good but non-optimal solution. 
So particles  will adjust positions, searching around the best position. After many 
tests, we found that the position of particle change to minimum and maximum value 
across the 0 and 1. So we update position of new generated particle as  

 , ( +1) = 
1,                , ( ) + F , ( ) , ( ) > 0                      0,                      , ( ) + F , ( ) , ( ) < 0                     (16) 
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Fitness Function 

We define the fitness function in equation (17): 

                Fitness = ( )+ (| | | || | )                                      (17). 

Where ( )is the classification quality of condition attribute set R relative to 
decision D, |R| is the ‘1’ number of a position or the length of selected feature subset. 
|C| is the total number of features.  and are two parameters corresponding to the 
importance of classification quality and subset length, α ∈[0,1] and β = 1−α . 

This formula means that the classification quality and feature subset length have 
different significance for feature selection task. In our experiment we assume that 
classification quality is more important than subset length and set α = 0.9, β = 0.1. 
The high α assures that the best position is at least a real rough set reduct. The 
goodness of each position is evaluated by this fitness function. The criteria are to 
maximize fitness values. 

5   Experiment and Results 

We run the proposed dimensionality reduction technique to reduce the dataset as 
lower dimensional dataset.  

A. Experimental Setup 

The parameters of the algorithms for all examples are defined as follows: the size of 
the population in GA , swarm size in PSO and particle size in DE  are set to 
(int)(10+2*sqrt(D)), where D is the dimension of the position, i.e., the number of 
condition attributes. Each experiment (for each algorithm) was repeated 3 times with 
different random seeds with number of fitness function evaluation is 600 

B. Datasets Used 

There are some real-life data sets are used in this paper which are taken from UCI 
Machine Repository and from website http://www.ailab.si/orange/datasets.asp.  

C. Simulation Strategy 

In this paper, while comparing the performance of our proposed RoughDE algorithm 
with other techniques, we focus on two major issues: as 1) ability to find the optimal 
number of attributes or features and 2) computational time required to find the 
solution. For comparing the speed of the algorithms, the first thing we require is a fair 
time measurement. The number of iterations or generations cannot be accepted as a 
time measure since the algorithms perform different amount of works in their inner 
loops, and they have different population sizes. Hence, we choose the number of 
fitness function evaluations (FEs) as a measure of computation time instead of 
generations or iterations. Since the algorithms are stochastic in nature, the results of 
two successive runs usually do not match. Hence, we have taken 3 independent runs 
(with different seeds of the random number generator) of each algorithm.  

Finally, we would like to point out that all the experiment codes are implemented 
in MATLAB 7. The experiments are conducted on a Pentium 4, 1GB RAM, and  the 
system is Windows XP Professional.   
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Table 1. Datasets used in the experiments 

 

    

Fig. 1. Performance of rough set reduction for Wine dataset 

 

Fig. 2. Performance of rough set reduction for Breast cancer wisconsin dataset 

 

p
SL.No Datasets No. of 

Instances
No. of 
features 

No. of 
clusters 

RoughGA RoughPSO RoughDE

1 Iris 150 04 03 02-03 02-03 02
2 Glass 214 09 06 03 03 03
3 Wine 178 13 03 03 02-03 02-03
4 Vowel 462 10 11 3 02-04 02
5 Breast cancer wisconsin 683 9 2 4 4 2
6 Zoo 101 16 7 5 5 5
7 Pima Indian diabates 768 8 2 2 2 2
8 shuttle landing control 253 6 2 6 6 4-6
9 Monk1 432 6 2 3 3 3
10 Lung cancer 32 56 3 21 21 19
11 Hayes roth 160 4 3 3 3 3
12 Ionosphere 351 32 2 12 12 12
13 Balance scale 625 4 2 4 4 2-4
14 Ecoli 336 7 8 3 3 3
15 306 3 2 3 3 3
16 Vechile 846 18 4 6 6 4
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D. Experimental Results 
To judge the accuracy of the RoughDE and other algorithms, we let each of them run 
for a very long time over every benchmark data set, until the number of FEs exceeded 
600. Then, we note the number of features found. 

E. Discussion on Results 
DE usually can obtain a better result than GA and PSO, especially for a large scale 
problem. Although GA, PSO and DE got the same results, DE usually uses only very 
few iterations,vas illustrated in Fig. 1 and Fig. 2.  

Conclusion  

In this paper, we investigated the problem of finding optimal reducts using Differential 
evolution technique. The proposed approach discovered the best feature combinations 
in an efficient way to observe the change of positive region as the particles proceed 
throughout the search space. We evaluated the performance of the proposed RoughDE 
algorithm with Genetic Algorithm (GA) and RoughPSO. The results indicates that DE 
usually required shorter time to obtain better results than GA and PSO, specially for 
large scale problems, although its stability need to be improved in further research. The 
proposed algorithm could be an ideal approach for solving the reduction problem when 
other algorithms failed to give a better solution. 
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Abstract. The prime objective of any IT organization is to develop cost, time 
and resource effective products. In any organization, jobs arriving to the system 
at peak hours are normally high demanding efficient execution and dispatch of 
jobs. Cloud computing is an emerging technology, which enables one to 
accomplish aforementioned objective, leading towards improved business 
performance. The observations made by capturing a job arriving pattern from 
monitoring system indicates most of the jobs are rejected due to inefficient 
scheduling technique. This paper therefore introduces an enhanced scheduling 
strategy that incorporates prioritization of jobs based on criticality and business 
gain in the Round Robin task scheduling technique. Simulation results have 
shown an improved response time and processing time of jobs. Further, the 
number of jobs that get rejected has decreased despite of geographically 
dispersed users, datacenters or the processing units and thereby increasing the 
number of computation of tasks.  

Keywords: Cloud Computing, Virtualization, Enhanced Round Robin, 
Scheduling, Response time, Processing time. 

1   Introduction 

Evolution of IT industry has oriented towards the consumption of large scale 
infrastructure, advanced operating platforms and development of optimal software 
and thereby demanding heavy capital investment by the organization. The state-of-art 
of the technology focuses on data processing to deal with massive amount of data. 
Thus, data processing has emerged as one of the challenging areas of any 
organization. 

Cloud computing is a promising technology, which is a pay-go model that provides 
the required resources to its clients. The main characteristics of cloud computing 
includes support of client-server model, distributed computing, utility computing and 

2
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virtualization. Since, virtualization is one of the core characteristics of cloud 
computing it is now possible to virtualize the factors that modulates business 
performance such as IT resources, hardware, software and operating system in the 
cloud-computing platform. Additionally, the diverse application of various users runs 
independently on the virtualized operating system. Consequently, resources are 
sacrificed in order to perform the activities on individual unit of services and 
depriving the execution of other activities, which are requesting for the same 
resource. Hence, an efficient task scheduling is an imperative factor in the cloud 
environment, failure of which leads to performance degradation of the cloud system. 
An efficient task scheduling aim towards less response time and henceforth the 
submitted jobs will be processed within the stipulated period based on their size. 
Subsequently, the resources are reallocated in time and enable to submit more number 
of jobs to the cloud. This in turn accelerates the business performance of cloud 
system. 

This paper introduces an efficient task scheduling strategy where Enhanced Round 
Robin (ERR) scheduling technique is incorporated in VM scheduler to achieve above-
mentioned objectives. This technique in turn is compared with the current Round 
Robin (RR) scheduling technique. 

2   Research Background 

The advancement of technology in IT domain has opened several research avenues in 
order to enhance the business performance. Shou Liu et al. have proposed an accrual 
scheduling algorithm for real-time cloud computing services to improve the 
performance of cloud over the traditional utility accrued approach [1]. 

Authors in [2] have suggested a Cost-optimal scheduling technique in hybrid IaaS 
clouds for deadline-constrained workloads, which aims to maximize the utilization of 
the internal datacenter and to minimize the cost of running outsourced tasks in the 
cloud within the specified QoS constraints. 

Further, authors in [3] have recommended a three-phases scheduling load-
balancing algorithm in hierarchical cloud computing network. They suggest selecting 
the service nodes on the network to facilitate the execution of complicated tasks that 
requires large-scale computations. 

However, Ana-Maria Operscu et al. have implemented Bag-of-Tasks Scheduling 
(BaTS) technique to schedule large bags of tasks on the multiple clouds having 
different CPU performance and cost. The authors further feel that the implementation 
of their technique minimizes the computation time without the need of task 
completion time [4]. 

Authors in [5] have incorporated an improved cost- based scheduling algorithm for 
task scheduling in cloud computing with the objective to schedule task groups in 
cloud computing platform having resources with different costs and computation 
performance. 

Authors in [6] have suggested a task scheduling technique using credit based 
assignment problem in cloud computing to find the minimal completion time of tasks. 

Nevertheless, the progress of research in cloud environment, it is apparent that 
currently existing job scheduling techniques are inefficient in reducing the job 
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rejection at peak hours, which is observed in the day-to-day scenario. Hence, this 
research focuses towards enhancing the existing task scheduling strategy in order to 
increase the computation of more number of jobs and thus improving the business 
performance of the organization. 

3   Research Design 

An efficient resource model enhances the performance of computing system in cloud 
environment. Since, cloud is a pay-and-go model, an unplanned scheduling of tasks 
leads to degradation of system and business performance. Therefore, it is essential for 
an efficient resource model to support optimized utilization of available resources and 
execution of tasks within the stipulated time in the cloud environment. 

Data collection for this research includes secondary data in order to analyze the 
efficiency of cloud service provider for the successful execution of jobs at the peak 
hours and within the available resource and time. Secondary data are processed data 
collected from several leading IT organizations, which are operating in cloud 
environment. 

It is apparent from the analysis that most of the jobs are rejected due to inefficient 
scheduling technique. Hence, the aim of this research was to develop an enhanced 
task scheduling strategy, which can resolve the aforementioned issues. 

4   Research Method 

The existing task scheduling techniques operated for cloud in IT organizations include 
Round Robin (RR) scheduling, BaTS, ABC scheduling, three-phases scheduling etc. 
However, our deep investigations have evidently shown the inefficiency of existing 
task scheduling techniques in terms of response time and processing time. 
Consequently, the rejection ratio of jobs is quite high. 

 

 

Fig. 1. A Graph of User Base Hourly Average 
Response time using RR scheduler 

 
Fig. 2. Graph Showing the number of jobs 
rejected using RR 

 
Fig. 1. shows a sample graph of user base hourly average response time using the 

RR scheduler. From the graph it is analysed that there is a high response time leading 
to very high proceesing time and ultimately resulting in increased rejection in the 
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number of the jobs submitted. Fig. 2. illustrates the number of jobs rejected at the 
peak hours. This figure further infers that with increrase in the submission rate of 
jobs,  rejection rate further increases.    

Our Enhanced Round Robin (ERR) task scheduling technique incorporates 
prioritization of jobs based on task criticality and business gain in the Round Robin 
(RR) task scheduling technique. Fig. 3. shows the design of our model to implement 
ERR task scheduling technique. Accordingly,  various jobs are submitted from 
diverse clients to the cloud service provider via a communication channel. The task 
manager prioritizes the queue of jobs based on task criticality and business gains [9]. 
Subsequently the priority scheduler schedules the jobs from prioritized queue to the 
virtual machine (VM). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Cloud Architecture 

5   Algorithm to Implement ERR 

Algorithm which is used to implement the ERR model is given below. 

Algorithm: Enhanced Round Robin (ERR) Task Scheduler. 

1. ERR scheduler maintains an index table of the VMs with the state 
(Busy/Available) and the priorities of the tasks (High, Medium and Low). 

2. As the request is received by the task manager, it queries the ERR scheduler 
for the next allocation. 

3. ERR scheduler allocates the next available VM  based on  the priority of the 
task. 

Task n…

…Client1 Client2 Client n

Task1 Task2

Cloud Service Provider

Queue 
Task Manager

Communication channel 

Priority Scheduler

VM1
VM2 VM n

Prioritized queue 
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4. If the VM is available ERR scheduler assigns that VM to the task with the 
highest priority. 

5. If not the request will be queued. 
6. Task manager checks for the waiting requests in the queue. If there are it 

continues from step3. 

6   Simulation Setup 

For the implementation of the above algorithm, the simulation tool namely Cloud 
Analyst is used. The simulation setup for ERR scheduler comprises of user base 
configuration, datacenter configuration and advanced configuration. Table 1. depicts 
the detalis of user base configuration. Table 2. and Table 3. shows the information of 
datacenter configuration and advanced configuration respectively. 
     The user base configuration specifies details related to request for every hour, data 
size for every request and datacenter where the requests are processed. 
 
 

Table 1. User Base Configuration 

UB R/U/H DS/R DC 

UB1 12 100 DC4 
UB2 12 10000 DC3 
UB3 12 100000 DC1 
UB4 12 1000 DC2 
UB5 12 10000 DC2 

 
 
UB – User base,  
R/U/H –Request per user per hour, DS/R 
– Data Size per request,  
DC – Datacenter.

Table 2. Datacenter Configuration 

DC No. of 
VMs 

Mem. BW CPV 
$/Hr 

Mc 
$/s 

Sc 
$/s 

Dc 
$/Gb 

DC1 40 1024 1000 0.1 0.05 0.1 0.1 
DC2 20 512 100 0.1 0.05 0.1 0.1 
DC3 50 512 10000 0.1 0.05 0.1 0.1 
DC4 35 1024 1000 0.1 0.05 0.1 0.1  

 
DC – Datacenter, Mem. – Memory, BW –Bandwidth, Mc- 
Memory cost, Sc – Storage cost, Dc- Data Transfer cost. 

Table 3. Advanced Configuration 

User grouping factor 1000 
Request grouping factor 100 
Executable instruction length 250 

 
Datacenter configuration provides information such as number of VMs present in 

DC, memory and bandwidth capability of every VM, memory, storage and data 
transfer cost of every VM per hour. 

The advanced configuration of cloud analyst tool comprises of user grouping factor 
in user base, request grouping factor in datacenters and executable instruction length 
for every request. 
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7   Results 

Simulation of ERR scheduler has yielded appreciable results in terms of response 
time and processing time and henceforth resulting in reduced rejection of submitted 
jobs. Table 4. depicts comparative analysis of response time and processing time with 
respect to RR scheduling and ERR scheduling. The table further infers that ERR 
scheduler provides better results than compared to RR scheduler. 

Fig. 1. and Fig. 4. indicates the sample graphs of user base hourly average response 
time using the RR scheduler and the ERR scheduler respectively. The comparison of 
the 2 figures strongly indicates that the less response time of jobs using ERR 
scheduler results in less processing time of the jobs.  

Table 5. depicts a comparative analysis of RR scheduler and ERR scheduler in 
terms of response time with ten different configurations. Inferences from the table 
indicates  that the response time for processing the jobs using ERR scheduler has 
reduced up to 30% when compared to the response time for processing the jobs using  
 

 

Table 4. Comparitive analysis with respect to 
Response Time and Processing Time 

Mm RT (ms) DC PT (ms) 

Scheduler RR  ERR  RR  ERR  
Avg. (ms) 115.23 84.93 2.51 1.87 
Min. (ms) 44.33 32.68 0.08 0.06 
Max. (ms) 380.03 279.9 7.98 5.95  

 
Mm – Measurement metric, RT –Response time, DC 
PT – Datacenter Processing Time. 

 

Fig. 4. A Graph of User Base Hourly 
Average Response time using ERR 
Scheduler 

 
Table 5. A Comparison of RR scheduler and 
ERR scheduler in terms of Response Time 

Request 
per user 
per 
hour 

Response Time (ms) Percentage 
Variation 
(%) 

RR 
scheduler 

ERR 
scheduler 

 12 115.23 84.93 26.29 
24 118.16 84.37 28.6 
45 114.87 85.35 25.7 
35 118.33 83.01 29.85 
60 115.80 84.3 27.24 
30 109.94 82.34 25.12 
70 113.97 81.92 28.12 
75 109.90 77.81 29.2 
80 120.44 88.72 26.34 
90 123.10 88.98 27.72 

Table 6. A Comparison of RR scheduler and 
ERR scheduler in terms of Datacenter 
Processing time 

Request 
per user 
per 
hour 

Datacenter Processing 
Time (ms) 

Percentage 
Variation 
(%) RR 

scheduler 
ERR 
scheduler 

12 2.51 1.87 25.49 
24 2.41 1.76 27.2 
45 2.36 1.7 28.08 
35 2.31 1.71 26.01 
60 2.36 1.72 27.1 
30 2.37 1.74 26.61 
70 2.36 1.76 25.34 
75 2.43 1.75 27.9 
80 2.43 1.77 27.26 
90 2.42 1.73 28.37  
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RR scheduler. Similarly, Table 6. Depicts a comparative result of RR scheduler and 
ERR scheduler in terms of datacenter processing time with ten different 
configurations. The observations from the table indicates that the datacenter 
processing time of using ERR scheduler has reduced up to 30% when compared to the 
datacenter processing time of jobs by using RR scheduler. 

At peak hour since the number of jobs arriving to the system is high and, if the 
number of jobs rejected increases, the system undergoes performance degradation. 
Fig. 5. depicts the rejected number of submitted jobs using ERR scheduler. From the 
simulation it is observed that due to the implementation of ERR scheduler the 
submitted jobs require less response time and less processing time and thus facilitates 
more number of jobs to be submitted and processed.   

Table 7. and Fig. 6. shows a comparison between RR scheduler and ERR scheduler 
in terms of percentage of rejection of the submitted jobs. It is apparent from these 
table and figure that ERR scheduler gives less percentage of rejection of submitted 
jobs. Consequently, the application of ERR scheduler enhances the business gain. 
However, the future work is to evaluate the performance of ERR scheduler with other 
existing standard metrics. 

 
Fig. 5. Graph showing less number of job rejections using the ERR scheduler 

Table 7. Comparison of Rejected Number of 
submitted jobs using RR scheduler and ERR 
scheduler 

No. 
of JS 

JRR 
(%) 

JERR 
(%) 

5 40 30 
10 40 30 
15 53 40 
20 75 40 
25 76 40 
30 80 40 

 

JS - Jobs Submitted, 
JRR - Jobs rejected using RR scheduler, 
JERR - Jobs rejected using ERR scheduler. 

 

Fig. 6. A graph showing of comparison 
between RR scheduler and ERR scheduler in 
terms of percentage of jobs rejected 
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8   Conclusion 

Advancement of technology in the IT industries requires development of optimal 
software in addition to consumption of large scale infrastructure, advanced operating 
platforms and heavy capital investment by the organization. Cloud computing is an 
emerging technology, which enables to achieve the above specified objective. 

Number of jobs to be processed and executed by the system at peak hours is 
normally high. However, current job scheduling techniques in cloud environment are 
inefficient in reducing the number of jobs that get rejected at peak hours. 

This paper introduces an enhanced scheduling technique that integrates 
prioritization of jobs based on task criticality and business gain in the Round Robin 
(RR) scheduling technique. Simulation of Enhanced Round Robin (ERR) scheduler 
has yielded appreciable results in terms of response time and processing time when 
compared to the RR scheduler and henceforth resulting in reduction of rejection of 
submitted jobs. As less rejection of submitted jobs has been achieved using the ERR 
scheduler there will be an improvement in the business performance.   
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Abstract. This paper presents Architecture (IHDAIDS) for Intrusion
Detection in wired networks which used Hybrid Intelligent Intrusion De-
tection Techniques making use of Swarm Intelligence algorithms. The
architecture proposed in this paper is Intelligent, Hybrid, Distributed
and Adaptive which makes real-time and dependable decisions regard-
ing the intrusions; the Intelligent and Adaptive nature of the engine
minimizes the rate of false positives and increases the accuracy, also re-
duces human intervention. This architecture is also concentrated on the
data collection module as the quality of the intrusion detection depends
on the data provided to the intrusion detection engine. We used a Hy-
brid Swarm Intelligence algorithm PSOACO2 (Particle Swarm Optimiza-
tion/Ant Colony Optimization) for intrusion detection and compared the
results with SVM (Support Vector Machine). For experiments we con-
sidered KDDCUP’99 Data which is widely used by intrusion detection
researchers as a standard.

Keywords: Intrusion Detection Systems (IDS), Intrusion Detection Ar-
chitecture, SVM, LibSVM, PSO/ACO2, DE.

1 Introduction

Information Systems become more powerful and are everywhere today; informa-
tion systems of different organizations especially financial organizations are the
target for many attackers. Traditional security methods like user authentication
through password, encryption of confidential data, strictly framing access rights,
and firewalls used at the perimeter of the network are used as first line of defense for
network security. If a password is compromised, password authentication cannot
prevent the access of the network resources by unauthorized users, even firewalls
will fail if there is an error in configuration i.e., these security measures are unable
to protect against the insider attacks and unsecured modems. Case studies have
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shown that a vast majority of security attacks originate from the inside personnel
of the organization. In fact some studies report that as much as 75% of all attacks
are from someone with in an organization or someone with inside information [4].
This makes it important to monitor what is taking place on a system and look for
suspicious behavior Intrusion Detection Systems just do that. Intrusion is any set
of actions performed by user, process, or software which attempt to compromise
the security (integrity/confidentiality/availability) of a resource. Traditionally In-
trusion Prevention is done by firewalls and encryption software; it provides protec-
tion for the network from external attacks. To obtain acceptable of security these
traditional security solutions should be coupled with Intrusion Detection Systems.
Intrusion Detection System continuously monitors the network (Intranet) when a
possible intrusion is detected it will alert the users.

We proposed a framework for intrusion detection, which includes different
modules like data collection, intelligent intrusion detection and active response
by the intrusion detection system. Whenever a novel attack is found the signa-
ture of that attack is immediately updated in the knowledge repository of the
intrusion detection engine by the feedback mechanism. We considered two ap-
proaches in the first approach we used SVM for Intelligent Intrusion Detection
System and in the second approach PSO/ACO2 is considered to detect anomaly.

The rest of the paper is organized as follows, related work in section 2 where
the different types of Intrusion Detection Systems/architectures are short dis-
cussed, followed by the proposed framework in section 3, and experimental setup
in section 4 where we gave an introduction to the datasets used for these ex-
periments and data pre-processing methods are described. Experimental results
along with conclusion and future work are in section 5.

2 Related Work

Intrusion detection system is just like a burglar-alarm, which rises alarm when
a burglar tires to trespass in to our compound. Intrusion detection systems are
software or hardware systems that monitor the events occurring in computer
systems or network and rises alarms whenever an intrusion is suspected, which
will alert the network administrator.

1. With quick detection of an intrusion, the intruder can be identified and
ejected from the network/system before any damage is done or any data is
compromised.

2. IDSs also serve as a deterrent to intrusions.
3. Intrusion detection enables the collection of information about intrusion

techniques that can be helped to strengthen the intrusion prevention
techniques.

IDSs are based on the assumption that the behaviour of an intruder differs
from the behaviour of a legitimate user. Patterns of legitimate user behaviour
are established by observing past history, and if any significant deviations from
these patterns is detected in the network, IDS will generate an alarm. Sometimes
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there may be an overlap in the behaviour of the authorised user and the intruder,
and this may lead to false positives (or false negatives), the performance of IDS
is measured based on the rate of false positives and false negatives.

2.1 Intrusion Detection Methods

Depending on the techniques used, IDS can be classified as follows

Signature (or misuse) based ID: In this method, the data captured by the in-
trusion detection sensors is compared with the pre-known attack patterns (sig-
natures) if any similarity is observed, then it is treated as intrusion. To employ
this method we should posses the attack patterns (signatures) with us. This ap-
proach fails in case of new attacks. The signature base should be continuously
updated, i.e., whenever a new attack is observed is should be updated in the
rule base.

Anomaly based ID: This based on the assumption that the behaviour of an
intruder differs from the legitimate user behaviour in a quantifiable way. From
the historical data normal expected behaviour / profiles of systems and users is
constructed. This approach frequently produces false alarms as the behaviour of
the users varies widely.

Many intrusion detection systems employ both anomaly and signature based
intrusion detection methods.

2.2 Intrusion Detection Systems

There are two types of intrusion detection systems that employ the above men-
tioned intrusion detection methods. They are Network based IDS and Host Based
IDS.

Fig. 1. Simple IDS Architecture

Network Intrusion Detection Systems (NIDS) monitors packets on the network
wire and attempts to discover intrusion. NIDS may run either on the target
machine who watches its own traffic or on an independent machine promiscuously
watching all network traffic (hub, router, and probe).

Host based Intrusion Detection Systems base their detections based on the
information obtained from a single host. In addition, host based IDS are able
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to monitor accesses and changes to critical system files and changes in user
privilege.

Both Network based IDS and Host based IDS have their pro’s and con’s, to
achieve better results it is good to use combination of both.

3 Proposed Model

An ideal Intrusion Detection System should be Intelligent, adaptable, cost effec-
tive and capable of detecting intrusions in real time. We propose an Intelligent
Hybrid, Distributed and Active Intrusion Detection System which collects data
from multiple sources.

Fig. 2. IHDAIDS Architecture

IHDAIDS is characterised by the features like,

1. Its intelligent detection engine employing Swarm Intelligence algorithms,
which to the maximum extent able to identify new attacks also.

2. Its hybrid nature, i.e., incorporating both Signature-based and Anomaly
based intrusion detection methods.

3. Distributed architecture monitoring individual hosts and the network traffic.
4. Intrusion Detection System should provide active responses, as attacks are

short lived and need an immediate attention, which is not practically possible
for a human system administrator, if he have to do it himself.

In the present paper we concentrated on the Intelligent Intrusion Detection En-
gine of the IHDAIDS. Here we came up with two approaches, in first approach
we considered Support Vector Machine and use LibSVM as the SVM tool, and
in second approach we considered using a Hybrid PSO/ACO2 algorithm. The
results of comparative study and performance analysis of these two algorithms
when applied to intrusion detection is presented in section 5.

3.1 Data Collection Mechanism

Data collection systems for Intrusions Detection Systems can be classified as
Host based data collection and Network based data collection [6].
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Host based data collection allows collection of data that reflects accurately
what is happening on the host, and this is direct monitoring i.e., we can obtain
the data directly from the object that generates it. Most of the Intrusions that
existing intrusion detection systems can detect are caused by actions performed
in host.

Network based data collection is done by monitoring the traffic on the network,
like capturing packets on the network using software centric techniques that relay
on standard network interface cards (NICs). This technique is relatively fine
at relatively slow speeds (2Gb/sec), but as the line speeds increase relativity
and performance of these systems decrease. These are subjected to insertion
and evasion attacks. In the above mentioned types of data capture Host based
data capture proved to yield more accurate responses compared to Network
based data capture because of lack of 100% packet capture capabilities. We
need to capture, with absolute certainty, 100% of packets from wire, regardless
of the network interface or packet rate, if we achieve this then automatically
the intrusion detection becomes more accurate reducing false positives and false
negatives.

The study of data collection mechanisms is important because ”If the primary
input (data collected) is incomplete or of low quality, how intelligent the intrusion
detection engine may be, its results cannot be relied”.

To get complete and qualitative data security events must be analyzed from
as many sources as possible in order to asses threat and formulate appropriate
response.

We propose a single authoritative source of real-time data that can be used
to feed all monitoring and security applications, at the same time.

3.2 Intelligent Intrusion Detection Engine

Intelligent IDS apply soft computing methods for Intrusion Detection by using
various Artificial Intelligence techniques to automate Intrusion Detection Process
which reduce human intervention. Several artificial intelligence paradigms like
neural networks, linear genetic programming, support vector machines, Bayesian
networks, Fuzzy inference systems, etc., have been investigated for the design of
IDS.

Support Vector Machines (SVMs) are being increasingly applied for in-
trusion detection since last decade. SVMs suit for intrusion detection because of
their quick and effective learning from higher dimension data.

An SVM is a supervised learning algorithm that non-linearly maps input
feature vectors into a higher dimensional feature space labelling each vector by its
class. SVMs are developed based on the principal of structural risk minimization.
Structural risk minimization seeks to find a hypothesis h for which one can find
lowest probability of error where as the traditional learning techniques of pattern
recognition is based on the minimization of the empirical risk, which attempt
to optimize the performance of the learning set. Computing the hyper plane to
separate the data points i.e. training an SVM leads to quadratic optimization
problem. SVM uses linear separating hyper plane to create a classifier but all
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the problems cannot be separated linearly in the original input space. SVM
user a feature called kernel to solve this problem. The kernel transforms linear
algorithms into non-linear ones via a map into feature spaces. There are many
kernel functions including polynomial, radial basis functions, two layer sigmoid
neural nets etc. The user may provide one of these functions at the time of
training the classifier, which selects support vectors along the surface of this
function. SVMs classify data by using support vectors, which are members of
the set of training inputs that outline a hyper plane in feature space. We consider
SVM for Intrusion detection because of their speed [11].

Particle Swarm Optimization/Ant Colony Optimization (PSO/
ACO2) is proposed by N. Holden, and A.A. Freitas. This hybrid algorithm is
capable of handling both nominal attribute values and continuous data values.

Initialize Population

Repeat for Max.Interactions

For every particle p

/* Rule Creation */

Set Rule R="If emptyset THEN c"

For every dimension d in p

Use roulette selection to choose whether the state should

be a set to off or on.

If it is on then the corresponding attribute-value pair

set in the initialization will be added to R

otherwise, if off is selected nothing will be added.

Loop

Calculate Quality Q of R

/* Set the past best position */

If Q>p’s best part rule’s (RP) Quaity Qp

Qp=Q

Rp=R

END IF

LOOP FOR every particle P

Find best neighbour particle N according to N’s Qp for every

dimension d in P.

/* Pheromone Updating Procedure */

If best state is selected for Pd = best state selected for Nd then

Pheromone_entry for the best state selected for Pd is increased by Qp.

ELSE

Pheromone_entry for the best state selected for Pd is decreased by Q.

END IF

Normalize Pheromone_entries

LOOP

LOOP

LOOP

Psuedo-code for PSO/ACO2 [3,4]
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PSO/ACO2 is mainly used to discover classification rules in the context of
data mining. The knowledge or patterns discovered in the data set can be repre-
sented in terms of set of rules. A rule consists of antecedent (a set of attribute-
values) and consequent (class).

Rule: IF< attrib = value >AND. < attribute, operator, value > . AND
< attrib = value >THEN < class >

< attribute, operator, value > is the general term in the rule. For nominal
attributes operator used is ′ =′, for continuous attributes ′ <=′ or ′ <′is used.

PSO/ACO2 uses sequential covering approach, which discover one-rule at one-
time. Here we have briefly explained about PSO/ACO2 the interested readers
can find information about this algorithm in [3,4].

Differential Evolution Algorithm (DE) is a latest evolutionary optimiza-
tion technique, which is population based, powerful and robust. DE starts with
initializing the population; each individual in the population is an m-dimensional
vector with random and uniform parameter values which lies in the predefined
from search space. For mutation without using probability distribution in DE,
the weighted difference between two randomly selected individuals is added to
a third individual generating mutation solution; this makes DE self organizing
[12,13].

3.3 IDS Response (Active)

Active IDS is a system which automatically blocks suspected attacks in progres-
sion without any intervention required by operators, i.e., it can run a script to
turn on or off a process, modify file permissions, terminate the offending pro-
cesses, log of specific users etc. This system can send a TCP reset message to
tell both sides of the connection to drop the session and stop communicating
immediately.

3.4 Feedback

Security is a process not a product. How secure our system be it is for sure novel
attacks will come into picture which may sometimes able to break into our so
secure system. Whenever a security breach occurs in our system, immediately
signature of that attack is added in the attack class’s database of the Intrusion
Detection Engine, such that if such attack is attempted again it can be detected
immediately.

4 Experimental Setup

In this section we summarise our experimental results to detect intrusions using
SVM and PSO/ACO2. We took the KDD’99 dataset to do our experiment. All
the experiments were performed on Intel(R) Core(TM) i3 CPU, running at 2.53
GHz. The system has 3GB of RAM and Windows XP Operating System.
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4.1 Dataset and Pre-processing

under the sponsorship of Defence Advanced Research Projects Agency(DARPA)
and Air Force research Laboratory(AFRL) MIT Lincoln Laboratory has col-
lected and distributed the datasets for the evolution of computer intrusion de-
tection systems. The DARPA dataset is the most popular dataset used to test
and evaluate large number of IDSs. The KDD’99 [5] is the subset of DARPA
dataset. The dataset was pre-processed by extracting 41 features from the tcp-
dump data from the 1998 DARPA dataset.

The DARPA dataset is about 4GB of compressed binary data, which is net-
work traffic collected for 7 weeks. The full training set, one of the KDDCUP’99
datasets has 4,898,431 connections, which contains attacks. The attacks in the
dataset fall into four categories

1. DOS: denial of service, e.g. syn flood
2. R2L: unauthorized access from a remote machine, e.g. guessing password
3. U2R: unauthorized access to local super user (root) privileges, e.g. various

”buffer overflow” attacks
4. Probing: surveillance and other probing, e.g. port scanning

KDD’99 features can be classified into three groups:
Basic Features: This category encapsulates all the attributes that can be ex-

tracted from a TCP/IP connection. Most of these features lead to implicit delay
in detection.

Traffic Features: This category includes features that are computed with re-
spect to a window interval. These are time based.

Content Features: we need some features to be able to look for suspicious
behaviour in the data portion e.g. number of failed login attempts.

KDDCUP’99 data is available as a full training set, a 10% version of this
training set, and a test set.

For the experiments we have constructed three samples each with 6000 records
selected randomly from the Standard KDDCUP’99 Intrusion Detection Dataset.
These are 10% sample, 20% sample and 25% sample. 10% sample contains 10%
of attack records, similarly 20% sample contains 20% of attacks and 25% sample
contains 25% of attacks.

4.2 Performance Measure

The research in IDS focuses on either to minimize the false alarms rate or to
maximize detection rate (the rate of attacks detected successfully). High detec-
tion rate and low false positive rate are required for any good intrusion detection
system.

False Positive: Incorrectly classifying normal data as an intrusion i.e. raising a
alarm without any intrusion.



A Novel Approach for Intrusion Detection Using Swarm Intelligence 477

FalsePositiveRate =
#Normal data classified as Intrusions

#Intrusions
(1)

False Negative: Incorrectly classifying an intrusion as normal.

FalseNegativeRate =
#Intrusions asNormal

#Intrusions
(2)

True Positive: Identifying an intrusion as intrusion. We want to maximize True
Positive rate. True positive rate is also known as sensitivity.

TruePositiveRate =
#CorrectIntrusions

#Intrusions
(3)

True Negative: classifying normal data as normal data. This is referred to as
specificity.

TruenegativeRate =
#CorrectN ormal

#Correct
(4)

Accuracy and Precision are the two other measures commonly used as perfor-
mance metrics

Accuracy =
#Correct Classifications

#allInstances
(5)

Precision =
#Correct Intrusions

#InstancesClassified as Intrusions
(6)

5 Results

We performed 10 fold cross validation and run each algorithm 10 times for each
fold. PSO/ACO2 algorithm had a 102 particles i.e. 100 particles, and this al-
gorithm ran for a maximum of 200 iterations per every rule discovered. We
ran these experiments on every sample once by taking the fitness function as
”Precision”, and again by taking the fitness function as ”Sens*Spec”. We have
also checked these results by changing the continuous optimizer form ”PSO” to
”DE”.

Differential Evolution (DE) probably doesn’t work well with a mix of nominal
and continuous attributes.

LibSVM is a tool for Support Vector Machines, it helps users to easily ap-
ply SVM for their applications. We classified our data using C-Support Vector
Classification. The results of PSO/ACO2 algorithm on the three sample sets is
compared with LibSVM are given in the table below. We ran PSO/ACO2 on
all the three samples first taking the fitness function as Precision, and then by
changing the fitness function to ”Sensitivity*Specificity”, both outputs are also
given in the table. At the end in Table 2, we have given the rules set, developed
by PSO/ACO2 when run on 20% Sample, at Fold 9.



478 M. Sailaja et al.

Table 1. Accuracy of the sample datasets while using PSO/ACO2 & LibSVM
Note: Pr - Precision; S*P - Sens * Spec;

DataSet PSO/ACO2 PSO/ACO2 LibSVM DE DE

(Pr) (S*P) (Pr) (S*P)

10% Sample 98.8±0.6 99.3±0.33 98.69 99.1±0.54 99.25±0.46

20% Sample 99.65±0.23 98.0±1.26 93.45 98.65±0.92 97.3±1.1

25% Sample 99.75±0.19 97.17±0.84 95.28 99.18±0.9 95.93±1.82

Table 2. Rule Set developed by PSO/ACO2 on 20% sample at Fold 9

Rule 1 : IF ’same srv rate: continuous’ <= 0.368282067052106 ’dst host srv serror rate:
continuous’ >= 0.26650779032544014 THEN dos Quality: 1.0 (100,0)
Rule 2 : IF ’dst host count: continuous’ >= 48.3546222578456 ’dst host rerror rate:
continuous’ >= 0.0365026802187019 THEN dos Quality: 1.0 (41,0)
Rule 3 : IF ’count: continuous’ >= 25.08809296825722 THEN dos Quality: 0.99 (18,0)
Rule 4 : IF ’service: symbolic’ = eco i ’dst host count: continuous’ <=
4.040591067519088 THEN probe Quality: 0.99 (16,0)
Rule 5 : IF ’is guest login: symbolic’ >= 0.4909124927395499 ’dst host count:
continuous’ >= 191.80817311303713 THEN r2l Quality: 0.99 (15,0)
Rule 6 : IF ’dst host count: continuous’ <= 253.06229774043365 ’dst host same srv rate:
continuous’ >= 0.4896632989835674 ’dst host srv diff host rate:
continuous’ <= 0.09604194645830486 ’dst host serror rate: continuous’
<= 0.27186632414196266 THEN normal Quality: 0.99 (10,0)
Rule 7 : IF ’service: symbolic’ = ftp data THEN r2l Quality: 0.98 (5,0)
Rule 8 : IF ’service: symbolic’ = private THEN dos Quality: 0.96 (2,0)
Rule 9 : IF ’count: continuous’ <= 2.1697958258857852 ’dst host count: continuous’ >=
40.3431922437951 ’dst host same srv rate: continuous’ >= 0.40088245887596413
THEN normal Quality: 0.95 (2,0)
Rule 10 : IF ’service: symbolic’ = imap4 THEN r2l Quality: 0.91 (1,0)
Rule 11 : IF ’flag: symbolic’ = s0 ’dst host srv count: continuous’ <=
56.65140970706417 THEN dos Quality: 0.86 (1,0)
Rule 12 : IF ’service: symbolic’ = http THEN normal Quality: 0.8 (0,0)
Rule 13 : IF ’dst host count: continuous’ <= 238.19319375448072 THEN
normal Quality: 0.67 (0,0)
Rule 14 : IF ’service: symbolic’ = ecr i THEN dos Quality: 0.23 (1,0)
Rule 15 : IF THEN r2l Quality: 0.05 (0,0)

6 Conclusions and Future Work

Intrusion detection systems are complex systems which include various modules,
and we need several theories and techniques to efficiently fuse these models and
get satisfying results.

In the present paper we are looking mainly for implementing Swarm Intel-
ligence algorithms as intrusion detection engine in IHDAIDS, this proved as
efficient in classifying normal data instance and attacking instances. From the
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chosen algorithms, PSO/ACO2 is the best compared with Differential Evolution
and LibSVM algorithms when the attack size increases.

We also proposed that an intrusion detection system should be intelligent,
hybrid, adaptive and active to efficiently identify intrusions and deter the adver-
saries / hackers.
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Abstract. A supplementary subsynchronous damping controller is proposed for 
the static synchronous series compensator (SSSC) device to damp out 
subsynchronous oscillations in power systems with series compensated 
transmission lines. The design problem of the proposed controller is formulated 
as an optimization problem, and real coded genetic algorithm is employed to 
search for the optimal controller parameters. It is shown that the controller is 
able to stabilize all unstable modes. The IEEE Second Benchmark Model is 
considered as the system under study. All the simulations are carried out in 
MATLAB/SIMULINK environment.  

Keywords: Subsynchronous resonance, torsional oscillations, static synchronous 
series compensator, real coded genetic algorithm. 

1   Introduction 

Series capacitive compensation was introduced decades ago to cancel a portion of the 
reactive line impedance and thereby increase the transmittable power. Additionally it 
also improves the transient and steady state stability limits of power systems. 
However, capacitors may cause subsynchronous resonance (SSR) problems which 
result from the interaction between an electrical mode of the series compensated 
network and a mechanical shaft mode of a turbine-generator group [1]. This leads to 
turbine-generator shaft failure and electrical instability at oscillation frequencies 
lower than the normal system frequency. SSR is a resonant condition, with frequency 
below the fundamental frequency, which is related to an energy exchange between the 
electrical and the mechanical system, coupled through the generator. SSR can be 
divided in two main groups [2]: steady state SSR (induction generator effect: IGE, 
and torsional interaction) and transient torques, also known under the name of torque 
amplification (TA). IGE is considered as a theoretical condition that unlikely can 
occur in a series compensated power system, thus, it will not be considered in this 
paper. SSR due to TI and TA are dangerous conditions that can lead to shaft damage 

2
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[3] and therefore must be avoided. To avoid SSR in power systems, the use of FACTS 
devices such as the static synchronous compensator (STATCOM) [4], the static 
synchronous series compensator (SSSC) [5], [6] or the thyristor controlled series 
capacitor (TCSC) [7] and static var compensator (SVC) [8] have been proposed.  

In this paper, a comprehensive assessment of the effects of SSSC-based damping 
controller for damping SSR has been carried out. First a simple lead-lag structure 
based supplementary controller for SSSC is proposed. Then, real coded genetic 
algorithm (RCGA) based optimal tuning algorithm is used to optimize the parameters 
of the SSSC based controller. The design objective is to reduce the tortional 
oscillation of second bench mark model, subjected to three phase fault. Simulation 
results are presented to show the effectiveness of the proposed approach. 

2   System under Study 

The IEEE SBM system-1 model [9] is considered as the SSR studying system which 
is shown in Fig. 1. The system consists of a single generator connected to an infinite 
bus via two transmission lines, one of which is series-compensated. The mechanical 
system is typically constituted by several masses representing different turbine stages 
interconnected by elastic shafts. When a torsional mode is excited, the masses 
perform small amplitude twisting movements relative to each other. The phase angle 
of the generator mass becomes modulated, causing a variation in the stator flux. 
Depending on the series-compensated network, substantial modulation of the stator 
current will result. In particular, if the frequency of this oscillating current is 
electrically close to the resonance frequency of the series compensated network, 
undamped currents will result. The flux in the generator and the stator current will 
create an electrical torque that will act on the generator mass. In the present study, the 
mechanical system is modeled by 3-masses: mass 1 = generator; mass 2 = low 
pressure turbine (LP); mass 3 = high pressure turbine (HP). The subsynchronous 
mode introduced by the compensation capacitor after a three-phase fault has been 
applied and cleared excites the oscillatory torsional modes of the multi-mass shaft and 
the torque amplification phenomenon. 

 

Fig. 1. IEEE Second bench mark (SBM) model 
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3   The Proposed Approach 

3.1   Structure of the SSSC Based Supplementary Controller  

The commonly used lead–lag structure shown in Fig. 2 is chosen in this study as a 
SSSC-based controller to modulate the SSSC injected voltage Vq. The lead-lag 
structure is preferred by the power system utilities because of the ease of on-line 
tuning and also lack of assurance of the stability by some adaptive or variable 
structure techniques. The structure consists of a gain block with gain KS, a signal 
washout block and two-stage phase compensation block. The time delay introduced 
due to delay block depends on the type of input signal. For local input signals only the 
sensor time constants is considered and for remote signals both sensor time constant 
and the signal transmission delays are included. The signal washout block serves as a 
high-pass filter, with the time constant TW, high enough to allow signals associated 
with oscillations in input signal to pass unchanged. From the viewpoint of the 
washout function, the value of TW is not critical and may be in the range of 1 to 20 
seconds [10]. The phase compensation blocks (time constants T1S, T2S and T3S, T4S) 
provide the appropriate phase-lead characteristics to compensate for the phase lag 
between input and the output signals. In Fig. 2, Vqref represents the reference injected 
voltage as desired by the steady state power flow control loop. The steady state power 
flow loop acts quite slowly in practice and hence, in the present study Vqref is assumed 
to be constant during the disturbance period. The desired value of compensation is 
obtained according to the change in the SSSC injected voltage ΔVq which is added  
to Vqref.  

 

Fig. 2. Lead-lag structure of SSSC-based controller 

3.2   Problem Formulation  

In the lead-lag structured controllers, the washout time constants TW is usually pre-
specified [10]. A washout time constant TW = 10s is used in the present study. The 
controller gain KS and the time constants T1S, T2S , T3S and T4S are to be determined. 
During steady state conditions ΔVq and Vqref are constant. During dynamic conditions 
the series injected voltage Vq is modulated to damp system oscillations. The effective 
Vq in dynamic conditions is given by: 

Vq = Vqref + ΔVq     (1) 

It is worth mentioning that the SSSC-based controller is designed to minimize the 
tortional oscillations after a disturbance so as to reduce the damping due to sub 
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synchronous resonance. Minimization of these deviations could be chosen as the 
objective. In the present study, an integral time absolute error of the sum of the 
deviation errors signals corresponding to all modes of oscillations is taken as the 
objective function J as given below: 

 

                     (2) 

Where, Δω is the deviation between two variables, tsim is the time range of the 
simulation. For objective function calculation, the time-domain simulation of the 
power system model is carried out for the simulation period. It is aimed to minimize 
this objective function in order to improve the system response in terms of the settling 
time and overshoots. The problem constraints are the SSSC controller parameter 
bounds. Therefore, the design problem can be formulated as the following 
optimization problem: 

Minimize J                                                                  (3) 

Subject to 

 

 

 

 

                                                                 
 (4) 

4   Overview of Real Coded Genetic Algorithm 

Genetic algorithm (GA) has been used to solve difficult engineering problems that are 
complex and difficult to solve by conventional optimization methods. GA maintains 
and manipulates a population of solutions and implements a survival of the fittest 
strategy in their search for better solutions. The fittest individuals of any population 
tend to reproduce and survive to the next generation thus improving successive 
generations. The inferior individuals can also survive and reproduce. Implementation 
of GA requires the determination of six fundamental issues: chromosome 
representation, selection function, the genetic operators, initialization, termination and 
evaluation function. Brief descriptions about these issues are provided in the 
following sections [11]. 
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4.1   Chromosome Representation   

Chromosome representation scheme determines how the problem is structured in the 
GA and also determines the genetic operators that are used. Each individual or 
chromosome is made up of a sequence of genes. Various types of representations of 
an individual or chromosome are: binary digits, floating point numbers, integers, real 
values, matrices, etc. Generally natural representations are more efficient and produce 
better solutions. Real-coded representation is more efficient in terms of CPU time and 
offers higher precision with more consistent results. 

4.2   Selection Function  

To produce successive generations, selection of individuals plays a very significant 
role in a genetic algorithm. The selection function determines which of the individuals 
will survive and move on to the next generation. A probabilistic selection is 
performed based upon the individual’s fitness such that the superior individuals have 
more chance of being selected. There are several schemes for the selection process: 
roulette wheel selection and its extensions, scaling techniques, tournament, normal 
geometric, elitist models and ranking methods. 

4.3   Genetic Operator 

The basic search mechanism of the GA is provided by the genetic operators. There are 
two basic types of operators: crossover and mutation. These operators are used to 
produce new solutions based on existing solutions in the population. Crossover takes 
two individuals to be parents and produces two new individuals while mutation alters 
one individual to produce a single new solution. The following genetic operators are 
usually employed: simple crossover, arithmetic crossover and heuristic crossover as 
crossover operator and uniform mutation, non-uniform mutation, multi-non-uniform 
mutation, boundary mutation as mutation operator. Arithmetic crossover and non-
uniform mutation are employed in the present study as genetic operators. Crossover 
generates a random number r from a uniform distribution from 1 to m and creates two 
new individuals. 

4.4   Iniliazation, Evaluation Function and Stopping Criteria 

An initial population is needed to start the genetic algorithm procedure.  The initial 
population can be randomly generated or can be taken from other methods. 
Evaluation functions or objective functions of many forms can be used in a GA so 
that the function can map the population into a partially ordered set. The GA moves 
from generation to generation until a stopping criterion is met. The stopping criterion 
could be maximum number of generations, population convergence criteria, lack of 
improvement in the best solution over a specified number of generations or target 
value for the objective function. 
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5   Results and Discussions 

The SimPowerSystems (SPS) toolbox is used for all simulations and SSSC-based 
damping controller design [12]. SPS is a MATLAB-based modern design tool that 
allows scientists and engineers to rapidly and easily build models to simulate power 
systems using Simulink environment. In order to optimally tune the parameters of the 
SSSC-based damping controller, as well as to assess its performance, the model of 
example power system shown in Fig. 1 is developed using SPS blockset.  

5.1    Application of RCGA 

For the purpose of optimization of equation (3), RCGA is employed. For the 
implementation of GA normal geometric selection is employed which is a ranking 
selection function based on the normalized geometric distribution.  Arithmetic 
crossover takes two parents and performs an interpolation along the line formed by 
the two parents. Non uniform mutation changes one of the parameters of the parent 
based on a non-uniform probability distribution. This Gaussian distribution starts 
wide, and narrows to a point distribution as the current generation approaches the 
maximum generation. 

The objective function is evaluated for each individual by simulating the example 
power system, considering a severe disturbance. For objective function calculation, a 
3-phase short-circuit fault is considered. An initial population is needed to start the 
genetic algorithm procedure. One more important point that affects the optimal 
solution more or less is the range for unknowns. For the very first execution of the 
program, more wide solution space can be given and after getting the solution one can 
shorten the solution space nearer to the values obtained in the previous iteration. 
Optimization was performed with the total number of generations set to 30. The 
optimization processes is run 10 times for both the control signals and best among the 
10 runs are as follows: 

KS  = 183.5414, T1S  = 0.26, T2S= 0.1107, T3S =1.0714, T4S = 0.1214 

5.2    Simulation Results 

The results from the simulation of the nonlinear system under study including the 
proposed SSSC based supplementary subsynchronous damping controller (SSDC) are 
shown in this section. All the simulations are carried out in MATLAB–SIMULINK 
environment for 55% compensation ratio of line-1. A self clearing 3-phase fault of 
169 ms duration is applied near the sending end at t = 0 sec. Variation of generator 
speed deviation, LP-Generator speed deviation and HP-Generator speed deviation are 
shown in Figs. 3-5. In all the Figures, the response without the SSSC based 
supplementary subsynchronous damping controller (SSDC) is shown with dotted lines 
and the response with proposed SSSC based SSDC is shown with solid lines with. 
Please note that, in both the cases SSSC is present in the system. It is clear that the 
system is highly oscillatory for the above contingency without SSDC in all cases and 
all the subsynchronous oscillations are effectively damped out using the proposed 
RCGA optimized SSDC. 
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Fig. 3. Generator speed deviation with and without SSDC 

 

Fig. 4. Generator-LP speed deviation with and without SSDC 

 
Fig. 5. Generator-HP speed deviation with and without SSDC 
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6   Conclusion 

In this study, damping of subsynchronous resonance and low frequency power 
oscillation in a series compensated transmission line by a static synchronous series 
compensator (SSSC)-based supplementary subsynchronous damping controller is 
thoroughly investigated. The design problem of the proposed SSDC controller is 
formulated as an optimization problem with a simulation based objective function 
consisting of all oscillating modes. Then, real coded genetic algorithm (RCGA) is 
employed to search for the optimal controller parameters. The performance of the 
proposed SSDC controller is evaluated under a severe 3-phase fault disturbance. The 
simulation results show that the proposed SSDC controller is able to stabilize all 
unstable modes.  
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Abstract. Evolutionary learning algorithms, such as Genetic Algorithms (GA) 
have been applied to information retrieval (IR) since 1980s.K-means is one of 
the simplest unsupervised learning algorithms that solve the well known 
clustering problem. The procedure follows a simple and easy way to classify a 
given data set through a certain number of clusters (assume k-clusters) fixed a 
priori. We recommend on the design of fitness functions for genetic-based 
information retrieval experiments. This paper focuses on the problem of index 
page synthesis where an index page consists of a set of links that cover a 
particular topic. Its basic approach is to analyze web access logs, find groups of 
pages that often occur together in user visits and convert them into index pages. 
Grouping of pages can efficiently be done by clustering method. In this paper 
we have used the K-means algorithm for the purpose. Also considered is a 
fitness function that will find out the fitness value of a document & thus clusters 
are formed. The results indicate that, the design of fitness functions is 
instrumental in performance improvement. 

Keywords: genetic algorithm, information retrieval, k-means algorithm, index 
page, fitness function. 

1   Introduction 

Document clustering has become an increasingly important technique for enhancing 
search engine results, web crawling, unsupervised document organization, and 
information retrieval or filtering. Since clustering is a known NP-hard problem 
(Garey and Johnson, 1979), most approaches use the alternative optimization schemes 
in order to find a local optimum solution of their criterion function[5]. Many 
stochastic optimization schemes that aim at global optimum have been reported, 
among which are the genetic algorithms (GAs). GAs are search procedures that use 
the mechanics of evolution and natural genetics. 

Because of the intrinsic parallel search mechanism and powerful global exploration 
capability in a high-dimensional space, both GA and GP have been used to solve a 
wide range of hard optimization problems that often times have no best known 
solutions. The application areas cover a wide range of IR topics such as document 
indexing; query induction, representation, and optimization; document clustering; and 
document matching and ranking[3]. Suppose two ranking functions both retrieve 5 

2
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relevant documents in the top 10 results. Their relevance information (1 being 
relevant and 0 being non-relevant) in the ranking list are shown as follows: 

Rank list 1 : 1 0 1 1 0 0 1 0 0 1 
Rank list 2 : 1 1 0 1 1 1 0 0 0 0 

 

If ranking order is ignored, the performance of the these two rank lists is the same — 
both returning 5 relevant documents. However, we should prefer the second rank list 
over the first because the second rank list presents relevant documents sooner (i.e., 
has higher precision). Our aim in this work has been to propose a clustering 
methodology which will be conceptually simple like the k-means algorithm. It should 
not suffer from the limitation of the K-means algorithm.  We need to test whether this 
design will lead to good search performance. Here we try to find some high quality 
clusters that may be required for a particular query. 

2   Problem Statement 

Web mining can be broadly defined as the discovery and analysis of useful 
information from the WWW. Depending on the location of the source the type of 
collected data differs. We also have to focus on handling context sensitive and 
imprecise queries, and consider the need for personalization and learning.  

2.1   Difficulties in Information Retrieval 

• The aim of an IR system is to estimate the relevance of documents to users’ 
information needs, expressed by means of queries[4]. Query processing in 
search engines is simple blind keyword matching. This does not take into 
account the context and relevance of queries with respect to documents. 

• Page ranks are important since it is difficult to scan through the entire list of 
documents returned by the search engine in response to his/her query. 

 

GAs, a biologically inspired technology, is randomized search and optimization 
techniques guided by the principles of evolution and natural genetics. They are 
efficient, adaptive and robust search processes, producing near optimal solutions. 
Here we have applied GA technique for analysis of web logs and to find index pages 
so that information retrieval can be done in effective way [2].. 

3   Genetic Algorithm Approach 

Relevancy is one of the major factor that has to be considered for getting relevant 
documents. We have attempted to group related relevant documents into clusters so 
that searching becomes an easy process.  

3.1   Calculation of Relevancy 

The chromosomes are strings of 0 and 1. 0 and 1 value is considered depending on the 
number of times a word is occurring in the document. The relevancy is considered by 
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calculating the number of 1’s in the string. If the number of 1’s are greater than some 
considered value then it is considered as relevant and the document is ranked 
accordingly. Length of the chromosome is assumed as 50. 

Ex. The searched words are “discussion of genetic algorithm” 
Document 1: 1001 
Document 2:0001 
Document 3: 1111 
Document 1 and 3 are relevant.  

3.2   The  Problem Analysis- Documents Clustering 

The searching capability of GAs has been used in this article for the purpose of 
appropriately determining a fixed number of K cluster centres in RN  

 
(1)

Here we have considered the parameters as, 

r(di)= 0, if document is  not relevant 
          1, if document is relevant 
i=1,2,..n 

The basic steps of GAs, which is followed here is, 

String representation:  Each string is a sequence of 0s and 1s representing the k-  
cluster centres. The sequence is the ranking sequence of D number of documents. 
 

Fitness computation: The fitness computation process involves two steps: In the first 
phase the K- clusters are formed according to the ranking sequence encoded in the 
chromosomes under consideration. In the second phase we calculate the cluster centre 
by finding out the fitness value of the document.  

For example, given a 1 0 1 1 ranking sequence, substituting i with 1, 2, 3, 4 in   the  
equation    we get 1, 0.5, 0.67, 0.75. It is easy to see that the fourth ranked document 
has higher value than the third ranked relevant document [6],[7]. 

Selection: On arrival of a new document , Its fitness value is calculated and the 
cluster is selected by applying K-means algorithm. 

• k: number of clusters 
• nj: number of points in jth cluster 
• xi

j: ith point in jth cluster 

• min ∑∑
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The similarity between two documents must be measured in some way if a clustering 
algorithm is to be used. Here we have used K-means algorithm for defining similarity 
between two documents [10],[11]. 
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Crossover : Crossover is a probabilistic process that exchanges information between 
two parent chromosomes for generating two child chromosomes. Here single point 
crossover with a fixed crossover probability of µc is used. Foe chromosomes of length 
l, a random integer, called the crossover point, is generated in the range [1,l-1]. The 
portions of the chromosomes lying to the right of the crossover point are exchanged to 
produce two offspring. 

Mutation : Each chromosome undergoes mutation with a fixed probability µm, for 
binary representation of chromosomes, a bit position is mutated by flipping its value.  

Termination criterion:  Here the process of fitness computation, selection, 
crossover, and mutation are executed for a maximum number of iterations. The best 
string, seen up to the last generation, provides the solution to the clustering problem. 

4   Literature Review 

The document retrieval system has been studied through various papers for relevance 
information using fitness function in genetic algorithm. Robertson, A. M. et.al.[3 ] in 
1994 evaluated  the efficacy of a genetic algorithm with various order-based fitness 
functions for relevance feedback. Through another paper[4 ] in 1996 they described 
the development of a genetic algorithm for the assignment of weights to query terms 
in a ranked-output document retrieval system. The GA involves a fitness function that 
is based on full relevance information. In a paper in the same year [5 ] they proposed 
a novel nonlinear ranking function representation scheme and compare this new 
design to the well-known Vector Space model. During 90s the work on document 
relevancy through genetic algorithm has been found enormous success and the search 
engine so framed thereby the access pattern got to a new dimension. Smith M.P. et.al. 
[8] in the paper in 1997 discussed on Boolean query for an information need, given a 
small corpus of test documents, and then to use that query on the full collection to 
retrieve yet more relevant documents.  Also Vrajitoru, V. in 1998[9] proposed that 
GA is to help an IR system to find, in a huge documents text collection, a good reply 
to a query expressed by the user.  

The early period of 2000 show more work in this direction where the methods of 
clustering , document filtering etc was focused more for finding better relevancy to 
the documents searched. Mitchell, T. M. et.al. [1] in 2000 proposed a novel ranking 
function discovery framework based on Genetic Programming and shown  how this 
helps automate the ranking function design/discovery process. In Proceedings of the 
33rd -HICSS, Hawaii, in 2000[2]  it is found that that possibility of applying GA's to 
adapt various matching functions lead to a better retrieval performance of documents. 
In the year 2004 , Areibi, S. and Z. Yang. [12] proposed a hybrid genetic algorithm 
for k-medoids clustering. A novel heuristic operator is designed and integrated with 
the genetic algorithm to fine-tune the search.  Bandyopadhyay, S. and U. Maulik. in 
2002 [13] presented a genetic algorithm for selecting centers to seed the popular k-
means method for clustering. Tapas Kanungo et.al. in 2002[14] applied k-means 
clustering algorithm and presented a simple & efficient filtering algorithm. And in the 
year 2004 in a paper [15] Weiguo Fan et.al.  have  contrasted different fitness function 
designs on GP-based learning using a very large Web corpus.  
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5   The Algorithm  

The algorithm proposed for the generation of relevant documents using k-means 
clustering is as follows: 

Begin 
       For each of the document, repeat 
             Begin 
                Calculate relevancy r(d)  of  the document; 
       End for 
         let the clusters taken initially be k ; 
         Initialize interval to the greatest interval; 
         Initialize TRel to total number of relevant documents 
        While di>0  repeat 
            Begin   

 
            Store P(di) 
            Initialize flag=0; 
           Initialize l to k 
           While l > 0 then 
            If P(di) closest to cl then 
                 Add di to l 
                 Calculate cl=mean(cl,P(di))  
                Flag=1 
            End if 
           If flag=0 then 

 Initialize k+1 as a new cluster and di as the centroid of the 
new cluster.  

           End if 
        End while 
 End. 

Every retrieved document under goes for a function r(d) that gives a relevancy factor 
that will help to cluster the document in a more simplified manner and on which our 
algorithm is based on. Initializing the cluster size to a particular numeric value ‘k’. 
then  the Euclidean distance for each cluster, Trel is initialized with the value of total 
no of document available. The loop continues till the last document left out. Then 
calculates the precision value based on the relevancy factor that we have calculated in 
step 2 to 5. The values are stored to an array. Flag is initialized to 0 as an indicator 
that a document has been put in a cluster or not. If  Flag is 0 then the document has 
not been added to any cluster as it varies with most attributes and is given by the 
interval value. l’ is initialized to the no  of currently created clusters. i.e k no of 
clusters .The while loop continues for every cluster with a centroid cl.  Then calculates 
the best fit lth cluster for the current ith document and it is added . The flag it set to 1 as 
it has been added to a particular cluster.  If the flag is found to be 0 that indicates the 
new document is very different from the previous clustered documents and is set to be 
a new cluster. Expected search results with 10 documents and the document ids with  
1,2,3....10. are shown as below. 
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6   Expected Results 

Suppose we have a search results with 10 documents and the document ids are 
1,2,3....10., And if the flag is set  to be 0 indicating a  new document,  is very different 
from the previous clustered documents and is set to be a new cluster . The results  as 
found from the Table 1 below  shows less relevancy for higher ranked documents. 
The results shows a comparison of relevancy with and without experiments. 

Table 1. Comparison of relevancy with & without the experiment 

Document 
Number (di) 

Rank Relevancy without 
experiment 

Relevancy with  
experiment, P(di) 

1 1 0.9 1 
2 2 0.8 0.5 
3 3 0.7 0.66 
4 4 0.6 0.75 
5 5 0.5 0.8 
6 6 0.4 0.66 
7 7 0.3 0.57 
8 8 0.2 0.62 
9 9 0.1 0.55 

10 10 0 0.6 

 
The Figure  1 shown below depicts that higher ranked documents may be less 

relevant. The X- axis represents rank of the document and the Y-axis representing 
relevancy. Thus two series of lining got out of these documents show relevancy with 
& without the experiments, P(di). And the result is that higher is the rank, less is the 
relevancy of the document searched. 

 

 

Fig. 1. Relevancy with and without experiments (P(di)) 
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Table 2 below Calculates the best fit lth cluster for the current ith document and it is 
being added to it. The flag is set to 1 as  it has been added to a particular cluster. If the 
flag is found to be 0 that indicates the new document is very different from the 
previous clustered documents and is set to be a new cluster as found in place of 
finding a searched document. It is found from the algorithm taking 10 different 
documents so searched that, the documents of similar or close relevancies are 
clustered in a same group and having different relevancies in other cluster. And so 
formed four different clusters. 

Table 2. Position of documents in a particular cluster 

Cluster1 Cluster2 Cluster3 Cluster4 
1 4,5 3,6,8,10 2,7,9 

 
The figure 2 below depicts that, consecutive retrieved documents may not be 

closely equivalent ranked document that may be less relevant. The X-axis represents 
the document number(di) & the Y-axis the cluster number. 

 

 

Fig. 2. Document -cluster representation 

7   Conclusion 

In this paper the problem of finding a globally optimal partition of a given set of 
documents into a specified number of clusters is considered. Here we tried to find 
some high quality clusters that may be required for a particular query. We extend our 
work to the implementation on search engines in near future and expect a good result. 
Genetic algorithm is a natural technique to find out the fittest chromosome that can 
survive, and clustering gives us the best result in finding out common featured 
chromosomes. So applying the concept in document clustering will help in getting the 
most appropriate document with respect to a searched word.  
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Abstract. In this paper, a novel system (Web Shield) for dynamic detection 
and filtering of objectionable web content has been presented. Web Shield 
captures the URL requested by the client and determines whether it leads to 
any objectionable content. It is also able to check all child URLs of the 
requested URL. It uses simple text matching technique to detect and filter 
undesired web pages.  It uses knowledge base to keep record of objectionable 
URLs. The proposed system and the existing systems such as browser 
setting and proxy server based filtering were tested over about 500 web sites. 
It was observed that proposed system performed much better than existing 
methods giving about 90% accuracy. This system is very useful for various 
organizations enabling blocking and filtering of undesired and objectionable 
web content. 

Keywords: Proxy Server, knowledge base, Content filtering, Image processing. 

1   Introduction 

The World Wide Web is growing very rapidly day by day. WWW is a huge 
information source and variety of services related to business, entertainment, news, 
educational, games etc are available on it. The openness of the web allows any 
user to access almost any type of information. However, all type of information is 
not appropriate for all users. Especially in an organization that may be software 
development organization or an educational organization, for better productive 
learning, the user should not be allowed to surf any content that could distract their 
attention. Also surfing of certain kind of bad content may cause losses to the 
organizations money, time, and their resources and also may harm user’s mental 
strength. Thus it is challenge to prevent access to undesired information from the 
WWW. 

Some companies and organizations are researching solution to this problem. The 
solutions have been focused on IP-based, URL-based and URL’s content based 
filtering [1], image analysis and limited text filtering [2]. The classification of the 
Web sites is mostly manual but, as we know, the website is a highly dynamic 
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information source. Not only many websites appear every day while others disappear, 
but also site content (including linkage information) is updated frequently. Thus, 
manual classification and filtering systems are largely impractical. Thus, it is a 
challenge to prevent access to undesired information from the WWW. The image and 
text analysis are more common for filtering porn web content [2], [3]. All 
objectionable content may not have images (e.g. proxy sites, share market news, 
some music and video downloading sites and games sites etc.) Thus these cannot be 
filtered on the basis of image analysis. Such dynamic character of the web and partial 
work in the field of all objectionable sites for any educational institutional an 
industrial organization calls for new techniques designed to classify and filter web 
sites and URLs automatically. Also, listing of either IP address or URLs name for 
filtering of objectionable content are grossly insufficient as the numbers of sites are 
increasing very rapidly. In this paper, we propose a dynamic objectionable content 
detection and filtering system (Web shield). The proposed system is able to detect 
and filter not only porn web content but also other sites that are deemed objectionable 
by an organization. Such sites include share market sites, news sites, music and video 
downloading sites, proxy sites, game downloading sites and many more. 

2   Background 

In past, some researchers have worked in the field of filtering and blocking of URLs. 
The most popular method for filtering is centralized content-based web filtering and 
blocking through use of proxy server [1], [3]. A well known proxy server for filtering 
and blocking centrally is a Squid proxy server. Squid proxy server can be configured 
as a network firewall in which the administrator defines some rules on the basis of IP 
address, domain name of URL and objectionable key words. These have only limited 
utility as they only perform static filtering. Forsyth et al proposed a method to detect 
porn image with the help of angle measurement [4]. Work related to more accurately 
detection of porn images has also been discuss in [5-7]. These methods were 
insufficient and only able for image analysis hence only able to perform porn web 
content filtering. Oardand et al proposed a frame work for text filtering [8]. 
Mohamed Hammami et al proposed a web filtering system based on face detection 
and text analysis using data- mining technique [2]. This method was suitable for porn 
web content but there are some more areas which comes under objectionable. 
Kazuhiro Iwahama et al proposed method for filtering System for Music Data [9]. 
Jos´e de J. P´erez et al proposed a method for information filtering system in web 
[10]. 

3   Proposed Web Shield Architecture 

In this section, architecture of the Web shield has been presented. It has been designed 
as a proxy server with special feature to efficiently filter objectionable content. The 
system has following component as shown in figure 1. 
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1. Conventional Proxy Server: - It performs all functions as a conventional 
proxy server. It forward URLs to URL decision block. 

2. Database Decision Block (DDB):- It matches URLs with the URLs already 
stored in the knowledge base. According to matching or miss- matching it 
takes appropriate decision for given URL that shall be fed to the HCG and 
main server or send an error message to client request. 

3. URL Queue: - It is the queue of requested URLs. It is used for presenting 
URLs sequentially to HTML code generator as accessed by client. 

4. HTML Code Generator (HCG): - HCG generates source code of web 
pages corresponding to the URL in text file. This source code of web page 
is used for text analysis. 

5. Parser and Database Query Processor: - Parser is use to analyze  source 
code  of  web page  and  find  out objectionable word in it. In case any 
objectionable word is found then it is added to the knowledge base. 

6. Knowledge base: - This knowledge base contains all the URLs that lead to 
a websites containing objectionable material. 

 

Fig. 1. Architecture of Web Shield 

4   Working of Web Shield 

Web shield detects and filters rapidly the Web pages with the help of its 
components. The client requests a URL from its browser. The requested URL is 
monitored by conventional proxy server. Proxy server forwards this requested URL 
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to DDB. DDB matches URL with URLs present in the knowledge base. If URL 
matches with a URL present in knowledge base then request denied message is send 
to client. If it does not match then URL (i.e. is not a URL leading to objectionable 
content) is forwarded to the Internet and also put in URL queue for its further 
processing. HTTP response of requested URL is displayed through browser to client. 
Mean while HCG generates source code of the requested web page in a text file. 
Web Shield has a special feature of checking all child URLs corresponding to 
requested URL.   It is process of analyzing URL from top to bottom. To find out 
whether this source code contains any objectionable word the code is parsed. This 
also counts objectionable words frequency. If any objectionable words are found then 
the requested URL is inserted in to knowledge base. 

In nut shell the tep followed are as given below:  

WEB SHIELD (URL) 
{ 

1. Get URL from user through Proxy Server 
2. Match URL with database or knowledge base 
3. If found then send error message to user 

Else 
4. For each generate HTML code 
5. Get HTML code of that URL 
6. Parse the HTML code and find objectionable word 
7. If (objectionable word found) 

                { 
Then make entry of that URL in database 
} 
Else 

8. Extract next requested URL from queue in HTML code generator 
9. Go to step no. 5 

} 

5   Evaluation of the Proposed System 

In this section, evaluation of the existing and proposed methods has been presented. 
In the experiment 500 web sites were considered. The sites were from areas related to 
social networking, song downloading, proxy sites, game sites and some porn site etc. 
The existing methods included in the study that are related to browser setting, proxy 
server configuration. 

5.1   Browser Setting 

All browsers provide facility for listing URLs that are to be blocked. Figure 2 shows 
how the Internet explorer browser can be configured for this. Since according to the 
WWW survey, every day 20000 porn sites are coming up. It is not possible to list all 
the sites that are considered objectionable. Also, this configuration is to be done by 
the client at its end hence administrator has very little control on the setting. Hence it 
is not an effective mechanism. 
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Fig. 2. Method to block URL through Browser 

5.2   Proxy Server Configuration 

In this experiment Squid proxy server has been used. It allows filtering and blocking 
of the URLs based on domain name, IP address and key words presented in the 
URLs. These are defined in the rules in access control list (ACLs). Samples of such 
access control rules are shown in figure3, 4 and 5. 

For IP address based blocking the, IP addresses of web sites are written in the ACL 
as shown in figure 3. 

For domain name based blocking the domain name of web sites are written in the 
ACL as shown in figure 4. 

For keywords based blocking the objectionable words that appear in URLs of the 
sites that are to be blocked are written in the ACL as shown in figure 5. 

5.3   Proposed Web Shield 

Dynamic nature of web is a major problem for filtering and blocking for undesirable 
URLs. Web shield uses a dynamic technique to detect and filter URL efficiently. 
Client can access any objectionable site only once and next time client will be unable 
to access that URL. It can be shown through following figure 6, 7.  Let the user 
request a website www.iwin.com, in which there is no objectionable word in URL but 
its content is objectionable. 

Initially this URL is not present in knowledge base. After accessing this site Web 
Shield process it to determine that the content of this sites are objectionable or not. 
Since it is gaming site which is objectionable for us. Therefore, Web Shield makes 
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an entry of this URL dynamically in the knowledge base. Web Shield has a special 
feature of checking all child URLs corresponding to requested URL, and saves, or 
discard children URL of the given URL depending on their content. The knowledge 
base after request to a objectionable URL is made is shown in figure 6. Figure 7 
shows that on requesting same web page again, the client is denied access to the 
URL since it had objectionable content. 

 

Fig. 3. Blocking and filtering through IP address of URL 

 

Fig. 4. Blocking and filtering through Domain name of URL 
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Fig. 5. Blocking and filtering of URL through keywords  

 

Fig. 6. Status of Knowledge Base after URL requested by client 
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Fig. 7. Result to client at browser, after requesting same site twice 

 

Fig. 8. Comparison Chart for different method 

6   Discussion 

The existing method of blocking undesirable URLs such as using the facilities in the 
browser setting and using conventional ACL’s in proxy servers and the proposed 
Web Shield were evaluated in the previous section. 
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Browser setting, has limited capability to block and filter objectionable web 
content. These are performed at the user end and there is no control of administrator. 
It gives very poor result. It has capability to block and filter only up to 75 URLs out 
of 500 URLs if specified correctly in the browser. 

The blocking and filtering through IP address, through proxy server is better than 
browser setting, as rule written in squid is applicable for all users of LAN. Nobody 
except administrator can modify the rule or the listed IP addresses. However it is 
not possible to write all IP addresses of various URLs, therefore this method can 
filter and block only 125 URLs out of 500 test objectionable URLs. 

The domain name based blocking in Squid proxy server is better than IP based 
blocking, as it is easy to list domain name as compared to IP address. Thus, it gives 
better performance than IP address based blocking. It blocks only175 URLs out of 
500 objectionable URLs. This method also suffers from the limitation of inability of 
listing all the URLs and domain as new websites are being added very rapidly. 

Keyword based blocking and filtering gives better result than above methods. It 
blocks 225 URLs out of 500 objectionable URLs.  However, as it can detect only 
those URLs in which objectionable words that are listed in the rule are present. 

There are several websites whose URL does not contain any objectionable word 
but their content is objectionable. The sites www.sensex.com and  www.10paisa.com  
have same content. However, to block both sites the keywords present in both the 
URLs should be listed. 

Also the ACL rule   is case sensitive for key words therefore it is permitted to 
access objectionable site by just changing case of alphabet of keyword in URL. e.g. 
let sensex, word be blocked but it can be access  by entering word Sensex where s 
has been capitalized. Otherwise the site, whose URL does not contain the l i s ted 
word will be accessible. 

The proposed Web Shield is a dynamic method to detect and filter web contents. 
Web shield has some limitations, that it is unable to analyze images. Therefore, it is 
unable to block all images which do not have any text clue. On testing the 500 test 
websites the result for the various methods are shown graphically in figure 8. 

URL blocking using browser setting gives 15% accuracy. The proxy server IP 
based method gives 25% accuracy. The proxy server domain name of URL based 
blocking gives 35% accuracy. The proxy server keywords based method gives 45% 
accuracy.It can be clearly seen that the proposed Web Shield gives much better 
performance of blocking and filtering 450 URLs out of 500 objectionable URLs. 
Thus it gives result up to 90%. This method is also able to block the child URLs. 

7   Conclusion and Future Work 

In this paper, a ‘Web Shield’ modified firewall has been presented that is more 
efficient, dynamic and useful than the existing methods for blocking and filtering 
objectionable web content. The method uses simple text matching technique to detect 
and filter web pages. It is easy to increase or decrease objectionable keywords range 
by just updating keywords in parser of Web Shield. It is more advantageous than 
other method as it also filters and blocks the child URLs presented in the requested 
URLs. It does not hamper working at the client’s end as it is works at a central place. 
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The limitation of earlier methods such as number of IP addresses, domain names, 
keywords and case sensitivity of key words has been overcome. This method can be 
improved by adding image analysis technique and using log information of the user. 
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Abstract. Real data of natural and social sciences is often very high-
dimensional. Dataset handling in high-dimensional spaces presents complicated 
problems, such as the degradation of data accessing, data manipulating as well 
as query processing performance. Dimensionality reduction efficiently tackles 
this problem and benefited us to visualize the intrinsic properties hidden in the 
dataset. The proposed method first generates decision attribute by computing 
the class label of each gene using clustering technique and subsequently 
computes the score of each sample of microarray cancerous gene data based on 
decision attribute using the division operation of relational algebra and select 
the samples with score below the average score as initial reduct. The reduced 
dataset is grouped into k clusters by k-means algorithm where, k is the set of 
values of decision attribute and matching factor of reduct is computed by 
considering the overlapping of clusters with the original classes of genes. Other 
samples are added iteratively one at a time based on their increasing score 
provided computed matching factor improved and thus final reduct known as 
optimal set of samples is obtained.  

1   Introduction 

Now-a-days, an increasing number of applications in different fields especially on the 
field of natural and social sciences produce massive volumes of very high 
dimensional data [1] under a variety of experimental conditions. In scientific 
databases like gene microarray dataset, it is common to encounter large sets of 
observations, represented by hundreds or even thousands of coordinates. The 
performance of data analysis such as clustering and classification degrades in such 
high dimensional spaces. Gene microarray high dimensional data provides the 
opportunity to measure the expression level of thousands of genes simultaneously and 
this kind of high-throughput data has a wide application in bioinformatics research. In 
DNA microarray data [2] analysis generally biologists measure the expression levels 
of genes in the tissue samples from patients, and find explanations about how the 

2
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genes of patients relate to the types of cancers they had. Many genes could strongly 
be correlated to a particular type of cancer, however, biologists prefer to focal point 
on a small subset of genes that dominates the outcomes before performing in-depth 
analysis and expensive experiments with a high dimensional dataset. Therefore, 
automated selection of the small subset of attributes is highly advantageous.  

Gene expression microarrays offer a popular technique to monitor the correlated 
expression of thousands of genes under a variety of experimental circumstances. In 
spite of the enormous potential of this technique, there remain challenging problems 
associated with the achievement and analysis of microarray data that can have a 
reflective influence on the interpretation of the outcomes. DNA microarray 
technology has directed the focus of computational biology towards analytical data 
interpretation [3]. However, when examining  microarray data, the size of the data 
sets and noise contained within the data sets compromises precise qualitative and 
quantitative analysis[4]. Conventionally, a dimensionality reduction technique [5-6] 
may be used to reduce the size of the dataset before further processing. 
Dimensionality reduction can also provide a low level visual representation of gene 
behavior across the samples. A standard objective of microarray data analysis is to 
better understand the gene-to-gene interactions that take place amongst the entire gene 
pool. However, applications of dimensionality reduction techniques on microarray 
data have been only partially successful. Dimensionality reduction of microarray data 
has yet to effectively tackle the problem of finding a low dimensional embedding that 
provides a precise visual representation of gene-to-gene interactions [14]. Therefore, a 
fast and effective algorithm is needed for efficient processing of datasets of both high 
dimensionality and cardinality. In the article, a novel dimension reduction technique 
has been proposed that can be broken down into following four steps: 

(i) The gene expression dataset is clustered and validated using [7] to achieve an 
optimal set of clusters and assign same class label to all the genes within a cluster so 
that two genes of different clusters have different class label. Thus decision attribute 
is generated for the dataset. Let k is the set of values of decision attribute.    

(ii) The dataset is standardized to Z-score using Transitional State Discrimination 
method and each sample is characterized by four discrete values. After discretizing 
the gene expression data, score of each sample with respect to generated decision 
attribute is computed using division operation of relational algebra [8]. Lower the 
score implies more important sample of the gene dataset and vice versa.  

(iii) Initial reduct is formed by considering the samples with score below the 
average score. The reduced dataset is grouped into k clusters by k-means algorithm 
and matching factor of reduct is computed by considering the overlapping of clusters 
with the original classes of genes. Other samples are added iteratively one at a time 
based on their increasing score provided computed matching factor improved and thus 
final reduct known as optimal set of samples is obtained. 

The rest of the paper is organized as follows: Section 2 describes the proposed 
dimension reduction methodology to select only the relevant samples. The 
experimental results and performance of the proposed method for a variety of 
benchmark gene expression datasets is evaluated in Section 3. Finally, conclusions are 
drawn in Section 4. 
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2   Sample Selection and Dimension Reduction 

A gene expression dataset is presented as a continuous gene expression matrix, where 
each row represents a gene and each column represents a sample that can be measured 
for each gene. Minimum subset of samples that preserve the homogeneity relation and 
classification power is known as reduct whereas other samples are irrelevant for 
classification and so removed from the dataset. Usually, there are several reducts of 
gene expression dataset finding to which is NP-hard problem [9]. Though the sample 
number is less compare to the number of genes still there exist some unimportant 
samples which increases time complexity while comparing characteristics of genes.  

2.1   Relevance Analysis of Samples by Gene Clustering  

As all samples are not relevant to characterize the genes, a relevance analysis of 
samples is necessary to select only the important samples. Here, a score is computed 
for each sample using division operation of relational algebra for which decision 
attribute is required. But the gene datasets are unlabeled data, as a result the datasets 
need to be transformed to labeled data. So, the dataset is clustered and validated using 
[7] to obtain optimal clusters of genes and labeled each gene in such a way that genes 
in same cluster have same class value and genes in different clusters have different 
class value. Thus, a decision attribute is generated which is used to compute score of 
each samples. Let the labeled gene expression dataset DS = (U, C, D), where C = {C1, 
C2, …, Cn} is the number of samples and D is the decision attribute with k distinct 
values generated using clustering algorithm. Score computation by division (÷) 
operation of relational algebra needs the discrete values of the samples. So, before 
score computation, the datasets are preprocessed by standardizing the samples to z-
score using Transitional State Discrimination method (TSD). In TSD, discretization 
factor fij is computed for sample value Cj ∈ C of gene gi ϵ U, i = 1, 2, …, m; j = 1, 2, 
…, n, using (1). 

                                     


                                        (1) 

where, μi and δi are the mean and standard deviation of gene gi and gi[Cj] is the value 
of sample Cj in gene gi. Then the value gi[Cj] is discretized to one of ‘VL’ (very low), 
‘L’ (low), ‘Z’ (zero), ‘H’ (high) and ‘VH’ (very high) depending on fij is ‘< -1’, ‘-1’, 
‘0’, ‘1’ and ‘>1’ respectively.  

Now, the relational algebra operation division (÷), defined in ‘Definition 1’, is used 
to compute the score of each sample Ci using score function S (Ci) defined in equation 
(2). 

                |   |                                     (2) 

where i = 1, 2, …, n.Minimum score of Ci implies that there is maximum number of 
genes having sample values similar to Ci, which can uniquely take the decisions. 
Thus, the sample with minimum score is of maximum importance and so lower score 
implies higher possibility of becoming a member of reduct.   
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Definition 1: Relational algebra operation division (÷) is a binary operation applied 
on two relations R1 (P) and R2 (Q) and produce another relation R (P – Q) where Q ⊂ 
P where P, Q are set of attributes of R1, R2 respectively. So, R (i.e., R1 ÷ R2) contains 
set of all tuples t such that for any tuple t1 and t2 of R1 and R2 respectively, following 
conditions are hold.  

• t [P – Q] = t1 [P – Q] 
• t1 [P – Q] = t2 [Q] 

2.2   Reduct Generation  

The measurement of similarity/dissimilarity among the genes based on the distance 
metric may not be effective for gene data analysis in a high dimensional space. And at 
the same time, elegant sample selection decreases the workload and simplifies the 
subsequent design process to a great extent. So, the method proposed a design 
approach to compute a minimum subset of samples called reduct which can, by itself, 
fully characterize the knowledge in the gene database as the whole set of attributes 
(C) and preserves partition of data. It generates initial reduct RED by selecting the 
samples with score less than the average score. But in most of the cases, this initial 
reduct could not fully characterized the knowledge and so other samples are added to 
RED one at a time based on their score only if resultant samples more accurately 
characterized the knowledge than that obtained previously. To obtain the final reduct, 
initially, gene dataset is partitioned into k clusters, say, CLASS = , , … ,  and the dataset reduced by RED is clustered and 
validated by [7] and obtain say, l clusters of genes namely, CLUS = , , … ,  . Now, a matching factor of CLUS to CLASS is 
calculated for RED, using equation (3) which implies how much maximum number of 
genes in clusters is correctly positioned based on their class labels.  

            ∑ 1| | max11             (3) 

Finally, samples not in RED are arranged in increasing order of their score in NRED 
and examined separately to determine if they are to be included in the final reduct set. 
So, each sample Cl in NRED is added to RED and apply same clustering algorithm 
and then compute matching factor using (3). If the matching factor is larger than the 
previously obtained matching factor then the sample is kept in RED which implies 
that resultant samples more accurately characterized the knowledge than that obtained 
previously; otherwise the sample Cl is discarded from RED. Repeating the process for 
all samples in NRED, final reduct is obtained.  
 
Algorithm: Reduct_Generation(DS, RED) 
/*DS = (U, C, D), where C is the number of samples and D is the 
decision attribute with k distinct values and RED is the final 
reduct of samples*/ 
Begin 
      RED = Ø; 
      For each sample Ci∈ C 
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             Compute Score S(Ci) using equation (2); 
      Compute average score avg_sc; 
      For each sample Ci ϵ C /*initial reduct formation*/ 
         If (S(Ci) < avg_sc)RED = RED ∪ {Ci}; 
      Genes in set U are partitioned into k classes based   

on their D-values; 

     Let CLASS = , , … , ; 
     NRED = C – RED; 
     Let matching factor mf = -∝;   
     Repeat {    /* Final reduct formation*/ 
        Genes in U are clustered into l groups based on 

RED by clustering algorithm[7]; 

        Let CLUS = , , … , ;       

        Compute of CLUS for RED by equation(3); 

        If (  > mf) mf =  
        Else RED = RED – {Ct}     
        Remove lowest score sample Ct of NRED,  
           /*i.e., NRED = NRED – {Ct}*/ 
        RED = RED ∪ {Ct}; 
     Until (NRED = = ϕ); 
 End. 

3   Experimental Results and Performance Evaluation 

Experimental studies presented here provide an evidence of effectiveness of proposed 
dimension reduction technique. The six microarray gene dataset used in the 
experiment are described below where each row in the data sets represents the 
expression pattern of one gene and each column represents an experimental sample. 
Experiments were carried out on large number of different kinds of microarray data 
(cancerous data) few of them described below are summarized. Each dataset contains 
two types of samples, one group is normal and other is cancerous. 

(i) Colon Cancer dataset: The colon cancer data contains 2000 out of around 
6500 genes and 62 samples collected from colon-cancer patients. The raw data are 
available at http://microarray.princeton.edu/oncology/affydata/index.html.  

(ii) Diffuse Large B-cell Lymphoma (DLBCL) dataset: There are two kinds of 
classifications about DLBCL versus Follicular Lymphoma (FL) morphology. This set 
of data contains 58 DLBCL samples and 19 FL samples. The expression profile 
contains 7129 genes. Raw data are available at http://www-genome.wi.mit.edu/cgi-
bin/cancer/datasets.cgi. 

(iii) Leukemia (ALL V.S. AML) dataset: Training dataset consists of 38 bone 
marrow samples (27 ALL and 11 AML), over 7129 human genes. The raw data are 
available at  http://www-genome.wi.mit.edu/cgi-bin/cancer/datasets.cgi.  

(iv) Prostate Cancer dataset: Test set contains 21 samples and 13 patients having 
remained relapse free prostate samples with around 12600 genes. The raw data are 
available at http://www-genome.wi.mit.edu/mpr/prostate.  
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(v) Central Nervous (C. N.) System dataset: The data set contains 60 patient 
samples, 21 are survivors and 39 are failures. There are 7129 genes in the dataset. The 
raw data are available at http://www-genome.wi.mit.edu/mpr/CNS.  

(vi) GDS2771 series data: There exist 2000 genes and 72 samples. Among these, 
36 samples are normal and others are cancerous. The original data are available at 
https://www-r-forge.r-project.org/R. 

The proposed technique generates final reducts for above six datasets. The method is 
compared with well known dimension reduction algorithms such as Principal 
Component Analysis (PCA), Singular Value Decomposition (SVD) and Consistency 
Subset Evaluation (CSE) by evaluating DB-index (Davies-Bouldin index) [10] and 
RMS (Root Mean Square) error [11] in cluster sets. The datasets reduced by the 
proposed and above dimension reduction method are partitioned by clustering 
algorithm [7]. Then DB index and RMS error are computed for the clusters and listed 
in Table 1. Smaller the DB-index [10] and RMS error [11] better is the clustering. The 
Proposed, PCA and SVD and CSE algorithms are implemented using Mat lab 7.8.1 
version. The results show that DB index and RMS errors produced by the proposed 
method are less than that produced by other methods for all cancerous microarray data 
sets, which confirms the potentiality and superiority of the proposed method.  

Table 1. DB index and RMS error for proposed and other methods 

 
Data 
Name 

                                           Methods 
PCA SVD CSE Proposed 
DB 
index 

RMS 
error 

DB 
index 

RMS 
error 

DB 
index 

RMS 
error 

DB 
index 

RMS 
error 

Colon 
Cancer 

0.0665 124.89 
 

0.0814 
 

290.98 
 

0.0611 
 

158.95 
 

0.04048 
 

88.071 
 

DLBCL 0.0406 
 

243.63 
 

0.0259 
 

258.98 
 

0.0235 120.59 0.02145 
 

229.60 
 

ALL VS. 
AML 

0.0336 
 

167.03 
 

0.0394 
 

202.07 
 

0.0315 157.64 
 

0.02906 152.87 
 

Prostate 
Cancer 

0.0429 
 

110.85 
 

0.0515 
 

133.91 
 

0.0614 
 

174.41 
 

0.03913 
 

94.828 
 

C.N. 
System 

0.1102 
 

1236.9 
 

0.1926 
 

5134.1 
 

0.1471 1266.5 
 

0.09970 1128.1 
 

GDS2771 
series 

0.0722 
 

370.96 
 

0.1416 
 

530.47 
 

0.1103 
 

951.98 
 

0.04350 
 

272.23 
 

 
The original dataset and the datasets reduced by proposed and other dimension 

reduction methods are classified by the classification methods [12-13] such as Bayes 
classifier (Naïve Bayes),Trees based classifier (J48-C 0.25), Rules based classifier 
(PART), Functions based classifier (MultiLayerPerceptron), Trees based classifier 
(RandomForest), Meta classifier (Bagging), and Lazy classifier (Kstar) and accuracies 
are plotted with various colours, as shown in Fig. 1 to Fig. 6. It is observed that for 
almost all datasets proposed method shows better accuracy for most of the classifiers. 
All classification performances are measured by Weaka-3-6-5 Data Mining tool and 
comparison figures are drawn in Matlab 7.8.1 version. 
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Fig. 1. Colon Cancer Dataset 

 

Fig. 3. Leukemia Dataset 

 

 

Fig. 5. Central Nervous System Dataset 

 

               Fig. 2. DLBCL Dataset 

 

Fig. 4. Prostate Cancer Dataset 

 

 

          Fig. 6. GDS2771 Series Dataset 

4   Discussions and Conclusions 

In the paper a novel dimension reduction technique has been proposed for obtaining 
suitable number of samples based on the concept of division operation of relational 
algebra in database management system. Initially gene expression microarray dataset 
is discretized and labeled by some meaningful linguistic variables and finally reduct is 
generated. Experimental results shown for seven different kinds of microarray 
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cancerous data evaluates the performance of the proposed algorithm both qualitatively 
as well as quantitatively. Comparative study is made with traditional dimension 
reduction algorithms namely PCA, SVD, Info Gain Attribute Evaluation (IGAE) and 
Consistency Subset Evaluation (CSE) with respect to DB index and Root Mean 
Square error (RMS) which shows that the proposed method selects fairly well 
dimensions in terms of the clustering quality. Comparative study is also made with 
same reduction algorithms with respect to correctly classified instances (%) by some 
traditional classifiers namely Bayes, J48, PART, MLP, Random Forest, Bagging and 
Kstar which shows the goodness of proposed method. Gene identification for cancer 
detection is the future work based on the reduced samples obtained by the proposed 
work.  
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Abstract. The control of pH process is a difficult problem due to its inherent 
nonlinearity and time-varying characteristics. For the pH process, Proportional 
Integral (PI) control has been successfully used for many years. Tuning of the 
PI controller is necessary for the satisfactory operation of the system. This 
paper proposes a hybrid approach involving Bacterial Foraging Optimization 
(BFO) Algorithm and  Particle Swarm Optimization (PSO) algorithm for 
determining the optimal proportional-Integral (PI) controller parameters for 
control of a pH Process.  The BFO algorithm depends on random search 
directions which may lead to delay in reaching the global solution. The PSO 
may lead to possible entrapment in local minimum solutions.  The proposed 
hybrid approach has stable convergence characteristic and good computational 
efficiency.  Simulation results clearly illustrate that the proposed approach is 
very efficient in improving the step response characteristics such as, reducing 
the Mean Square Error (MSE), rise time and settling in control of a pH process. 

Keywords: pH Process, PI controller, PSO-BFO algorithm, Mean Square 
Error, Settling Time. 

1   Introduction 

Over the last 50 years, many ways have been developed to determine PI controller 
parameters for stable processes suitable for auto tuning and adaptive control [1–4]. 
Such tuning uses only a small amount of information about the system’s dynamic 
behavior and often does not provide good tuning. Ant Colony Optimization (ACO) 
was introduced around 1991-1992 by M. Dorigo and colleagues as a novel nature-
inspired metaheuristic for the solution of hard combinatorial optimization problems 
[5]. Farooq et al [6] developed a bee inspired algorithm for routing in 
telecommunication network. Swarming strategies in bird flocking and fish schooling 
are used in the Particle Swarm Optimization (PSO) introduced by Eberhart and 
Kennedy and it is easy to implement and there are few parameters to adjust and this 
algorithm has been successfully applied in many areas [7]. A relatively newer 
evolutionary computation algorithm called Bacterial Foraging scheme has been 
proposed and introduced recently by K. M. Passino [8]. This algorithm inspired by the 
behavior of Escherichia Coli (E. Coli) bacteria normally lives inside the intestines 
where it helps the body to break down and digest the food. In this paper, the use of 

2
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Process 
Stream 
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Stream 

Effluent  
Stream 

Fa + Fb 
Xa, Xb 

Fa,Ca Fb,Cb 

both PSO and E. coli based BFO algorithms for tuning of PI controller is investigated 
in control of pH process. A proposed approach that combines the above mentioned 
optimization algorithms. 

2   pH Process Modeling 

The pH is the measurement of the acidity or alkalinity of a solution. The pH process 
consists of neutralization of two monoprotic reagents of a weak acid and a strong 
base. The model of the pH neutralization process used in this work follows that 
proposed by McAvoy et al. [9], [10] and is shown in Fig. 1. Assumption of perfect 
mixing is general in the modeling of pH processes. Material balances in the reactor 
can be given by 

( ) aXbFaFaCaF
dt

adx
V +−=                                                  (1) 

( ) bXbFaFbCbF
dt

bdx
V +−=

                                              
(2) 

Where
aF is the flow rate of the influent stream,

bF is the flow rate of the titrating 

stream,
aC is the concentration of the influent stream,

bC is the concentration of the 

titrating stream, ax is the concentration of the acid solution, bx  is the concentration of 

the basic solution and V is the volume of the mixture in the CSTR.  
 

  

 
 

 

 

 

Fig. 1.   pH neutralization Process 

3   Particle Swarm Optimization (PSO) 

The PSO method is a member of wide category of Swarm Intelligence methods for 
solving the optimization problems. It is a population based search algorithm where 
each individual is referred to as particle and represents a candidate solution [7], [11]. 
In PSO each particles strive to improve themselves by imitating traits from their 
successful peers. [12].Each particle has a position represented by a position-vector 

i
kX  where (i is the index of the particle), and a velocity represented by a velocity 
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vector i
kV . Each particle remembers its own best position i

LbestP  The best position 

vector among the swarm then stored in a vector i

GlobalP . During the iteration time k, the 

update of the velocity from the previous velocity to the new velocity is determined by. 

)()( 22111
i

k

i

Global

i

k

i

Lbest

i

k

i

k XPRCXPRCVV −+−+=+                             (3) 

The new position is then determined by the sum of the previous position and the new 
velocity.   

i

k

i

k

i

k VXX 11 ++ +=                                                              (4) 

A particle decides where to move next, considering its own experience, which is the 
memory of its best past position, and the experience of the most successful particle in 
the swarm. 

4   Bacterial Foraging Optimization (BFO) 

In foraging theory, it is assumed that the objective of the animals is to search for and 
obtain nutrients in such a fashion that the energy intake per unit time is maximized 
[12]. The foraging behavior of E. coli bacteria present in our intestines, which 
includes the methods of locating, handling and ingesting food, has been successfully 
mimicked to propose a new evolutionary optimization algorithm [8] ,[13]. This 
optimization procedure comprises of four basic steps: a) chemotaxis, b) swarming, c) 
reproduction and d) elimination and dispersal. The objective will be to try and 
implement a biased random walk for each bacterium where it will try to climb up the 
nutrient concentration and try and avoid noxious substances and will attempt to leave 
a neutral environment as soon as possible. 

5   PSO Based Bacterial Foraging Optimization (PSO-BFO) 

PSO based BFO combines both PSO and BFO algorithms [14]. This combination 
aims to make use of PSO ability to exchange social information and BFO ability in 
finding a new solution by elimination and dispersal. 

For initialization, the user selects S, Ns, Nc, Nre, Ned, Ped, C1, C2, R1, R2 and c(i), i= 

1, 2…..S.  Also initialize the position i

nP , Si .......2,1= . and velocity randomly 

initialized. Fig.2 shows the flow chart for PSO based BFO algorithm. Initially, j =k 
=ell=0 and Initialize parameters n, S, Ns, Nc, Nre, Ned, Ped, C1, C2, R1, R2 and c(i), i= 1, 
2…..S. and Delta as shown in table 2.  

6   PI Controller Tuning by BFO, PSO and PSO-BFO 

The controller tuning is actually required to reduce the Mean Square Error, overshoot 
and settling time in step response of the pH process. Hence by using the proportional 
and integral (PI) controllers above stated can be easily achieved. 
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Fig. 2. Flow chart for PSO based BFO Algorithm 

 

 

Fig. 3. Block Diagram of a pH process with PI controllers 

Attempt has been made to achieve globally minimal Mean square error criteria in 
the step response of a pH process which is cascaded with PID controller by tuning the 
KP proportional gain and Ki integral gain values. In the transfer function of the 
controller stated as 

)(  (s)G PC sKK i+=                                                    (5) 

Fig. 3 shows closed loop of pH process with PI controller. This section presents the 
details of the design of PI controller for the pH process. First the GA, BFO and PSO 
algorithms were applied to design the PI controller for a simulated pH process. Then 
proposed hybrid PSO based BFO algorithm was applied to design the PI controller for 
a simulated pH process. The implementation of this hybrid algorithm was written in 
MATLAB and executed on a PC with Pentium duo core processor. The pH process 
was simulated based on the Equations (1) and (2) using MATLAB simulink with the 
model parameters for the experimental system which is tabulated in Table.3. Fig.4 
shows simulink diagram for step response of pH model with PI controller. Step signal 
is used as the input to the system.  
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Fig. 4. Simulink diagram for step response of pH process with PI controller 

The GA, BFO, PSO and PSO-BFO algorithms are implemented to find the optimal 
parameters of the controller. The output of PI controller was used to control the pH 
process by manipulating the base flow (Fb) and acid flow (Fa) is kept constant. The  
objective function in control of pH process is to minimization of Mean square error 
(MSE). The performance of the GA, BFO, PSO and PSO-BFO algorithms are 
evaluated with constant values of initial parameters mentioned in the table 2.   

Table 1. Comparision of different tuning methods 

pH Fa Type Kp Ki MSE 

5 

0.192 

GA 9 8 3.75e-2 
BFO  8.8289 3.7389 4.30 e-3 
PSO  72.972 11.525 2.36e-2

PSO - BFO 103.51 4.3212 2.87e-3 

0.288 

GA 9.677 9.01 4.51e-2 
BFO  8.791 9.653 4.87 e-3 
PSO  134.2 24.478 3.574e-2

PSO - BFO 246.54 4.2437 1.996e-3

7 

0.192 

GA 1.1624 11.764 4.65e-2 
BFO  5.411 1.38 1.714e-2 
PSO  5.6113 53.329 2.97e-2

PSO - BFO 0.2996 1.9352 2.536e-3

0.288 

GA 1.129 11.764 1.038e-2 
BFO  2.97 7.45 2.26e-3 
PSO  1.7490 0.7217 2.13e-3

PSO - BFO 0.2743 2.0024 1.95e-3 

11 

0.192 

GA 12 9 1.05e-1 
BFO  4.225 2.202 2.53 e-1 
PSO  267.93 68.544 8.09 e-2

PSO - BFO 38.37 0.0573 7.316e-2

0.288 

GA 12 8.5405 1.06e-1 
BFO  6.002 7.018 2.615 e-1 
PSO  50.5877 0.56357 9.354e-2

PSO - BFO 44.542 0.1826 4.507e-2
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Table 2. Parameters value of each algorithms 

Parameter 
Symbol 

PSO –
BFO 

BFO PSO GA 

No. of bacteria in the population S 10 50 50 10 
Dimension of search space n 2 2 2 -- 

Maximum no. of swim length Ns 4 4 -- -- 

No. of Chemotatic steps Nc 20 50 50 30 
No. of reproductive steps Nre 2 2 -- -- 
No. of elimination dispersal 
events 

Ned 2 2 -- 
-- 

Elimination dispersal 
probability 

Ped 0.25 0.25 -- 
-- 

Step size C(i) 0.5 0.05 -- -- 

Cognitive factor C1 1.2 -- 1.2 -- 

Social acceleration factors C2 0.5 -- 0.12 -- 

Momentum/ Inertia w 0.9 -- 0.9 -- 

Cross over probability Pc -- -- -- 0.8 
Mutation  probability Pm -- -- -- 0.08 

Table 3. Model parameters for the pH process 

Parameter Description Value 

V 
Volume of the Continuous Stirred Tank 
Reactor 

7.4l lit 

Fa Flow rate of the influent stream 0.24 l min-l 
Fb Flow rate of the titrating stream 0-0.8 l min-1 
Ca Concentration of the influent stream 0.2 g mol l-1 
Cb Concentration of the titrating stream 0.1 g mol 1-1 

In order to examine the effectiveness of the proposed control scheme, simulations 
are carried out in different cases, e.g. in different set points of pH value (5, 7 and 11) 
and for different influent stream flow rate (Fa). For simulation Fa value is taken as 20 
percent deviation from the value mention in the table 3(Fa=0.192 and 0.288). In this 
paper, the results of the proposed hybrid PSO – BFO algorithm is compared with the 
results of a GA, BFO and PSO algorithms as shown in table1. Fig. 5, Fig.7 and Fig. 9 
shows the step response of pH process with acid flow rate Fa=0.192 for set point of 
pH=5,7and 11 respectively. Fig. 6, Fig.8 and Fig. 10 shows the step response of pH 
process with acid flow rate Fa=0.288 for set point of pH=5,7and11 respectively. In all 
the cases of step response PSO-BFO results s lower value of MSE and settling time 
compared with other optimization methods. Overshoot in step response for all the 
cases are almost zero. 
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Fig. 5. Step response of pH process for a step 
input pH = 5 and Fa=0.192 

 
Fig. 7. Step response of pH process for a step 
input pH = 7 and Fa=0.192 

 

Fig. 9. Step response of pH process for a step 
input pH = 11 and Fa=0.192 

 
Fig. 6. Step response of pH process for a step 
input pH = 5 and Fa=0.288 

Fig. 8. Step response of pH process for a step 
input pH = 7 and Fa=0.288 

 
Fig. 10. Step response of pH process for a 
step input pH = 11 and Fa=0.288 
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7   Conclusion 

In this proposed work, the optimal parameters of the PI controller at each pH region 
are computed by using hybrid PSO based BFO algorithm. This algorithm combines 
PSO and BFO techniques to make use of exchange social information ability of PSO 
and elimination and dispersal ability of BFO in finding a new solution. From the 
simulation results (Fig. 5-10 and Table. 1) the PSO based BFO tuned PI controller has 
minimum MSE and settling time compared with BFO, PSO and GA. 
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Abstract. Public administration is administered by bureaucratic constitution 
and is built on rationale principles. Though dominant during the twentieth 
century, such system has failed to react to the shifting requirements of the 
current times. E-governance, which is a paradigm shift over the traditional 
approaches in public administration, means rendering of government services 
and information to the public using electronic means. This new paradigm has 
revolutionized the quality of service delivered to the citizens. It has ushered in 
transparency and simplicity in the governing process; enormous time saving 
due to stipulation of services through single window; simplification of 
procedures; better office and record management; reduction in corruption; and 
improved attitude, behavior and job handling capacity of the dealing personnel. 
With the proliferation of Information and Communication Technologies (ICTs), 
the existent information services catering e-governance facilities to citizens 
needs a technology change in order to provide the required seamless services. 
This paper presents the case of suitability of Grid Computing to the already 
existing National Informatics Center (NIC) infrastructure of India. 

1   Introduction 

Previously, service delivery mechanisms of the government departments left much to 
be desired in India. restricted spaces; untidy ambience; ill-mannered dealing 
personnel and their constant absenteeism; demands of indulgence; inefficiency in 
work; long queues; procrastinating officials; procedural complexities; etc., were some 
of the undesirable features of the working of the government departments. As a result, 
a visit to government department by a citizen to make use of any service used to be a 
traumatic experience. With the increasing consciousness amongst the citizens and 
their better experiences with the private sector – the demand for better services on the 
part of government departments became more pronounced. The combination of 
Information and Communication Technology (ICT) has played a prominent role in 
strengthening such a demand. The metamorphosis in the quality of delivery of 
services to the citizens by the government has been more pronounced in recent years 
with the advent of e-governance [1]. E-governance, which is a archetype shift over the 
traditional approaches in Public Administration, means representation of government 
services and information to the public using electronic means. Basic architecture of E-
governance has been given in figure 1. 

2
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Fig. 1. Architecture of E-governance 

This new prototype has brought about a revolution in the quality of service 
delivered to the citizens. It has ushered in transparency in the governing process; 
saving of time due to provision of services through single window; simplification of 
procedures; better office and record management; reduction in corruption; and 
improved attitude, behavior and job handling capacity of the dealing personnel. The 
present study substantiates these theoretical assumptions about e-governance by 
analyzing some experiences at the Union as well as State Government Level in India 
[2]. E-governance state wise scheme is given in Table 1 (Courtesy [6]). 

Table 1. State wise list of e-government schemes in India 

State/Union 
Territory 

Initiatives covering departmental automation, user charge collection, 
delivery of policy/programme information and delivery of entitlements 

Andhra Pradesh e-Seva, CARD, VOICE, MPHS, FAST, e- Cops, AP online – one –stop-shop 
on the internet, Saukaryam, Online transaction processing, e-immunization 
Rural Health Call Center and Site Suitability for Water Harvesting, 
Professional e-Pension 

Bihar Sales Tax Administration Management Information, E-Khajana 

Chhattisgarh Chhattisgarh InfoTech Promotion Society, Treasury Office, e-linking project 

Delhi Automatic Vehicle Tracking System, Computerization of website of RCS 
office, Electronic clearance system, Management Information System of 
Education, Delhi Slum Computer Kiosks etc. 

Goa Dharani Project 
Gujarat Mahiti Shakti, Dairy Information System Kiosk (DISK), Request for 

government documents online, Form Book Online, G R book Online, Census 
Online, Tender Notice. 

Haryana Nai Disha, Result through Binocular 

Himachal Pradesh Lok Mitra, HIMRIS ,e-pension, Unreserved Ticketing System by Indian 
Railways 

Jharkhand Vahan, Tender Notice 
Karnataka Bhoomi, Kaveri, Khazane 
Kerala e-Srinkhla, RDNet, Fast, Reliable, Instant, Efficient Network for the 

Disbursement of Services (FRIENDS) 
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Table 1. (continued) 

Madhya Pradesh Gyandoot,Gram Sampark, Smart Card in Transportation Department, 
Computerization MP State Agricultural Marketing Board (Mandi Board), 
Headstart etc. 

Maharashtra SETU, Koshvani, Warana Wired Villages, Telemedicine Project (Pune), 
Online Complaint Management System Mumbai 

Odisha E-Shishu, Common service centres (CSCs) in panchayats 

Punjab SUWIDHA(Single User Window Disposal Help Line for Applicants), 
SUBS(SUwidha Backend Services), AGMARKNET(Agriculture Marketing 
Network), ALIS(Arms License Information System), TISP(Treasuries 
Information System of Punjab), SSIS(Social Security Information System), 
WEBPASS(District Passport Application Collection Centre) 

Rajasthan Jan Mitra, RajSWIFT, Lokmitra, RajNIDHI, Aarakshi - Online FIR, 
Professional EDelivery of Tax Payers by Income Tax 

TamilNadu Rasi Maiyama-Kanchipuram, Application Forms Related to Public Utility, 
Tender Notice & Display 

Uttar Pradesh Lokvani,e Suvidha,Bhulekh,(Land Records), Koshvaani, Treasury 
Computerization, PRERNA: PRoperty Evaluation and Registration 
Application, Bouquets of services offered by Transport Department 

Uttarakhand Kisan Soochna Kutirs (KSKs) , Village Information Centres (VICs), 
Computerization of Land Record Department, Automation of Transport 
Department: 

West Bengal Vehicle registration, land records, birth and death registrations, employment 
exchanges, payment of excise duty, sales tax and local tax, electronic bill 
payment of water and electricity, computerization of health records. 

North Eastern State 

Assam ASHA 
Arunachal Pradesh, 
Manipur, Meghalaya, 
Mizoram & Nagaland 

Community Information Centre. Forms available on the Meghalaya website 
under schemes related to social welfare, food civil supplies and consumer 
affairs, housing transport etc. 

 
No doubt, India has introduced these global trends/ measures in 1990, but no 

sincere exercise has been undertaken in the corresponding 15 years to examine the 
effects of these the role of the information technology, in the governance process. The 
present paper is an attempt to fill this gap in the existing literature. The term 
governance needs to be understood before we move on to e-government and e-
governance [3]. 

The two terms- e-government and e-governance are independent of each other, but 
are at times used alternatively, there by the major distinction between e-government 
and e-governance is missed out. E-government is understood as the use of 
Information and Communication Technology (ICT) to promote more efficient and 
cost effective government, facilitate more convenient government services and allow 
greater public access to information, and make government more accountable to 
citizens, where as governance is a wider term which covers the state’s institutional 
arrangements, decision making processes, implementation capacity and the 
relationship between government officials and the public. E-governance is the use of 
ICT by the government, civil society and political institutions to engage citizens 
through dialogue and feedback to promote their greater participation in the process of 
governance of these institutions [4]. Thus, e-government can be viewed as a subset of 
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e-governance, and its focus is largely on improving administrative efficiency and 
reducing administrative corruption (Bhatnagar Subhash, 2004). Overall organization 
structure of NIC has been depicted on figure 2(Courtesy [4]). 
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Fig. 2. Organization Structure of NIC 

1.1   Scope of E-Government 

While e-government encompasses a wide range of activities, we can identify three 
distinct areas. These include government-to-government (G to G), government-to-
citizens (G to C), and government to business (G to B). Each of these represents a 
different combination of motivating forces. However, some common goals include 
improving the efficiency, reliability, and quality of services for the respective groups. 
In many respects, the government to government (G to G) sector represents the 
backbone of e-government and it involves sharing data and conducting electronic 
exchanges between various governmental agencies. One benefit with this is cost 
savings, which is achieved by increasing the speed of the transactions, reduction in 
the number of personnel necessary to complete a task, and improving the consistency 
of outcomes [5]. Government to citizen (G to C) facilitates citizen interaction with 
government, which is primary goal of e-government. This attempts to make 
transactions, such as payment of taxes, renewing licenses and applying for certain 
benefits, less time consuming and easy to carry out [5]. 

1.2   E-Government Initiatives in India: An Overview 

The Government of India kick started the use of IT in the government in the right 
earnest by launching number of initiatives. First the Government approved the 
National E-Governance Action plan for implementation during the year 2003-2007. 
The plan is an attempt to lay the foundation and provide impetus for long-term growth 
of e-governance within the country. It proposed to create the right governance and 
institutional mechanisms at the center, state and local levels to provide a citizen 
centric and business centric environment for governance. Apart from the action plan, 
the following measures have also been introduced [6]: 
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Adoption of “Information Technology (IT) Act, 2000 has been introduced by the 
Government of India to provide legal framework to facilitate electronic transactions. 
The major aims of this act are to: recognize electronic contracts, prevents computer 
crimes, and make electronic filing possible. The Act came into force on 17 October, 
2000; establishment of the National Taskforce of Information Technology and 
Software Development in May 1998, creation of Centre for e-governance to 
disseminate the best practices in the area of e- governance for the use by the Central 
and State Governments and act as a nodal center to provide general information on e-
governance, national and international initiatives, and IT policies of the 
government(s) and developing e-office solutions to enable various ministries and 
departments to do their work electronically. Modules such as Workflow for Drafts for 
Approvals, e-file, e-noting, and submission of reports, integrated personal information 
and financial accounting systems have been developed [7].  

This remainder of this paper has been organized as follows: Section 2 presents the 
Role of NIC’s in India and discusses about its present and future scope. Section 3 
describes the distributed nature of grid computing and its suitability for distributed 
management system. Section 4 gives the details about the proposed grid system for 
NIC and paper concludes at Section 5.  

2   Role of NIC’s in India: Present and Future Scope 

NIC, under the Department of Information Technology of the Government of India, is 
a premier Science and Technology organization, at the forefront of the active 
promotion and implementation of Information and Communication Technology (ICT) 
solutions in the government. Social, geographical and economical disparity issues 
have to be removed and proper infrastructure is required to establish e-governance. 
The ICT facilities need to be developed and should be available to one and all 
citizenry. Internet connection through satellite, phone lines or through cable or 
Television should be accessible for all specially to the people in rural areas [8].  

As a major step in ushering in e-Governance, NIC implements the following 
minimum agenda as announced by the Central Government: 
Internet/Intranet Infrastructure (PCs, Office Productivity Tools, Portals on Business of 
Allocation and Office Procedures), IT empowerment of officers/officials through 
Training, IT enabled Services including G2G, G2B, G2C, G2E portals , IT Plans for 
Sectored Development, Business Process Re-engineering, NIC provides a rich and 
varied range of ICT services delineated below. 
Digital Archiving and Management, Digital Library, E-Commerce, E-Governance, 
Geographical Information System, IT Training for Government Employees and so 
forth [9].  

NIC endeavours to ensure that the latest technology in all areas of IT is available to 
its users. It is one of the total solution providers to the Government and is actively 
involved in most of the IT enabled applications and has changed the mindset of the 
working community in the Government to make use of the latest state of the art 
technology in their day to day activities to provide better services to the citizens. Any 
service should be accessible by anybody from anywhere at anytime. Even if Internet 
population is exponentially growing in India, still there is a significant portion of the 
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people who may not be able to access services for various reasons like limited access 
to ICT technologies and devices, low literacy, or phobia for Computer etc. Therefore, 
universal access is still a mirage.  

3   Grid Computing: Overview and Suitability for Distributed 
Information Management Services 

Enterprise grid computing is an emerging IT architecture that delivers flexible 
enterprise information systems that are more resilient and less expensive than 
traditional legacy systems. In grid computing, groups of independent hardware and 
software components are pooled and provisioned on demand to meet changing 
business needs. The accelerating adoption of grid technology is in direct response to 
the challenges facing information technology (IT) organizations. With today’s rapidly 
changing and unpredictable business climate, IT departments are under increasing 
pressure to manage costs, increase operational agility, and meet IT service-level 
agreements (SLAs) [10].  

This paper provides an overview of grid computing, highlights the benefits of 
using it, and describes key grid computing techniques that enable IT resource 
consolidation, agile IT operations, predictable high performance and scalability, and 
continuous availability. One way to think about grid computing is as the virtualization 
and pooling of IT resources compute power, storage, and network capacity, and so on 
into a single set of shared services that can be provisioned or distributed, and then 
redistributed as needed. Just as an electric utility uses a grid to deal with wide 
variations in power demands without affecting customer service levels, grid 
computing provides IT resources with levels of control and adaptability that are 
transparent to end users, but that let IT professionals respond quickly to changing 
computing workloads.  

The term utility computing is often used to describe the metered (or pay per use) IT 
services enabled by grid computing [11]. Cloud computing (where dynamically 
scalable and often virtualized resources are provided as a service over the internet) is 
another term that describes how enterprises are using computing resources on both 
private and public networks over the internet. Because grid computing provides 
superior flexibility, it is the natural architectural foundation for both utility and cloud 
computing. As workloads fluctuate during the course of a month, week, or even 
through a single day, the grid computing infrastructure analyzes the demand for 
resources in real time and adjusts the supply accordingly.  

4   Proposed Grid Computing Based Future NIC 

The existing NIC infrastructure in India is primarily provided in a hierarchical 
manner, where the services are provided either at the grass-root level, in the form of 
district level information, or at a higher level, like the State-level repositories, 
ultimately culminating in the national level repository services dealing with pertinent 
information. Accordingly, the relevant databases are maintained in appropriate 
databases. But the foremost confrontation is faced whenever the data required is from 
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a collection of these different databases. Grid computing is a special technology that 
offers seamless integration to data at different repositories in a seamless, uniform 
manner, giving the illusion of a single, global data repository. The organizational 
architecture of such a grid computing based futuristic NIC infrastructure has been 
shown in figure 3.  
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Fig. 3. Proposed E-Governance Grid Web Services Repositories of India 

Moreover, the data present at various repositories can be logically aggregated as 
required to provide higher level web services, like mailing services, network 
management, and knowledge management and so forth as is presented in figure 4. By 
means of existing grid middlewares, like the Globus toolkit (GT 4) [12], gridgain 
[13], etc. such Grid computing based web services repositories can easily be deployed 
without much of an overhead delivering seamless high level services, like the ones 
shown in figure 4. 
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Fig. 4. Grid Computing Based E-governance Management System 
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5   Conclusion 

Changes in this world are obvious and they are difficult to accept, and this is a 
universal truth. But changes do occur for the betterment with the progress of 
civilization. India has embraced e-governance and the advantages are visibly 
perceptible. In course of this paper, it has been highlighted that though here has been 
major changes in the way that India has been maintaining the information through 
several ways and means, the national Informatics centers (NICs) being one of the 
prime sources; yet the information available are segregated like separated islands. In 
order that India takes full advantage of the available information resources maintained 
through the NIC infrastructures, it is high time that the latest technologies in ICT 
horizon be employed. This paper presents the suitability of Grid Computing as an 
enabling technology in order to achieve futuristic e-governance and management 
systems. The paper proposes a framework for Grid Web Services Repositories to 
enhance capabilities of E-Governance in India. It also outlines the salient features of 
such a futuristic Grid Computing Based E-governance Management System. There 
are many challenging issues that lie ahead. 
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Abstract. Database relations are widely used over the Internet. Since these data 
can be easily tampered with, it is critical to ensure the integrity of these data. In 
this paper, we propose to make use of fragile watermarks to detect malicious 
alterations made to a database relation. The proposed scheme is distortion free, 
unlike other watermarking schemes which inevitably introduce distortions to 
the cover data. In our algorithm, the watermark is calculated from the linear 
feedback shift register generating values of the key. Watermarks are embedded 
and verified in database independently and hence any modifications can be 
detected.  

Keywords: Fragile watermarking, linear feedback shift register, database 
security, integrity. 

1   Introduction 

The recent surge in the growth of the Internet results in offering of a wide range of 
web-based services, such as database as a service, digital repositories and libraries, e-
commerce, online decision support system etc. These applications make the digital 
assets, such as digital images, video, audio, database content etc, easily accessible by 
ordinary people around the world for sharing, purchasing, distributing, or many other 
purposes. As a result of this, such digital products are facing serious challenges like 
piracy, illegal redistribution, ownership claiming, forgery, theft etc. Digital 
watermarking technology is an effective solution to meet such challenges. A 
watermark is considered to be some kind of information that is embedded into 
underlying data for tamper detection, localization, ownership proof, traitor tracing etc. 
Watermarking techniques apply to various types of host content. Here, we concentrate 
on relational databases.  

Embedding watermarks in database relations is a challenging problem because 
there is little redundancy present in a database relation. One important property of 
digital watermarks is invisibility. Usually, in a watermarking scheme, a watermark is 
embedded by slightly modifying the cover data. This requires that the cover data can 
tolerate these modifications. In the context of multimedia data, this requirement is not 
a problem. Since multimedia data are highly correlated, there is a lot of redundant 
information present in multimedia data [1]. Although compression techniques can 
remove some of the redundant information, currently, no compression technique is 
perfect enough to remove all the redundant information. So we move for watermark 

2
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embedding. A watermark can be embedded as a part of the redundant information 
without affecting the quality of the multimedia data. A tuple can be added, deleted, or 
modified without affecting other tuples. All tuples and all attributes are equally 
important. There is little redundancy present in the tuples. Thus, it is a challenge to 
embed an invisible watermark in a database relation. 

In general, the database watermarking techniques consist of two phases: watermark 
embedding and watermark verification. During the embedding phase, a private key K 
(known only to the owner) is used to embed the watermark W into the original 
database. The watermarked database is then made publicly available. To verify the 
ownership of a suspicious database, the verification process is performed where the 
suspicious database is taken as input, and by using the key K (the same which is used 
during the embedding phase) the embedded watermark (if present) is extracted and 
compared with the original watermark information. A suspicious database can be any 
watermarked database or innocent database, or a mixture of them under various 
database attacks. 

In this paper, we propose a fragile watermarking scheme for detecting malicious 
alterations made to a database relation. Unlike other watermarking schemes which 
inevitably introduce distortions to the cover data, the proposed scheme is distortion 
free.  

The rest of this paper is organized as follows. Section 2 gives an overview of the 
related work. Section 3 explains in detail our proposed fragile watermarking scheme, 
including watermark embedding and watermark detection. Security analysis of the 
scheme is provided in section 4. Section 5 concludes this paper with summaries and 
suggestions for future work. 

2   Related Work 

In order to achieve the purpose of fragile watermark, authors in [4], [9] proposed 
watermarking schemes which are able to detect any modifications made to a database 
relation. These schemes are designed for categorical data that cannot tolerate 
distortion, hence, the watermark embedding is distortion free. In [4], partitioning of 
tuples is based on the hash value parameterized with primary key and secret key, 
whereas in [9], partitioning is based on categorical attribute values. In [4], a 
watermark of length equal to the number of tuple pairs in the group, is extracted from 
the group level hash value and for each tuple pair, the order of the two tuples are 
changed or unchanged according to their tuple hash values and the corresponding 
watermark bit. Moreover, Li [10] suggests to perform the exchange of tuples’ 
positions based on Myrvold and Ruskeys linear permutation unranking algorithm [8] 
to increase the embedding capacity 

The scheme proposed by [6] aims at maintaining the integrity of the information in 
the database and is based on public authentication mechanism. The public 
watermarking scheme by Li and Deng [10] is applicable for marking any type of data 
including integer numeric, real numeric, character, and Boolean, without fear of any 
error constraints. The interesting features of this scheme are that it does not use any 
secret key and can be verified publicly as many times as necessary. The unique 
watermark key, used in both creation and verification phase, is public and obtained by 
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one-way hashing. In the algorithm, a cryptographic pseudorandom sequence generator 
(e.g., Linear Feedback Shift Register) to randomize the order of the attributes and the 
MSBs of the attribute values are used for generating the watermark W. Any 
modification to these MSBs introduces intolerable errors to the underlying data and 
can easily be captured during verification phase. However, alteration of other bits in 
the data cannot be detected by this scheme. 

3   Algorithms 

3.1   Design Criteria 

This scheme is a fragile watermarking scheme for tamper detection. In this kind of 
scheme, an attacker will try her best to make modifications to a database relation 
while keeping the embedded watermarks untouched. The attack is successful if the 
database relation is modified while the embedded watermarks are still detectable. 
Thus, in our scheme, the embedded watermarks are designed to be fragile so as to 
detect any modifications made to a database relation. Given appropriate key and 
watermark information, a watermark detection process can be applied to any 
suspicious database so as to determine whether or not a legitimate watermark can be 
detected.  

Table 1. Notations and parameters 

  Notations    Parameters 
γ number of attributes in the relation
ω number of tuples in the relation 
hi tuple hash of the ith tuple in the table or in a group 
K watermark embedding key 
W watermark embedded in the database 
W’ watermark extracted from the database 
ri the ithtuple in the table  
Ai Attribute of the table 

3.2   Method 1 

Watermark  Embedding. Suppose there is a database relation which has a primary key 
P and γ attributes, denoted by T (P, A1, A2, ···, Aγ). Algorithms Watermark_Generate 
describe the watermark generation algorithm and Algorithm Watermark_Embedding 
describes the embedding algorithm. A watermark, the length of which is equal to the 
number of tuple pairs in the database, is extracted by calculating the bits generated by 
a LFSR with initial fill as key used for hash calculation. That is, some selected bits 
from the bits generated by LFSR are put together to form a watermark. Before 
embedding, a secure tuple hash is computed for each tuple based on the embedding 
key and all attributes of the tuple. Since the attributes can be of any type, we encode 
each  attribute to an integer. To embed the watermark, for each tuple pair, the order of  
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the two tuples are changed or unchanged according to the watermark bit to embed. As 
we can see, since only the order of tuples is changed, the watermark embedded is 
distortion free. The figure 1 shows an original and its watermarked database which 
has 8 tuples. For simplicity, we only show hypothetical hash value, not the real value, 
for each tuple. To embed a watermark we are considering one tuple pair at a time and 
interchange the tuple if the watermark to embed is 1 and no change if the watermark 
to embed is 0. In the example if we want to embed 1, then interchange tuple 1 and 
tuple 2.Then 0 is going to embed, so no interchange in tuple is needed and so on.  

 
Algorithm. Watermark_Generate (K, w) 
// K be the key used for hash calculation, w be the number of tuples in the database 
relation 
1: knew = LFSR (K) 
2: if length (knew) >= w/2 then W = concatenate first w/2 bits of knew 
3: else  
4:     m=w/2 – length (knew) 
5:    W=concatenate of knew and first m bits of knew to make length w/2 
6: end if 

 
Algorithm. Watermark_Embedding 
// K is the key used for hash calculation, w is the number of tuples in the database 
relation 
1: for i = 1 to w do 
2: h[i] = HASH (K, ri.A1, ri.A2 …ri.Aγ) 
3: end for 
4: sort tuples in database in ascendant order according to their hash 
5: W = Watermark_Generate (K, w) 
6: for i = 1,j = 1;i <= w; i=i+2,j=j+1 do 
7: if W[j] == 1 then switch the position of tuple i and i+1 
8: else no switching of tuple is needed 
9: end if 
10: end for 

 
Watermark Verification. Algorithms Watermark_Verification describe the 

watermark detection algorithm. To verify the integrity of a database relation, we need 
to know K and w. As in watermark embedding, the tuple hash is computed for each 
tuple. Like watermark embedding, the sorting is a virtual operation and does not 
involve order change of any tuples. Based on tuple values and the secret embedding 
key, a hash value is computed and a watermark W’ is extracted by comparing the 
hash values of a pair. If the hash value of first tuple in a pair is greater than second 
tuple then watermark extracted as 1, otherwise as 0.Wis the watermark that is 
supposed to be embedded. After W’ is extracted, it is checked against W. If the two 
matches, the tuples in the table is authentic; otherwise, it is not.  
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Algorithm. Watermark_Verification (K, w) 
// K is the key used for hash calculation, w is the number of tuples in the database 
relation 
1: wt = Watermark_Generate (K, w) 
2: for i = 1,j = 1;i <= w; i=i+2,j=j+1 do 
3:  h[i] = HASH (K, ri.A1, ri.A2 …ri.Aγ) 
4:  h[i+1] = HASH (K, ri+1.A1, ri+1.A2 …ri+1.Aγ) 
5:  if h[i] <= h[i+1] then  W’ [j] = 0 
6:  else W’ [j] = 1 
7:  end if 
8: end for 
9: if W[j] == W’ [j] then  return TRUE 
10: else   return FALSE 
11: end if 

Advantages and Disadvantages 

• It will easily detect the tuple addition and deletion easily by checking the 
length of the database formed or length of the extracted watermark. 

• Attribute modification can be detected but with the probability of half. 

3.3   Method 2 

Watermark embedding. We propose a new method which uses the patch work 
method technique in watermarking which overcomes the disadvantage of the above 
method. Here the sorted database is divided into two group based on LFSR states and 
by using the patch work method technique we find a value d which will we helpful for 
finding the attribute modification. Then the watermark is embedded into the sorted 
database. For embedding the watermark the tuples are interchanged in a circular form 
depending on the watermark to embed which is same as the above method. The group 
division and the selected patterns are shown in figure 1.  

 
Algorithm. Group_Division(w) 
//w is the number of tuples 
1: select a primitive polynomial to generate maximum length sequence of LFSR (w) 
2: get the states of the LFSR (w) 
3: b[i] = equivalent decimal representation of states 
4: g[j] = select only b[i] which is in between [1, w] 
5: return g 

 
Algorithm. Watermark_Generate (K, w) 
// K be the key used for hash calculation, w be the number of tuples in the database 
relation 
1: knew = LFSR (K) 
2: if length (knew) >= w+1 then W = concatenate first w+1 bits of knew 
3: else  m=w+1 – length (knew) 
4:    W =concatenate of knew and first m bits of knew to make length w+1 
5: end if 
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Algorithm.  Watermark_ Embedding 
// K is the key used for hash calculation, w is the number of tuples in the database 
relation 
1: g = Group Division (w) 
2: for i = 1 to w do 
3: h[i] = HASH (K, ri.A1, ri.A2 …ri.Aγ) 
4: end for  
5: sort tuples in database in ascendant order according to their hash 
//patch work method 
6: Take odd number tuple from g as group A 
7: Take even number tuple from g as group B 
8: Select any random number r 
9: for each element in group A, find h’ (A) = h (A) + r 
10: for each element in group B, find h’ (B) = h (B) - r 
11: find d = ∑ [ h’ (A) – h’ (B)] 
12: W = Watermark Generate (K, w) 
13: order database  
14: for i = 1;i<= w+1; i=i+1 do 
15: if W[i] == 1 then  switch the position of tuple i and i-1 mod w 
16: else   no switching of tuple is needed 
17: end if 
18: end for 

 
 

w = 10, Equivalent Binary = 1010 
4 bits, Max periodicity = 15 

Primitive polynomial = x4+x+1 
1010 10 0100 4 1110 14 
1101 13 0010 2 1111 15 
0110 6 0001 1 0111 7 
0011 3 1000 8 1011 11 
1001 9 1100 12 0101 5 

Selected Pattern={10,6,3,9,4,2,1,8,7,5} 
Group A = {10, 3, 4, 1, 7}   Group B = {6, 9, 2, 8, 5}   r = 5 
h’ (A )= h(A) + r     h’ (B) = h(B) -  r   d = ∑ ( ) ∑ ( )B)  = -2216  

Fig. 1. Group Division 

Watermark Verification. Algorithms Watermark_Verification describe the 
watermark detection algorithm. To verify the integrity of a database relation, we need 
to know K, w, r and d values. First as in the watermark embedding, the tuple hash is 
computed for each tuple and sorts the table based on the hash values. Then depending 
on the watermark the tuples will be interchanged back. By applying group division 
algorithm the new hash value will be found for each group and finally the d value will 
be find, and check whether it matches with the received one. If it matches then 
attribute modification is not there. Similarly the tuple addition or deletion is also 
detected. 
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Algorithm.  Watermark_Verification (K, w, r, d) 
// K is the key used for hash calculation, w is the number of tuples in the database 
relation 
// r, d used for patch work method technique 
1: for i = 1 to w do 
2: h[i] = HASH (K, ri.A1, ri.A2 …ri.Aγ) 
3: end for 
4: W = Watermark Generate (K, w) 
5: for i = W+1;i>= 1; i=i-1 do 
6: if W[i] == 0 then no interchange between i and i-1 tuple 
7: else  interchange between i and i-1 tuple 
8: end if 
9: end for 
10: g = Group Division (w) 
11: Sort the database based on the ascending order of hash values and r be the random 
number from embedding side 
//patch work method 
12: Take odd number tuple as group A and even number tuple as group B from g 
13: for each element in group A, find h’ (A) = h (A) + r 
14: for each element in group B, find h’ (B) = h (B) - r 
15: find d’ = ∑ [ h’ (A) – h’ (B)] 
16: if d’ == d then  no attribute modification 
17: else tamper detected 

Advantages and Disadvantages 

• It will easily detect the tuple addition and deletion easily by checking the 
length of the database formed or length of the extracted watermark 

• The Attribute  modification can be detected by the introduction of patch work 
technique 

4   Conclusion 

In this paper we proposed three different methods for distortion free watermarking 
techniques for relational databases. The finally proposed method is the one which 
detects almost all tuple modifications and attribute modifications. Most of the 
distortion-free watermarking techniques mostly are fragile and aim at maintaining 
integrity of the database information. Finally, we observe that the usability of the 
watermarked database and queries still remains an open issue for future research. 
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Abstract. DNA micro array technology has become the most extensively used 
functional genomics approach in the bioinformatics field after genome 
sequencing. Revealing the patterns concealed in gene expression data offers a 
fabulous opportunity for an enhanced understanding of functional genomics. 
However, the large number of genes and the difficulty of biological networks 
greatly increase the challenges of comprehending and interpreting the resulting 
mass of data, which often consists of millions of measurements. The first step to 
address this challenge is the use of clustering techniques. Many clustering 
methods have been devised and used in the analysis of micro array data but less 
effort has gone into algorithmic speed up of those methods.  In this research, 
quad tree based high-speed two dimensional hierarchical clustering is 
presented. In the hierarchical clustering process, the construction of the closest 
pair data structure in each level is the important time factor which determines 
the processing time of clustering. The proposed high-speed two dimensional 
clustering process uses the quad tree based data structure for finding the closest 
pair elements and thus reduces the processing time effectively and produces the 
better analysis of gene expression data. 

Keywords: Clustering, Hierarchical Clustering, Supervised clustering, Overlapping 
Clustering, Quad Tree. 

1   Introduction 

Microarrays based global gene expression profiling using is developing as a vital 
technology for comprehending basic biology of gene function, development, and for 
finding out new classes of diseases like cancer and for interpreting their molecular 
pharmacology [1]. Instead of providing full information about genes, microarrays 
indirectly represent genes through their expressions. [7].  

Microarrays have emerged as the standard for simultaneous evaluation of the 
expression levels of thousands of genes [2]. Clustering techniques play a significant 
role in discovering sets of objects with identical functions from huge quantities of 
data [3]. Grouping genes with identical biological functions or categorizing samples 
with identical gene expression profiles is the usual objective of performing clustering 
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on microarray gene expression data [4]. Several clustering algorithms have been used 
for the analysis of microarray gene expression data [5]. Most of the clustering 
algorithms available these days are distance-based; some examples are Hierarchical 
clustering, K-means clustering and Self Organizing Map [6] [9]. 

Hierarchical clustering method extensively used in microarray data analysis 
combines all data points into a single set by keeping on combining pairs of data points 
or sets of points adjacent to each other in the feature space [8]. Obtaining the best 
clustering that signifies a set of patterns in the background of a given distance metric 
is the objective of hierarchical clustering. This method is commonly based on a 
similarity or distance measure of the data, like correlation, Euclidean, squared 
Euclidean, or city-block (Manhattan) distance [13]. 

From the review given in section 2, it is obvious that data is partitioned by 
clustering algorithms used in the previous research in such a way that each gene 
belonged to only one cluster. Some examples for the clustering algorithms that create 
only one cluster for a gene are K-means algorithm, Hierarchical clustering algorithm, 
biclustering algorithm, fuzzy k-means algorithm and SOM used in gene expression 
data. But, these methods have disadvantages when working with microarray gene 
expression data that gives rise to biological complexity. The nature of proteins and 
their interactions is the major reason for this. The genes that generate proteins are 
expected to express with more than one group of genes because proteins generally 
perform diverse biological roles by interacting with diverse groups of proteins. This 
explains the inclusion of a gene in more than one cluster of microarray gene 
expression data. In this research a high-speed two dimensional hierarchical clustering 
is proposed to represent the existence of genes in one or more clusters consistent with 
the nature of the gene and its attributes, and prevent biological complexities. The 
proposed technique uses quad tree based data structure for finding the closest pair and 
reduces the processing time.  

The structure of the paper is organized as follows: A brief review of the researches 
related to the hierarchical clustering is given in Section 2. The proposed technique for 
high-speed two dimensional hierarchical clustering is given in Section 3. The 
experimental results of the proposed approach are presented in Section 4. Finally, the 
conclusions are given in Section 5. 

2   Review of Research 

A handful of researches have been presented for clustering micro array gene 
expression data. Seo Young et al. [10] have discussed a broad range of problems like 
categorization of disease subtypes and tumors in biological and medical research. 
They have discovered that normalization and extent of noise and clearness for 
datasets affect the clustering methods that are normally used in micro array data 
analysis. Carla Layana et al. [11] have discussed that simultaneous measurement of 
the expression levels of thousands of mRNAs has been enabled by micro array 
technique. Iris Eisenberg et al. [12] have discussed that hereditary inclusion body 
myopathy (HIBM) has been signified by adult beginning gradually developing distal  
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and proximal myopathy.D’Souza et al. [13] have discussed that comprehending  
the processes that influence the regulatory networks and pathways controlled inter-
cellular and intra-cellular activities has been the objective of Gene Expression 
Analysis. Liping Jing et al. [14] have presented a stable gene selection and efficient 
cancer prediction.  

3   A High-Speed Two Dimensional Hierarchical Clustering 

In this research, a high-speed, novel, semi supervised two dimensional quad tree 
based hierarchical clustering technique has been used for analyzing the gene 
expression data which includes self clustering of each gene type of clustering 
elements in vertical dimension and hierarchical clustering of gene type  in horizontal 
dimension . Repeatedly the set of clustering elements are selected randomly from the 
micro array gene expression database using the index matrix and are clustered using 
the two dimensional clustering technique. From the resultant clusters, the best ‘k’ 
clusters are found out using fitness evaluation. Subsequently, the closest index of all 
best ‘k’ clusters are calculated and used to fetch the next set of clustering elements 
from the database. This process is repeated ‘r’ times until the optimum cluster is 
found out. 

Let MND  be a database that contains ‘M’ gene representation of ‘N’ clustering 

elements and { } Nj1;ni1Dddd ijij ≤<≤<∈=  be the ‘n’ type gene representation 

of ‘N’ elements, selected randomly from the database MND  using the 

index { } kj1;li1j,iMIII ij ≤<≤<∀<= . Each value in the ‘I’, which represents the 

row index value of Database MND ,  must be unique and less than the maximum 

number of gene representations ‘M’ in the  database MND . 

3.1   Quad Tree Based Two Dimensional Clustering 

Many clustering methods have been devised and used in these applications but less 
effort has expended into algorithmic speed up of these methods. In the hierarchical 
clustering process, the construction of the closest pair data structure in each level is 
the important time factor which determines the processing time of clustering. In this 
research, a quad tree[19] based technique is used to speed up the two dimensional 
hierarchical clustering. The quad tree based hierarchical clustering is constructed 
consecutively by inserting the clustering elements one by one into the appropriate 
node based on the distance.  Initially, the entire inner gene values in the every gene 
type are clustered into four clusters based on quad tree and subsequently every gene 
types are clustered horizontally for analysis. 

3.1.1   Gene Clustering-Vertical Dimension 
The basic algorithm for quad tree based inner gene clustering techniques is as  
follows. 
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Algorithm. Quad Tree based Inner Gene Clustering 

Input:  N clustering elements  
 

Step 1: Create root node with empty. 
Step 2: Start the first level of hierarchical clustering by inserting ‘n=4‘clustering elements in 

the root node. 
Step 3: Select a clustering element next to be inserted and find the corresponding closest pair 

element ‘CPk’ in the level k of the tree by means of Euclidean distance.   
Step 4:  If the weight of the closest node is less than four, then insert the clustering element as 

sub node of closest pair element. Else the weight of the closest pair node ‘CPk’  in the 
level ‘k’ is greater than four, then find the closest pair node CPk in the subsequent 
levels and insert the clustering element as sub node of closest pair element.  

Step 5: Repeat steps (3) and (4) until all the elements are clustered. 
 

Output: The resultant clusters. 

 
In the vertical dimension quad tree based clustering; the inner gene values in the 

every gene type are grouped arbitrarily into four clusters.  

3.1.2   Gene Clustering-Horizontal Dimension 
Every gene values are clustered inner wise into four clusters according to their 
distance and then these clusters are get clustered in the horizontal dimension for 
analyzing the gene values. The distance is calculated as follows.  

∑ −= 2)qp()q,p(Ed  

Where p is the clustering elements in ‘d’ and q is the clustered element in the kth level 
of the quad tree. The distance between two elements P and Q is how much is the root 
of, sum of, square of, deviation among P and Q. The first level of horizontal wise 
hierarchical clustering starts with the selection of two elements having greatest 
distance and inserted into the root node. Using the Euclidian distance, the closest pair 
node of next gene representation element in the kth level is find out and inserted into 
the corresponding node if the weight of the node is less than four. Otherwise, it finds 
out the closest pair element in the subsequent levels and inserts the node.  Finally, 
every gene types are clustered based on quad tree. 

3.2   Fitness Evaluation 

Let C be the resultant cluster, the fitness of C is calculated as follows.  

∑+ )C(w1.0

1
 

Where 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧ ==

otherwise0

R]i[Cif1w
def

 is the weight of the each cluster element and defR is 

the defined cluster used for the semi supervised hierarchical clustering. If an element 

in the resultant cluster is in the defined cluster defR , then the weight of the element 
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will be 1 and 0 otherwise. The two dimensional clustering process and fitness 
evaluation are processed for every row of the index ‘I’ and  }li1|C{K i ≤<=  is the 

resultant cluster. From the resultant cluster set ‘K’, the best ‘k’ clusters having the 
highest fitness value are chosen and the closest index of all best ‘k’ clusters are 
calculated which are then used to fetch the next set of clustering elements from the 
database. The clustering is processed repeatedly until the optimum cluster is found 
and using the presence of gene is analyzed. 

4   Experimental Results 

The proposed technique is implemented in the MATLAB platform (version 7.11) with 
the system configuration Intel(R) Core(TM) i5 CPU,650@3.20GHz,3.19 GHz, 3.17 
GB of RAM and it is evaluated using the micro array gene expression data of human 
acute leukemia. The two dataset of standard leukemia for training and testing is 
obtained from [23] and performance of the proposed technique in clustering ground 
truth data cancer classes, namely, acute myeloid leukemia (AML) and acute 
lymphoblast leukemia (ALL) are demonstrated.  The two training leukemia dataset 
are partitioned again and turned to four set (dataset_1, dataset_2, dataset_3 and 
dataset_4) each having N values (20, 18, 18, 17) respectively. This high dimensional 
training dataset is subjected to clustering for analyzing the presence of micro array 
genes in more than one cluster.  

In this clustering technique, an adaptive approach is followed to dynamically 
define the number of clusters that must be generated from the micro array gene 
expression dataset. The proposed technique, which is a multi-stage clustering 
technique, performs clustering at different levels.  The gene values in the every gene 
type are clustered internally into four clusters and then the every gene types are again 
clustered horizontally for analysis. In the inner gene clustering the root node is 
created first and then the four clustering elements which are selected randomly are 
inserted into the root node. The next element to be inserted is selected and using the 
Euclidian distance the closest pair node of this element the first level is find out and 
inserted into the corresponding node if the weight of the node is less than four. If the 
weight of the node is greater than or equal to four means it finds out the closest pair 
element in the subsequent levels and insert the node.  This process is repeated until all 
the elements get clustered. Thus every gene representation values are clustered into 
four clusters. As like the inner gene clustering the every gene representation values 
are clustered horizontally for analyzing. 

4.1   Performance Evaluation 

The performance of the proposed two dimensional hierarchical data clustering 
technique is evaluated on clustering ground truth data of the cancer classes, namely, 
acute myeloid leukemia (AML) and acute lymphoblast leukemia (ALL) using 
Precision, Recall and F-measure [16]  [17] subsequently these values are compared 
with the Precision, Recall and F_measure values of Hierarchical clustering without 
quad tree. We have used the Precision, Recall and F-measure described in [16] [17] 
for evaluating the performance of the proposed incremental text clustering approach. 
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Precision and recall values of the clusters obtained by the proposed technique are 
given in the Table 1 and Fig 1(a) illustrate the corresponding graph. Precision and 
recall values of the clusters obtained by the Hierarchical Clustering without Quad 
Tree are given in Table 2 and Fig1(b) illustrates the same.  

Table 1. Precision, Recall and F Measure of the Clusters_ Hierarchical Clustering with Quad 
Tree 

Dataset Cluster Precision Recall F measure 
Dataset_1 C1 0.8667 0.9286 0.8966 

C2 0.8000 0.6667 0.7273 
Dataset_2 C3 0.9091 0.7692 0.8333 

C4 0.5714 0.8000 0.6667 
Dataset_3 C5 0.9091 0.9091 0.9091 

C6 0.8571 0.8571 0.8571 
Dataset_4 C7 0.8000 0.8000 0.8000 

C8 0.7143 0.7143 0.7143 

Table 2. Precision, Recall and F Measure of the Clusters_ Hierarchical Clustering without 
Quad Tree 

Dataset Cluster Precision Recall F measure 
Dataset_1 C1 0.5000 0.2143 0.3000 

C2 0.2143 0.5000 0.3000 
Dataset_2 C3 0.7000 0.5385 0.6087 

C4 0.2500 0.4000 0.3077 
Dataset_3 C5 0.8182 0.8182 0.8182 

C6 0.7143 0.7143 0.7143 
Dataset_4 C7 0.5000 0.3000 0.3750 

C8 0.3636 0.5714 0.4444 

 

 
                                             (a)                                                               (b) 

Fig. 1. (a) Precision Recall Evaluation of Quad tree based technique, (b) Precision Recall 
Evaluation of the Hierarchical Clustering without Quad Tree 
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Fig. 2. Time comparison Graph 

The performance of the proposed two dimensional hierarchical data clustering with 
Quad Tree approach is also evaluated by comparing its processing time. From the Fig 
2 it is obvious that the hierarchical clustering with Quad tree technique performs 
clustering faster than the hierarchical clustering without Quad tree. 

5   Conclusion 

An innovative high-speed two dimensional hierarchical clustering technique to handle 
the micro array genes that exists in more than one cluster is proposed in this paper. 
Genes are effectively expressed by the proposed technique which avoids biological 
complexities. By using the quad tree data structure for finding the closest pair, the 
proposed system performs faster than the existing system. The clustering performance 
of the proposed technique was visualized by implementing it in MATLAB. 
Experimental results on real life datasets have proved that the Hierarchical clustering 
with Quad tree technique is more effective and faster than the Hierarchical clustering 
without Quad tree. 
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Abstract. One of the challenging issues in Cloud computing Environment is 
meeting the Service Level Agreement (SLA). The SLA is an agreement signed 
between the service provider and the service consumer for accessing the service 
provided by the service provider over the internet. We can investigate the 
negotiation strategy between the service provider and the service consumer 
through the third party called a Broker. In many approaches SLA is designed 
and trusted through the measurement of various non-functional requirements 
such as response time of job, CPU usage, memory usage and the storage used 
by the consumer. Main focus of the business process is satisfying the customer 
need by quick response. In our proposed approach for satisfying the service 
consumer (customer), parameter such as response time of deadline based job is 
considered. The response time of the job is affected due to improper scheduling 
of the job. Therefore a novel hierarchical scheduling with job prioritization is 
used to give more priority for deadline based jobs. This approach will satisfy 
the service consumer and meet the SLA by increasing the performance of the 
scheduling algorithm.  

Keywords: Service Level Agreement, service provider, service consumer, 
negotiation, response time, hierarchical scheduling, job prioritization. 

1   Introduction 

Cloud computing is a general term for “anything” that can be accessed as the service 
over the internet. The services can be Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS), Software as a Service (SaaS) and Storage as a service [10]. Cloud 
computing is a new technology which initiate the new way or new trend of computing 
where the readily available resources are accessed as a service over the internet. The 
main feature of this cloud computing is “pay-for-use” technique where the service 
consumer can pay the amount in the online for the number of resource instantly used 
and the duration of time the resources are accessed. The key properties of the cloud 
computing is user centric, task centric, powerful, accessible, intelligent and 
programmable. The concept of cloud computing is the next step to group collaboration. 
In-order to do this type of project, we need to deploy or house the project to the cloud 
so that the project can be accessed from anywhere from the internet enabled locations.   

2
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The main advantages of the cloud computing are listed as lower cost computer for 
use, improved performance, lower IT infrastructure cost, lower software cost, instant 
software updates, fewer maintenance issue, increased computing power, unlimited 
storage capacity, increased data safety and improved compatibility between operating 
system. There are certain limitations in cloud environment such as it requires constant 
internet connection, availability of service, scalable storage, software licensing and etc, 
which leads to various research activities [6], [7]. In our proposed approach the 
scenario considered is software licensing which means pay-for-use license. It is an 
agreement signed between the service provider and the service consumer as a software 
document with the negotiation between them.  

The main purpose of the SLA licensed software document in business model is to 
ensure the guarantee of both the service consumer and service provider on 
accessibility of resource and completion of job respectively. Here the service provider 
has to complete the job (task or request) assigned by the service consumer within the 
stipulated time as mentioned in the SLA [1], [3]. Similarly the service consumer has 
to utilize the resource facility with proper CPU speed, Cache memory, number of 
nodes or Virtual Machine (VM) and the storage as mentioned in the SLA document. 
Sometimes the service provider may fail to meet the SLA as mentioned in the 
document because of the unavailability of the resource and overload of the resource 
due to improper scheduling of jobs. So a novel hierarchical scheduling with multilevel 
feedback queue is proposed to meet the SLA. The main purpose of the multilevel 
feedback queue is to preempt the dead line based job for the execution through which 
we can meet the SLA and can satisfy the consumer. By means of customer 
satisfaction we can obviously increase the number of cloud user and increase the 
productivity of the business. 

2   Related Work 

The important issues in Cloud are performance degradation in the cloud business due 
to customer dissatisfaction (when the SLA is not meet by the service provider). There 
are several approaches to meet the SLA between the service provider and the service 
consumer [5]. In the paper [2], deadline-aware heuristic approach is used which will 
serve the deadline based job first. It is very difficult to prioritize the deadline based 
job using a single queue implementation. So in our approach multilevel feedback 
queue is used for giving more priority for deadline based jobs. The First Come First 
Served, Shortest Job First and Heuristic Cost Based Scheduling algorithms were 
implemented and their performances are evaluated [8]. Here the quality of service is 
measured using the response time of individual jobs. Even if a single job fails to 
respond within the stipulated time it leads to violation of SLA. Sometime this 
approach may lead to violation of SLA because it estimate the heuristic cost by using 
the waiting time and it give more priority to the job which is having less heuristic 
cost. Main reason here is some jobs might have less heuristic cost and it is not the 
deadline based job, but this job is given more priority according to this approach. But 
some deadline based jobs might have more heuristic cost which will suffer by 
starvation due to less priority over the heuristic cost estimation. 
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3   Need for Job Prioritization in Hierarchical Scheduling 

In the cloud environment to improve the performance, scheduling is done in 
hierarchical manner by using scheduler in both Cloud Controller (CLC) and Cluster 
Controller (CC) level. The jobs dispatched by the CLC will be queued in the cluster 
node. Here the job will be executed one after another in the First Come First Serve 
(FCFS) basis in the Round Robin (RR) fashion and this may lead deadline based jobs 
waiting for long time in the queue based on its position in the queue [4]. This situation 
will obviously leads to SLA violation and thus it dissatisfies the consumer (not 
meeting the SLA). In the proposed approach hierarchical scheduling is implemented 
by using job prioritization in both CLC and CC level to avoid SLA violation.  

4   Hierarchical Scheduling in the Cloud Environment 

An overview of the Cloud Environment Model is shown in Fig1. It consists of service 
provider, service consumer, cloud resources, SLA document as a negotiation process 
and a third party for service guarantee. The service provider might be of different 
people like Amazon EC2, Microsoft Azure, Google App Engine, Google Apps, 
Salesforce.com and Microsoft Online Services. Some of the services provides by 
these service providers are IaaS, PaaS, SaaS and Storage as a Service. The service 
consumers are the end user who can instantly get the huge computational resource by 
subscribing to the service provider by connecting to the internet. Consumer can 
instantly get the resource as a service and start running his application. If the 
application requires more computational power, the resources can be increased on 
demand by creating the Virtual Machine and also decreases the resource to certain 
number by destroying the Virtual Machine. Since the cloud resources are elastic in 
nature either the resource can be increased or decreased based on the needs of the user 
application running in the cloud environment. SLA document is a contract which 
specifies a set of application-driven requirement such as contract duration, estimated 
number of jobs, estimated memory requirement number of resource (VMs).  

Service Consumer

Service Consumer

Service Consumer

Negotiation Process
(SLA Document)

Cloud Resources

Third Party

Service Provider

 

Fig. 1. Overview of Cloud Environment 
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In this paper Hierarchical Scheduling is proposed in the Cloud Environment as 
shown in Fig.2 with meta-level scheduling in Cloud Controller (CLC) and local-level 
scheduling in the Cluster Controller (CC). Service Level Agreement is an agreement 
signed between the service provider and the service consumer through the negotiation 
process. If any one of the job is failed to complete within the stipulated time it leads 
to violation of SLA. We always cannot guarantee the services provided by the service 
provider and for negotiation with provider we have to depend on the third party. The 
cloud resources are the group of servers, desktops and PCs which are geographically 
distributed across the world and connected by the communication media such as 
wired or wireless. The structure of the cloud resources and its various components 
such as Cloud Controller, Cluster Controller and Node Controller are organized in the 
hierarchical structure as shown in Fig. 2.  

 

Fig. 2. Structure of Cloud Resources 

The main work of the Cloud Controller is to manage and control all the underlying 
Cluster Controller in the cloud. In addition to that it will schedule all the jobs obtained 
from the service consumer using the Scheduler component and maintains the result of 
each job and also update the job status in the Job Profiler component. This Job 
Profiler will maintain the result and status of all the active jobs which is in execution. 
It also contains useful information about the non active jobs which are waiting in the 
queue. The operation of the Cloud Controller will work as shown in Fig. 3. The users 
request or job will fall into the Cloud Controller Job Queue and for every time 
interval or instance the Job Puller will pull the job from the Job Queue and sent to the 
Task Scheduler. Based on the type of job the Task Scheduler will prioritize the job for 
scheduling process. If the job is deadline or interactive based then it is pushed to high 
priority queue Q1. In case the job is shortest job it will be pushed to next priority 
queue Q2, otherwise it will be directly pushed to low priority queue Q3. Since the 
queue Q1, Q2 and Q3 is connected with the feedback, suppose if one job is moved 
from the Q1 to meta-scheduler then automatically job from Q2 will be moved to 
backend of Q1 and similarly the job from Q3 is moved to Q2. 



 Achieving Service Level Agreement in Cloud Environment 551 

 

Fig. 3. Operation of Cloud Controller 

The Meta-Scheduler will obtain the jobs from Q1 and schedule the job to Cluster 
Controller by using Load Aware Scheduling Algorithm as shown in Algorithm 1. It 
will get the resource information from the Resource Profiler and update job 
information in the Job Profiler during the scheduling process. Suppose if the meta-
scheduler find the empty queue in Task scheduler, then it will invoke the Job Puller to 
pull next set of job from the Job Queue. Finally the job dispatched from the Cloud 
Controller will fall into the Cluster Controller Job Queue. The Load Aware 
Scheduling Algorithm in the meta-scheduler will estimate the Load Cost of resource 
LC(R) by using the equation (1) and (2) as follows,  

LC(Ri) = QL(Ri) / [ ∑ NC( Ri) ] (1)

Where QL(Ri) denotes Queue Load in the resource Ri and it is estimated by using the 
number of Virtual Machines required by each job as follows,  

QL ( Ri) = ∑ [ NVM(J1), NVM(J2), . . . , NVM(Jn) ] (2)

Where NVM(J1) represents the number of VM required by Job1 and ‘n’ denotes the 
number of jobs waiting in the resource Ri. 

Algorithm 1. Load Aware Scheduling Algorithm  

Begin  
Get job from Q1 
for ( each job) 

Identify the job requirement 
Query the resource profiler for updated resource information 
Estimate the Load Cost for all the resource or cluster controller  
Identify the resource having less Load Cost 
Select the matched resource  
Dispatch the job to matched resource 

End 
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The operation of the Cluster Controller will work as shown in Fig. 4. The job is 
pulled from the Job Queue and based on the type of job the Task Scheduler will 
prioritize the job to Local-Scheduler. Then the Local-Scheduler will follow the FCFS 
scheduling and finally dispatch the job to corresponding matched Virtual Machine 
(VM) present in the Node Controller. 

 

Fig. 4. Operation of Cluster Controller 

Since the job is prioritized in hierarchical scheduling, the deadline based jobs will 
be completed within the stipulated time which leads to meet the SLA made between 
the provider and the consumer. Job execution and job management in the individual 
node will be taken care by the Node Controller component. Finally the corresponding 
output of the job will be dispatched to the end user through the cloud controller 
component. Based on the response time of the job the third party broker will 
announce the service guarantee to the job by verifying resource, memory and the 
estimation cost of the resource used by the user as specified in the SLA document 
during the negotiation process. If all the jobs are completed within the stipulated time 
as specified in the SLA document then the result is intimated and the service is 
guaranteed by the service provider. In case if the job is not completed within the time 
then the result is specified as SLA violation of service provider. Suppose if the service 
or resource used by the consumer is more than the specification in the SLA document 
then it leads to the service consumer or user SLA violation. 

5   Experimental Results and Performance Evaluation 

In the result phase we have simulated the result using cloudsim toolkit by exploiting 
five resources and fifty jobs for exactly showing the scheduling algorithm with its 
response time. Job information present in the job profiler is listed as shown in the 
Table1. From the table it is clear that only five jobs are deadline based jobs and 
remaining forty five jobs are non deadline based jobs. All the fifty jobs are submitted 
to the five available resources only. If you use the FCFS and SJF algorithm all the job 
requirement cannot be meet, since the deadline based jobs are not given any priority 
and hence it result in the violation of SLA signed between the service provider and 
the service consumer [4]. If the same number of job is executed using Load Aware 
Scheduling Algorithm and Job prioritization in the hierarchical scheduling will result 



 Achieving Service Level Agreement in Cloud Environment 553 

in the situation where deadline based jobs will be given more priority over the other 
jobs and it complete the jobs within the stipulated time as specified in the user job 
requirement. So by using this scheduling algorithm SLA can be achieved easily and 
satisfy the customer in the cloud business.  

Table 1. Job Information 

Job ID Job Size Completion Time  
(Deadline of Job) 

Execution 
Time 

1 to 10 30 MB NIL 30 min 
11 to 25 20 MB NIL 30 min 
26 30 MB 120 min 30 min 
27 20 MB 120 min 40 min 
28 30 MB 120 min 50 min 
29 20 MB 120 min 40 min 
30 30 MB 120 min 40 min 
31 to 50 10 MB NIL 30 min 

 
The results of FCFS, SJF and Load Aware Scheduling (LAS) Algorithm of 

Hierarchical Scheduling is compared with respect to Completion time of the jobs and 
the performance measure is also represented as graph as shown in Fig5.  In order to 
show the exact result and its problem definition the results of the deadline based jobs 
are considered for performance evaluation. From the figure it is clear that only job 
with ID 26, 27, 28, 29 and 30 are the deadline based jobs. 
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Fig. 5. Performance Evaluation of FCFS, SJF and Multilevel Feedback queue Scheduling Algorithm 

The performance of the LAS Algorithm which is proposed in Hierarchical 
Scheduling works much better than the existing FCFS and SJF Algorithm by 
completing all the jobs within the stipulated time [9]. Hence from the above 
performance evaluation it is clear that the proposed Hierarchical Scheduling will 
increases the performance in the cloud environment and increases the customer 
satisfaction by quickly responding to the user jobs. By completing all the jobs within 
the stipulated time SLA is achieved in the cloud. 
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6   Conclusion and Future Work 

In this paper hierarchical scheduling is presented which helps in achieving Service 
Level Agreement with quick response from the service provider. In our proposed 
approach Quality of Service metric such as response time is achieved by executing the 
high priority jobs (deadline based jobs) first by estimating job completion time. Here 
the priority jobs are spawned from the remaining job with the help of Task Scheduler 
which increase the performance of the cloud business by quickly responding to the 
customer. Hence this novel approach provides quick response time comparing to the 
existing approaches my meeting the SLA in the cloud Environment. In future, 
multifunctional request handler will be integrated in the cloud controller for handling 
user jobs in different ways. Here the user can submit the job either through the User 
Interface provided by the provider or by using the Job Submission Description 
Language. Thus the multifunctional request handler will helps in handling different 
way of job submission through SOAP request.  
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Abstract. One of the major issues in Grid Environment is scheduling the 
deadline based jobs in the meta-scheduler level. In many approaches Bulk 
Scheduling is done in meta-scheduler by evenly distributing all the jobs present 
in the request handler queue to the available resources. All the submitted jobs 
will fall into the resource queue and get executed in the First Come First Served 
(FCFS) or Shortest Job First (SJF) fashion and it will works better for non-
deadline based jobs where prioritization of job is not required. This type of 
scheduling algorithm will leads to starvation and increases the waiting time of 
deadline based jobs, and finally results in user dissatisfaction. Moreover, these 
types of scheduling algorithm in the meta-scheduler will not provide the 
feasible solution to the deadline based job. So a Runtime Estimation Aware 
Scheduling is proposed in the meta-scheduler, which provides high priority for 
deadline based jobs to dispatch first, during the scheduling process. Most 
algorithm will works good if the job have the runtime input and may not good 
enough if the job doesn’t have the runtime input. Our scheduling algorithm will 
works well with irrespective of jobs nature (either job with runtime or without 
runtime), obviously reduces the waiting time of deadline based (high priority) 
jobs and lights up the grid providers to achieve Service Level Agreement 
(SLA).  

Keywords: Meta-Scheduler, Deadline based jobs, Bulk Scheduling, Runtime 
Estimation Aware Scheduling, Waiting time and SLA. 

1   Introduction 

Grid computing is the dynamic and coordinated resource sharing to solve the problem 
by dynamically linking the various resources of the Virtual Organizations. Here the 
Virtual Organization represents the group or an individual who engaged in designing 
rules for the sharing of resource.  According to Ian Foster and Kesselman, Grid 
Computing is hardware and software infrastructure which offers a cheap, 
distributable, coordinated and reliable access to powerful computational capabilities 
[4]. Since multiple grid or any applications may require numerous resources which is 
often not available for them so that in order to allocate resource to input jobs, having a 
scheduling system in the meta-scheduler is essential. Because of vastness and 

2
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separation of resource in the computational grid, meta-scheduling is seems to be most 
important issues. In the grid environment Bulk Scheduling is mostly often preferred in 
the Meta-Scheduler level for scheduling the tasks or jobs. Since more number of jobs 
is arrived to meta-scheduler it cannot be scheduled one after another. So as soon as 
the job is arrived to the meta-scheduler it should be distributed to the underlying 
resources as early as possible [10], [2], [13]. This resource will adopt various 
scheduling algorithms for the execution of the jobs. As per the grid environment is 
concern each and every individual personal computer and cluster computer is 
considered as a resource. Cluster computer consist of one head node and any number 
of computing nodes. Usually job is submitted to the head node of the cluster and from 
the head node job is distributed over the computing nodes for running the jobs. Here 
the main role of the head node is to distribute and maintain the job running in the 
computing nodes. In the cluster nodes, if any problem occurs in computing nodes 
head node will take the decision to migrate the job to other computing node by using 
the fault tolerance technique [9], [11], [3]. 

In the Grid Environment for scheduling the jobs in the meta-scheduler, there might 
be lots of resource available for the execution of job and hence have an issue of 
choose the best resource for deadline based jobs. To sort out this issue it is mandatory 
to know about the nature of grid environment whether the meta-scheduler maintains 
the jobs history or not. Because, some scheduling strategy like FCFS, JR-backfilling 
and SLOW-coordinated will works well in the environment were the runtime of the 
job is known prior to scheduling, either the runtime of job is indicated in job input or 
the job runtime is estimated from the job history [5]. Similarly the Application 
Demand Aware algorithm and DIANA Scheduling algorithm works well only in the 
heuristic environment in which jobs runtime is known for exploiting in estimation of 
jobs completion time [6], [1]. So novel scheduling algorithms is proposed in the meta-
scheduler to adapt in different nature of grid environment. Here the Runtime 
Estimation Aware Scheduling algorithm is proposed to improve the efficiency of the 
scheduling strategy in the grid environment where the history of jobs is maintained. 
Hence the overall performance of the meta-scheduler is improved by the proposed 
algorithms by reducing the waiting time of the jobs and moreover helps in achieving 
the Service Level Agreement (SLA) made in the Grid Environment. 

2   Related Work 

The important issue in grid environment is scheduling deadline based jobs which in 
turn leads to performance degradation and users dissatisfaction due to improper 
scheduling of the jobs [1]. In the previous paper, Dynamic Load Balancer algorithm 
proposal is done for estimating the resource load by using little’s formula which will 
evenly distribute the jobs from the meta-scheduler to the underlying resource. It 
works well for handling non-deadline based jobs [12]. One more important issue in 
the scheduling is guaranteed to complete the execution of the jobs within the deadline 
given by the user for achieving the SLA made between the user and the provider. 
There are so many scheduling algorithms exist in the meta-scheduler level as shown 
in paper [13], [8], [6] which provides feasible solution for the non-deadline based jobs  
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and it is not guaranteed for the completion of jobs within the stipulated time. In paper 
[7] List Scheduling (LS) algorithm is proposed which gives better in the situation 
where the meta-scheduler have limited jobs and that too with non deadline based jobs. 
Main reason for this problem is there may be the possibility to have too many number 
of jobs waiting in the meta-scheduler where cannot be able to prioritize the deadline 
based jobs and finally leads to increase in waiting time of job. In paper [3] Proposed 
Scheduling Algorithm (PSA) is used which will works efficiently in the case were the 
runtime of the job is known in advance to the user. This algorithm will not work well 
in the situation where the runtime of the job is not specified in the user’s job 
specification.  So in-order to handle this situation runtime estimator is used in meta-
scheduler level to estimate the runtime of the job which is not having the execution 
time or runtime in the job specification.  

3   Need of Runtime Estimation Aware Scheduling 

The Runtime Estimation Aware Scheduling will helps in making intelligent decision 
regarding the selection of best resource to meet the user requirement, by estimating 
completion time of the job using waiting time of job in queue and runtime or 
execution time of jobs in each resource. This scheduling algorithm in turn exploits the 
Runtime Estimator component for estimating the runtime of jobs whose runtime is not 
mentioned in the job specification. These estimations are used by the scheduling 
algorithm for predicting the completion time of deadline based jobs to choosing the 
best resource for job submission. By exploiting this Runtime Estimation Aware 
Scheduling in the meta-scheduler can make the decision making process as good as 
possible. This runtime estimator is not an actual component of the meta-scheduler, but 
it is added in our proposed model to improve the efficiency of the meta-scheduler. 
This scheduling approach works well for the environment were the job has  
runtime specification and as well as the meta-scheduler were the job history is 
maintained. 

4   Meta-Scheduler in the Grid Environment 

In this paper, Runtime Estimation Aware Scheduling and Multilevel Feedback Queue 
Scheduling algorithm is proposed in the Meta-scheduler Model as shown in Fig. 1. 
The structure of the cluster consists of one Head Node and ‘N’ number of computing 
Nodes as is shown in the Fig. 2. The users will submit their jobs described using Job 
Submission Description Language (JSDL) specification to the underlying meta-
scheduler which in turn falls into the queue of Request Handler component. This 
queue is called as the request handler queue or ready queue. The structure of meta-
scheduler model consist of various component such as Request Handler (RH), Run-
time Estimator (RE), Database, Dispatch Manager (DM), Transfer Manager (TM), 
Execution Manager (EM) and Information manager (IM) as shown in Fig. 3. Here the 
RH provides the user interface and it maintains the ready queue for obtaining the jobs 
submitted by different user. 
 



558 R. Rajkumar and T. Mala  

 

Fig. 1. Meta-Scheduling Model 

 

Fig. 2. Structure of the Cluster 

 

Fig. 3. Structure of Meta-Scheduler 
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The DM component maintains the time interval for pulling the jobs from the ready 
queue. For each time interval DM will periodically pulls the job from RH and give it 
to Scheduler component for appropriate scheduling. Now this scheduler component 
will exploit the proposed scheduling algorithm to map with the best possible 
resources available as shown in Algorithm 1. First the algorithm checks for the 
runtime of the job in the job specification. If it finds the runtime attribute in the job 
specification, then it will probably finds the appropriate matched resource for job 
submission and as a result it will migrates the job to the concern resource for 
execution. In-case if the scheduling algorithm doesn’t find any runtime attribute in the 
job specification, then it will automatically calls the RE component to find the 
estimated runtime of the job from the Job History. This situation arises since many 
users submit their jobs with the incomplete job requirement (without specifying the 
runtime). These types of jobs with incomplete job requirement or with inaccurate 
runtime will leads to poor scheduling. Most of the cases user may not be aware of the 
jobs nature, so runtime may not be specified in the job requirement. To handle such a 
jobs, runtime or execution time is estimated by using the RE component which in turn 
query the database with some attributes of the jobs to get the runtime information of 
job from the Job History. The accurate runtime estimation helps to achieve better 
resource utilization, reduce waiting time, proper resource allocation and satisfying 
user level Quality of Service. 

Finally the scheduler component will finds the matched resource-id and then 
invoke the DM for dispatching the job to matched resource. The IM will query the 
Monitoring and Discovery Service (MDS) and sends the resource or host information 
to the Scheduler. Based on the monitoring interval it keeps track of the host status and 
updates the host information such as if any new resources are added or removed in the 
Grid Environment that information are updated periodically. The TM is invoked by 
the DM with the job-id and the matching resource-id as input. Once it is invoked, the 
TM creates a remote directory for the given path name as one specified in user 
specification or jobs input. TM gives the permission rights for the execution of given 
job in the remote directory. Once this process is over, it informs the DM through 
messages. The EM is invoked by the DM when the TM completed the creation of 
directory in the remote host. The DM will dispatch the job for execution and the EM 
will keeps on monitoring and updating the job status to the scheduler. Finally EM 
reports the scheduler about the completion of job in case of successful execution and 
reports the failure in case of job incompletion. 

5   Runtime Estimation Aware Scheduling Algorithm 

Exploiting of this algorithm in the meta-scheduler will helps to predict the completion 
time of deadline based jobs in the available resource. The Completion Time of Job ‘Ji’ 
in the available ‘k’ number of resource is computed as shown in equation (1) and (2),  

CTJi ( Rk) = WTJi ( Rk) + ETJi ( Rk) (1) 

Where WTJi ( Rk) denotes the Waiting Time of Job ‘Ji’ in the resource Rk and ETJi  

(Rk) represents the Execution Time of the Job ‘Ji’ in the resource Rk. Here the Waiting 
Time of the job in particular resource is computed as follows,  
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WTJi ( Rk)  = ∑ [ ETWJ1 ( RQk), ETWJ2 ( RQk) , . . . , ETWJm ( RQk) ] (2)

Where ETWJ1(RQk) denotes the Execution Time of Waiting Job ‘WJ1’ in the Resource 
Queue RQk and the ‘m’ indicates the number of jobs waiting in Resource Queue of 
the resource Rk. 

Algorithm 1. Runtime Estimation Aware Scheduling (REAS) Algorithm  

                        Begin  
                        Get information about list of jobs waiting in resource queue                         
                        for ( all job )                   
                                  if ( job requirement has the execution time )                                                                      
    Compute Completion time of job in all resource  

Identify the resource having minimum Completion time 
Submit the job to selected resource 

                                  else  
Identify the similar types of job from the job history                                                                        
Get the execution time of similar jobs present in the Database 
Add the execution time to the job requirement 
Compute Completion time of job in all resource  
Identify the resource having minimum Completion time 
Submit the job to selected resource 

                           End 

6   Experimental Results and Performance Evaluation 

In the result phase we have evaluated the result by exploiting five resources with 
hundreds of dissimilar jobs (deadline and non deadline based). The result of the 
Proposed Scheduling Algorithm (PSA) in paper [3] is compared with the proposed 
REAS algorithm and its performance measure is also represented as a graph as shown 
in Fig. 4. In-order to show exact performance of the proposed algorithm, the graph is 
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generated for deadline based jobs. In the job submission experimental model there is 
only five deadline based job such as J4, J9, J10, J15 and J19. From the graph it is 
clear that the performance of the proposed REAS algorithm works much better than 
the Proposed Scheduling Algorithm (PSA) in paper [3] with respect to completion 
time of deadline based jobs. 

7   Conclusion and Future Work 

In this paper a complete role of meta-scheduler using Runtime Estimation Aware 
Scheduling algorithm is evaluated with the simulation and traces from real time grid 
environment as well as using GridSim toolkit. The result obtained with performance 
evaluation can effectively schedule the job to the underlying resource by giving more 
priority to deadline based job (interactive job). Hence from the result it indicates that 
completion time of the priority jobs can be considerably optimized by using Runtime 
Estimation Aware Scheduling algorithm in the Meta-scheduler. In the future we will 
work towards the exploitation of Service Level Agreement in the meta-scheduler to 
provide the Quality of Service in the real Grid Environment.  
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Abstract. This paper deals with multi-objective optimization problems in as-
cending and descending gait planning of biped robot, which has been solved us-
ing particle swarm optimization algorithm and genetic algorithm separately. In 
order to model this problem, two modules of adaptive neuro-fuzzy inference 
systems have been adopted. Two contrasting objectives, such as power con-
sumption and dynamic balance margin have been considered, and Pareto optim-
al front of solutions has been obtained.  
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1    Introduction 

Current research in robotics aims to build intelligent, energy efficient and dynamical-
ly balanced biped robots capable of moving through various terrains, as the situation 
demands. Intelligence is incorporated in a robot artificially, in the form of adaptive 
motion (path and/or gait) planner. The robot can be made energy efficient through the 
optimization of its mechanical structure. Moreover, Dynamic Balance Margin (DBM) 
of a biped robot can be measured using the concept of Zero Moment Point (ZMP) [1]. 
Studies are being conducted to develop energy efficient biped robots and their gaits 
using multi-objective optimization evolutionary algorithms. Lee and Lee [2] generat-
ed walking patterns for the best performance of a biped robot using multi-objective 
evolutionary algorithm. Three contrasting objectives were considered, namely mobili-
ty, energy efficiency and stability of a robot to obtain optimal set of solutions for 
generating walking gaits on flat surface. Niehaus and R¨ofer [3] used the PSO algo-
rithm for walking gait optimization of a humanoid robot. The biped gait was modeled 
utilizing a number of parameterizable trajectories to achieve omni-directional walk-
ing. The optimized set of walking parameters was successfully implemented on a 
modified Kondo KHR-1 robot on flat surface. Kim et al. [4] used nonparametric esti-
mation-based PSO for finding the parameters of Central Pattern Generator  
(CPG). The PSO algorithm was able to efficiently determine CPG parameters for a 
biped gait.  

2
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Most of the studies on biped robots published in the literature are related to their 
locomotion on flat terrains. However, biped robots work on rough terrains also, such 
as staircases, and others. In the present work, gait planning problem of a 7-dof biped 
robot ascending and descending the staircase has been modeled as a multi-objective 
optimization one. Two modules of adaptive neuro-fuzzy inference system (ANFIS) 
have been utilized to model gait planning problem of the biped robot. Two conflicting 
objectives, such as minimization of power consumption and maximization of dynamic 
balance margin have been considered in the present study, and a GA and a PSO  
algorithm have been utilized to yield Pareto-optimal front of solutions separately. A 
comparison on the performances of these two optimization algorithms has also been 
presented. 

2   Mathematical Formulation of the Problem 

This study deals with an analysis of a 7-dof (that is, three at hip, two at knee and two 
at ankles) biped robot ascending and descending some staircases. 

2.1   Staircase Ascending 

The schematic view of a biped robot ascending staircase is shown in Fig. 1.The mass 
of each link is assumed to be concentrated at a point on it. For simplicity, the move-
ment of the robot is considered in one direction. During motion, the swing foot of the 
robot is assumed to follow a cubic polynomial trajectory, as follows: 

0 1 2 3
2, 3z c c x c x c x= + + + ,where z represents the height of the swing foot from the 

surface of lower staircase, at a distance 1x from the starting point; and 0c , 1c , 2c  and 

3c  are the coefficients, whose appropriate values are to be determined using  the 

boundary conditions. The hip trajectory is assumed to follow a straight line having a 
slope equal to that of the staircase. The robot is checked for its dynamic balance using 
the concept of zero moment point (ZMP). It is said to be dynamically balanced, when 
the ZMP lies inside the foot support polygon.  The position of ZMP with respect to 
the ankle joint measured in the direction of motion is as follows: 
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where iI  denotes the moment of inertia of thi  link (kg-m2), 
.

iω  is the angular  
acceleration of link i in (rad/s2), im  denotes the mass of thi link (kg), ( ix , iz ) is the 
coordinate of thi  lumped mass, g is the acceleration due to gravity (m/s2), 

..

iz  is the 
acceleration of link thi  in z-direction (m/s2), 

..

ix  is the acceleration of link thi  in  
x-direction (m/s2). 
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Fig. 1. A schematic view of a biped robot ascending the staircase 

Dynamic balance margin (DBM) is calculated as the distance of ZMP from the 
boundary of support polygon as follows: 

7

2 zmp

L
DBM x

⎛ ⎞= −⎜ ⎟
⎝ ⎠

,                                   (2) 

where 7L  is the length of the supporting foot and ZMPx  represents the distance of 

ZMP from the ankle joint in the direction of motion. The D-H parameters is used  
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to generalized parameters( iq ) and joint angles ( iθ ) are as follows: 1 1q θ= ; 

2 2(90 )q θ= − ; 3 2 3( )q θ θ= − ; 4 3 4( )q θ θ= − ; 5 4 5( )q θ θ= − , 6 5 6( )q θ θ= − ; 

7 7 6( (90 ))q θ θ= − − .The generalized angles are assumed to follow fifth-order poly-

nomials in order to ensure their smooth variations, as follows: 
2 3 4 5

0 1 2 3 4 5( )i i i i i i iq t a a t a t a t a t a t= + + + + + , where i=1,2…n joints and 0ia , 1ia , 2ia , 

3ia , 4ia 5ia  are the coefficients, whose values are to be determined using some known 

conditions. The angular velocity and acceleration can be determined by differentiating 

( )i tq with respect to time once and twice, respectively. Torque (τ ) required at each 

joint of the robot for its locomotion has been determined using Lagrange formulation 
[5].The amount of power consumed by thi  joint can be calculated as the product of 
motor torque and angular velocity. If the amount of heat loss of the motor is consi-
dered [6], the average power consumption over a cycle of time periodT , is calculated 
as follows: 

.
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where K is a constant, whose value has been assumed to be equal to 0.025.  
The constrained multi-objective optimization problem has been formulated as  

follows: 
Minimize average power consumption  

                                   
( )2

1 0

1
,

Tn

i i i i
i

P q K dt
T

τ τ
=

= +∑∫
 

and Minimize 1/DBM  

                                     71 1
2 zmp

L
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Subject  to  

                     ij specifiedτ τΔ = Δ ;and min max
1 1 1r r r< < , min max

2 2 2r r r< < , min max
3 3 3r r r< < , 

min max
4 4 4r r r< < ,   min max

4 4 4m m m< < . 

The parameters: 1r , 2r , 3r and 4r denote the mass center positions of first, second, 

third and fourth links, respectively and 4m represents the trunk mass. T indicates 

cycle time and n  represents the number of joints.  Due to symmetry of the biped ro-
bot, 5r  , 6r  and 7r  have   been kept equal to 1r , 2r and 3r , respectively.  Here, ijτΔ  

represents the change in torque of thi joint at  thj  time interval. It has to be less than 

some pre-specified value to ensure smooth motion. The gait planning problem of the 
robot for descending the staircase has also been solved using the similar procedure. 
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3   Proposed Algorithms 

Gait planning problems has been modeled using two ANFIS [7, 8] modules for the 
biped robot ascending and descending the staircase, as shown in Fig. 2. The ANFIS 
model involves two inputs and outputs each. Each variable has been modeled using 
four linguistic terms:  L (low), M (medium), H (high), VH (very high).  The inputs for 
two variables of the first module vary in the range of 0.03 to 0.105 (m); and for the 
second module, the first and second variables vary in the ranges of (-100    to 110) and 
(-100 to 150), respectively. Each ANFIS module generates output rules in the form of   

1 2ji i i iY a x b x c= + + , where j=1,2  and i =1,2,...,16 for each output .The range of varia-

tion for a , b , c  is kept equal to  0.0 to 1.0. Fig. 3 displays the schematic view of an 
ANFIS involving two inputs and outputs each. 

 

Fig. 2. A schematic view of two ANFIS modules considered for biped gait planning 

3.1   Genetic Algorithm 

Genetic Algorithm (GA) is a population-based probabilistic search technique based 
on the principle of natural genetics. The evolution occurs through reproduction, cros-
sover, and mutation. Randomly generated population of solutions are sorted for non-
domination (rank or fitness), and the crowding distance is calculated between solu-
tions. Non-dominated solutions are stored for comparison for next generation and 
dominated solutions are deleted. GA operators are used to create next population of 
solutions. The GA has been used for solving multi-objective optimization problem 
also. Non-dominated Sorting Genetic Algorithm (NSGA-II) [9] is one of such exam-
ples, which is capable of handling constrained optimization problems.  

3.2   Particle Swarm Algorithm 

Particle swarm optimization (PSO) [10] is based on swarm behavior in searching food 
(objective) in a   ( d - dimensional) search space. Particle is defined by position vector 
( idx ) movement or velocity vector ( idv ). A multi-objective PSO (that is, MOPSO-

CD) [11, 12] incorporates the mechanism of crowding distance of NSGA-II into the 
PSO. The concept of crowding distance together with mutation operator maintains the 
diversity of non-dominated solutions. The Pbest ( idP ) and Gbest ( gdP )   are sorted for 

non-dominated front of solutions through the comparison of fitness values of the  
particles. 
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Fig. 3. A schematic view of an ANFIS for two inputs and two outputs used in gait planning 

The new velocities and positions of the particles are calculated as follows: 

( ) ( )1 2( 1) ( ) (.) ( ) (.) ( )id id id id gd idv t W v t c rand P x t c Rand P x t+ = × + × × − + × × − ,      (4) 

( 1) ( ) ( 1)id id idx t x t v t+ = + + ,                                               (5) 

The coefficients of acceleration are 1c  and 2c  and W is inertia weight at  tht  time 

instant. The fitness values of PSO and GA solutions have been determined corres-
ponding to the said two objectives, A penalty function approach has been adopted in 
order to penalize a solution, if there is a violation of functional constraint. In the 
present problem, a total of 201 variables have been considered. The algorithms will 
try to determine the solution corresponding to the maximum dynamic balance margin 
of the robot but at the expense of minimum power.  



 Particle Swarm Optimization Algorithm vs. Genetic Algorithm 569 

4   Results and Discussion 

The biped robot consists of links having the masses (in kg): 1m = 7m = 0.5; 2m = 6m = 

2.0; 3m   = 5m = 5.0   and 4m   is varied in the range of 10.0 to 50.0 kg. The links are 

assumed to have the lengths (in m) as follows: 1l = 7l =0.06, 2l = 6l =0.34, 3l = 5l  =0.30, 

4l = 0.6. The cycle time t  has been assumed to be equal to 5.0 seconds. The maxi-

mum velocity of the swing foot has been considered to be equal to 0.056 m/s. In si-
mulations, the values of, min

1r , max
1r , min

2r , max
2r , min

3r , max
3r , min

4r , max
4r , 

min
5r , max

5r , min
6r , max

6r , min
7r , max

7r  and  min
4m , max

4m  have been set as  0.01, 0.02, 0.1, 

0.32, 0.1, 0.28, 0.1, 0.54, 0.01, 0.02, 0.1, 0.32, 0.1, 0.28, 10.0 and 50.0, respectively. 
Computer simulations are carried out on a P–IV PC.  

4.1   Results of Constrained Optimization  

Constrained optimization using penalty function has been adopted to solve problems 
related to ascending and descending the staircases using the GA and PSO algorithm, 
separately. The following GA-parameters have given the best results:  crossover 
probability cp = 0.8, mutation probability mp = 0.00505, maximum number of gener-

ations = 100 and population size = 100 for the ascending and descending cases. Simi-
larly, the following PSO-parameters obtained through a careful study are seen to yield 
the best results: number of runs=100, swarm size =100 for both the ascending and 
descending cases. Fig. 4 displays the Pareto-optimal fronts of solutions obtained by 
the GA and PSO algorithm for the ascending and descending cases. In both cases, 
PSO algorithm has outperformed the GA. It has happened due to the reason that PSO 
algorithm can carry out both the global and local searches simultaneously, whereas 
the GA is poor in its local search. 

 
                                          (a)                                                                      (b) 

Fig. 4. Pareto-optimal fronts of solutions for (a) ascending, (b) descending problems 



570 R. Rajendra and D.K. Pratihar 

5   Concluding Remarks 

Gait planning problems of a 7-dof biped robot ascending and descending some stair-
cases are considered with two conflicting objectives, namely minimum power con-
sumption and maximum dynamic stability margin. The constrained optimization 
problems have been solved using the GA and PSO algorithm separately to obtain 
Pareto-optimal fronts of solutions. The findings of the study are in tune with the gen-
eral experience of human beings. The PSO has performed better than the GA, as the 
former carries out both the global and local searches simultaneously, whereas the 
latter is a potential tool for global search only. The obtained Pareto-optimal fronts of  
solutions may help the designer to select some appropriate optimal solutions depend-
ing on the requirements.  
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Abstract. In the recent decade the incidence of animal fatalities involving trains 
has remained high in the country. According to recent survey by Wildlife Trust 
of India (WTI), 72 animals are dying each year due to collision with speeding 
trains. Its high time we protect the lives of endangered species of animals. 
Though railway authorities ordered the drivers to reduce the speed of the trains 
inside forest areas, it does not have any fruitful results so far. We need a 
mechanism to alert the animals from crossing railway tracks when the train is 
approaching near. This paper proposes a simple and efficient technique which 
alerts animals about speeding trains. Unlike other techniques, our proposed 
mechanism does not need human intervention for operation. 

Keywords: Data mining, Forest animals, train accidents, sensors, vibration. 

1   Introduction 

In the past decade, the tracks running through protected forest areas where 
converted from meter gauge to broad gauge, allowing the trains to run faster than 
before. Further, movement of goods train has also increased in the last four years. 
Most of the animals in the forest try to cross the railway track and they eventually die 
after clashing with the speeding train. This scenario is prevalent in Eastern and North-
eastern states where railway tracks are running through forest areas to transport raw 
materials like coal and iron ore from the mines to the industry. Goods trains pass 
through the prime forest area at odd hours, including the period after evening when 
animals go out searching for food. Elephants are the major victims in train accidents. 
The death of scores of elephants on a train track in North Bengal has hit the news 
recently. To preserve the ecology of the earth and to protect the animals from being 
extinct, we need a mechanism to alert animals from crossing the tracks when trains 
are approaching nearby. This can be done by the deployment of sensors in railway 
tracks. Sensor networks are highly distributed networks of small, lightweight wireless 
nodes deployed in large numbers to monitor the environment. Sensors usually rely 
only on their battery for power, which in many cannot be recharged and also requires 
human intervention for replacing. Hence, the energy of the nodes is a major criterion 
that decides the network longevity. This makes energy consumption a critical factor in 

2



572 V.P. Jayachitra and S. Ramachandran 

the design of WSN. So energy consumption should be minimized for increasing the 
lifetime of the sensor nodes.  We focus on how sensor nodes can be deployed to alert 
animals in such a way that the mechanism involves less power consumption. 

2   Survey of Animal Deaths in Train Accidents 

One of the major victims in the train accidents is the Asian elephant. Elephant deaths 
in railway accidents have been reported from all elephant range states in India, with 
more than 170 train-hit deaths recorded since 1987. Nearly 90% of these deaths in 
the past 2 decades were recorded in Assam, West Bengal, Uttarakhand and Jharkhand.   
The toll of elephant deaths due to train accidents in the year 2008 to 2010 is 36. 
More than 160 elephants have been killed in train accidents in India since 1987. The 
state of West Bengal accounts for about 26% of the total, second only to Assam 
which accounts for 36%.In November 2010, at least seven elephants were 
mowed down by a passenger train in Upper Assam before the engine derailed. An 
inter-city passenger train coming from Ledo to Dibrugarh hit a small herd of 
elephants sitting on the tracks at around 5.15 p.m. leading to the deaths of at least two 
adult elephants and four calves. In an earlier incident, an elephant calf was fatally 
injured in a train accident at Mahananda wildlife sanctuary in West Bengal. The 
elephant was hit by a goods train while crossing a railway line on the outskirts of the 
sanctuary in Siliguri, in search of food in the nearby fields. Forest officials said there 
are three main migratory herds of elephants, which walk the forests of north Bengal 
while migrating to and from Assam and Nepal. The railway tracks pass through 
migratory corridors at 15 places. Since 2000, when locomotives began using the 120-
km Siliguri-Alipurduar rail route, there have been 10 elephant deaths. The forest 
department has no record of injuries to animals in rail accidents. Elephant deaths due 
to train hits are not only restricted to the North-East. A pair of elephants was 
allegedly hit by the Pune-Howrah Azad Hind Express between Posaita and 
Manoharpur stations about 120 km. from Jamshedpur, Jharkhand in November, 
2001. The elephants subsequently died.In May 2001, a young cow elephant, around 
16 years old was hit by the Mussoorie Express. The accident happened on therail 
track running through the Motcihur range of the Rajaji National Park. This was the 
latest in a series of accidents on this track, which has claimed the lives of elephants, 
leopards and deer. 

2.1   Previous Techniques 

As a solution to prevent animals from train accidents, various monitoring systems, 
security patrolling, whistle blowing techniques are used so far. All these 
techniques need human power or human intervention for their operation. But our 
proposed technique with sensors requires human intervention only during the 
deployment of sensors in railway. We also focus on reducing energy consumption 
in the sensor nodes so that lifetime of the network is increased.  For efficient 
communication of sensor nodes we employ clustering strategy. Clustering 
architecture with cluster heads assuming key roles of routing is the widely followed 
model these days. More recently coverage time optimization is implemented via an 
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analytical model [1].This coverage time optimization involves routing aware optimal 
cluster planning and clustering aware optimal random relay. The case of both 
deterministic deployment and random deployment is considered. In deterministic 
deployment clustering is based on swapping and in random deployment clustering is 
done in a ring like fashion. But there are assumptions like the sensing field is 
assumed to have a uniform area and be symmetric, which is not practically possible. 
Swapping can reduce energy consumption inside the cluster but no such effect on 
inter-clustering is achieved.  To overcome the failure of a single cluster head, a 
method in which each node in the cluster acts as CH, on a rotation basis is proposed 
[1]. According to this method, the node with the biggest residual energy is selected as 
the cluster head. Since the cluster head keeps on changing it requires additional 
overhead in propagating the election of a node as head to other nodes which 
consumes more energy each round. The placement of CH’s also plays a role in 
reducing energy consumption. The optimal placement of cluster heads is proposed 
[6] in which two nodes communicate only when the distance between the two 
nodes falls within the communication range. Energy consumption is reduced but free 
transmission is restricted. 

In our work, we propose significant reduction in energy by means of more 
efficient clustering algorithm based on outlier analysis In general outlier analysis is 
used to detect malicious sensor nodes [10]. This is done by recording the normal 
behavior of sensor nodes and comparing them with any new behavior to see if the 
node is malicious. But in our approach we use outlier analysis to elect cluster head. 

3   Implementation Scenario 

With increase in urbanization, forest lands are shrinking in size. Thus many rare 
species of animals are becoming extinct. It’s high time we protect the lives of 
endangered species of animals. We need a mechanism to alert the animals from 
crossing railway tracks when the train is approaching near. 

Deploying sensors to alert the animals by physical means can be effective. 
But this application requires of longevity of the sensor nodes. Hence our algorithm 
can be better suited for this application. 

 

Fig. 1. Deployment of sensor nodes in railway tracks 
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The sensor nodes are placed in railway tracks as shown in figure, at the rate of 10 
sensors per km. The sensors in a km are attached to an electric circuit. The circuit 
consists of a sensor and a switch. When the wheels of the train move over the 
tracks, vibrations are produced. The vibrations travel at a velocity higher than that of 
the velocity of the moving train. When the train is at a distance of 1 km from a 
position say x, the vibration at points near x will be in the range of 1300-1500 Hz 
[18]. The places far away from x will measure vibration in the range of 40 Hz. The 
sensors in the track measure the vibration produced. When the measured vibration 
reaches the threshold of 1300 Hz the sensor sends a signal to the sensor in the nearby 
circuit. On receiving this signal, the sensor in the circuit pushes the switch to make a 
connection. Current in the range of 1 volt flows in the closed circuit. The rail lines 
which are made of iron, conduct current. When the animals try to cross the track, they 
will feel a mild shock. Thus they step back and move without crossing the track 
further. The electric power to the switch can be obtained from nearby electric post or 
even a battery is sufficient. 

 

Fig. 2. Scenario When Train is Within 1 km 

This method is easy to implement and prevents the animals from dashing against 
speeding trains without causing any harm to them. This process requires the sensor 
nodes to retain their life long. Hence our algorithm can be implemented to 
communicate to the sensor in the circuit (which is the sink here). 

4   Network Scenario 

The network scenario is proposed in four phases. Phase 1 deal with layering where 
information about position of all nodes is obtained. Phase 2 deals with electing leader 
nodes and forming clusters with leader nodes as cluster heads and phase 3 deals  
with electing cluster heads based on outlier analysis. Phase 4 explains how about  
how aggregation is implemented at the cluster heads and data is sent to the base 
station. 
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Fig. 3. Network Scenario 

A. Phase 1- Layering 

Initially the base station does not know the position of the sensor nodes. The base 
station needs a mechanism to obtain the geographical position of the sensor nodes 
based on which the cluster heads are chosen. Because of the limited power and range 
of the sensor nodes that are located far away from the base station, they cannot 
directly send their location information to the base station, doing so will completely 
drain their battery power, which makes the entire network to fail. Thus we go for a 
layering approach. The nodes which can directly transmit data to the base station 
form the first layer. Base station sends a query message with its ID to all sensor nodes 
in the first layer. On receiving this message, the sensor nodes send a message 
containing their ID, position information and the set of all neighboring nodes (which 
are in its range) to the base station. Upon receiving this message from all layer 1 
nodes, the base station chooses a node as Layer head (LH) for layer 1 and 
unicasts message containing LH information to that elected node. A node which is 
at mean distance to the base station and which has majority of next layer sensor 
nodes as its neighbor is chosen as LH. Now the LH of layer1 broadcasts query 
message to the layer2 nodes. On receiving this message, the sensor nodes send a 
message containing their ID, position information and the set of all neighboring 
nodes (which are in its range) to the LH of layer1, which in turn forwards the 
message to the base station. LH of layer1 elects the LH of layer2. Now LH of layer2 
forwards query message to all layer3 nodes collects the reply message from them and 
forwards it to the LH of layer1. This layering approach is followed until the entire 
topology of nodes is covered. The leaders in each layer are responsible for 
forwarding the query message from base station to the nodes in the next layer and 
collect data from the nodes in the second layer and forward the data to the previous 
LH. Whenever a node receives a query message with the base station id, the node 
uses its location finding subsystem to find the position of the node as a function of 
(x, y) co-ordinates. Later it sends this (x, y) co-ordinate along with its id and 
neighboring node information to the leader node from which it received the 
forwarded request. 
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Fig. 4. Phase 1- Layering 

B.  Phase 2- Cluster Formation 

The base station contains all the information about the sensor nodes such as the ID, 
position and the neighboring nodes in range for each node. Based on this information 
it chooses a node which has maximum coverage as leader node. The base station 
finds dominant set such that the chosen set of sensor nodes cover all the sensor nodes 
in that area. Thus in each layer a node is selected as leader node. The leader node later 
helps in electing cluster heads based on outlier analysis in the next phase. The base 
station unicasts the message to the leader nodes informing they are elected. Now the 
leader nodes start forming a cluster. At present the leader nodes act as cluster heads 
and initiate cluster formation process. The leader nodes send a message with their 
identity stating that they are chosen as leader nodes by the base station to all the 
sensor nodes which are in its vicinity. On receiving this message, other sensor nodes 
send their position with a join confirmation message to leader nodes which are within 
the range of the node. A cluster with the leader node as cluster head is formed. The  
leader nodes maintain local topology information about all sensor nodes in the 
cluster. If a node receives message from more than one leader node, then this node 
lies in close vicinity to the two clusters. Such nodes are called gateway nodes. These 
gateway nodes are the key nodes for inter-cluster communication. 

 

Fig. 5. Phase 2-Cluster formation 

C. Phase 3-Cluster Head Selection 

The leader node maintains local topology. When it receives position information 
from each sensor node in the cluster, it calculates the distance of all the nodes. 
Based on this information, the outlier node (distance based outlier analysis) is then 
chosen as cluster head. Now leader node sends elected message to the cluster head. 
On receiving this message cluster head broadcasts its identity to all other nodes in 
the cluster. Now all further communication takes place through the cluster heads. 
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Fig. 6. Phase 3- Cluster Head selection 

D. Phase 4- Routing and Aggregation 

In this phase intra-cluster routing, aggregation and inter-cluster routing is 
established. The base station broadcasts the initial timer value to all cluster heads. 
This timer value is based on Semi-Markov decision process model. Using this model, 
the timer value is derived based on a generated random sequence of network traffic. 
When sensor nodes detect an event or measure a value, they send the data to the 
cluster head. The cluster heads receive data from the sensor nodes and are involved in 
aggregating the data. The maximum limit for aggregation can be set based on the 
maximum message size the sensor node can transit. The cluster head carries on 
aggregation only within the timer value. Throughout this time the cluster head 
receives data from the sensor nodes within range and aggregates the data for 
transmission. The CH keeps track of maximum message size each time it aggregates 
the data. It also saves the frequency information that is the frequency with which the 
sensor nodes send data. This information is used for aggregation analysis. If the timer 
is expired or maximum message size is attained, the cluster head goes to transmit 
node and now transmits aggregated data to the gateway nodes. While transmitting 
aggregated data, if CH receives any more messages it starts buffering them until it 
finishes current transmission. After transmitting, CH goes into aggregation mode. 
While in aggregation mode, the CH aggregates data and also begins analyzing the 
frequency information saved before by applying pattern mining algorithm. The 
algorithm detects the frequency at which sensor nodes transmit data and fixes a time 
based on network traffic as aggregate timer. If the aggregate timer value computed is 
not equal to the previous aggregate timer value, the cluster head resets the timer 
value. The gateway nodes, when received data from the cluster head transmits data to 
the nearest sensor node in the adjacent cluster. Now the sensors in that cluster take 
care of routing which is similar to intra-cluster routing. Routing proceeds in this 
fashion and ultimately data is handed over to the base station. Thus data is transmitted 
to the base station. 
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Algorithm for Routing and Aggregation:
    /* At sensor nodes */

For each node i in network
If data sensed

datarate = RAND(50)
data = [ data sensed + datarate ]
id_src = id of node i
id_dest = ch_id
SEND(data) to id_dest

/* At cluster heads */
Procedure ROUTE (msg data, cluster_head i)
{

For each cluster_head j in network 
max = 0
distance = sqrt{ [xpos(j) –xpos(i)]2 +[ypos(j) – ypos(i)]2

}
If max > distance

max = distance
nexthop = j

End If
End For
id_dest = id of nexthop
SEND(data) to id_dest

}
For each cluster head i in network
{ Counter = 5 ms

Set Timer
ag_data = “ “
If msg_rcvd

retrieve datarate from msg
If datarate < channel_bandwidth and Timer < Counter

ag_data = ag_data + data_rcvd
Else If Timer > Counter

ROUTE (ag_data, i)
Reset Timer

Else if datarate > channel_bandwidth
ROUTE (data_rcvd, i)

}  

 

Fig. 7. Phase 4-Routing and aggregation 

5   Results 

We have simulated our architecture in OMNET simulator. The simulation scenario 
consisted of 30 sensor nodes and a base station. Let(x, y) denote the position of a 
sensor. We know that Energy consumption by a node is directly proportional to the 
distance of transmission and the size of the message transmitted. 
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Econsump α Distance   --- > 

I Econsump α size --- > II 

But the size of data transmitted by a sensor network is very less, ie sensors will 
transmit either a bit for signaling occurrence of an event or it will transmit a few bits. 
Thus we do not consider II in our further proceedings. Considering I, Reducing 
distance reduces the energy consumed by the node. Thus we focus on proving that 
outlier analysis based clustering reduces energy consumption of the node.Let us fix 
that a sensor node needs energy 1 joule 

* distance to send message to node which is at its direct transmission range.  The 
transmission range of a 2400Hz sensor is 3 meters. For simulation scenario, we 
scale it to 3 cm, if we follow the traditional k-means clustering algorithm, then 
location of the sensors is at the mean distance from the other sensors in the cluster. 

distance = sqrt{ [xpos(j) –xpos(i)]2  + [ypos(j) – ypos(i)]2  } 

Thus in our simulation scenario base station is at (35, 50). The position of sensor 
nodes given here are scaled down from our simulation scenario. In real time 
implementation, the distance can be measured in metres. 

Table 1. Positions Of Cluster Heads And Gateway Nodes 

Position of 
gateway nodes 

CH position by k-means
algorithm 

CH position by
outlier analysis

(42,220) (45,250) (45,240)
(46,180) (40,200) (45,200)
(50,155) (48,160) (53,155)
(60,112) (55,110) (60,112)

(70,80) (80,85)
 

In the next step, the energy required by sensor nodes for selecting cluster heads 
is calculated. We choose five nodes and calculate the energy spent by them. 

Table 2. Energy Spent To Elect CH 

Sensor 
node position 

Energy consumed to elect CH
(in joules)

 By k-means By outlier
analysis 

(23,140) 3.4 3.49
(32,12) 4.1 4.53
(44,150) 3.6 3.62
(12,230) 5.21 5.34
(20,90) 2.11 2.31

The table shows that energy spent by the sensor nodes to elect cluster heads based on 
outlier analysis is marginally higher than that required by k-means algorithm. But this 
depicts the intra-cluster scenario, where the sensor nodes may not be active all the time. 
We mainly focus on reducing energy consumption of cluster heads which are active 
throughout. Now, energy required by cluster heads to communicate to sink is considered. 
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Table 3. Energy Spent To Communicate To Sink 

 

Cluster 
heads in the 

network 

Energy consumed to send message 
to sink (in joules) 

By k-means By OAPM
CH1 30.1 20.2
CH2 20.8 14.2
CH3 5.3 3.5
CH4 5.4 3.6
CH5 49.09 30.92

 

From our simulation, we arrive the result that our algorithm consumes energy 
0.67 times lesser than k-means clustering. 

The following graphs depict the residual energy available at the sensor nodes after 
25 message transmissions to the cluster head. 

 

Fig. 8. Residual Energy of Sensor Nodes in 
K-Means 

 

Fig. 9. Residual Energy of Sensor Nodes in 
OAPM  

6   Conclusion 

We have proposed an efficient solution for preventing forest animals from train 
accidents, which is the present day need. We have prescribed a clustering algorithm 
which implements the outlier analysis technique which reduces the inter-cluster 
distance and hence conserves energy at the cluster heads. The results show that 
significant amount of energy is conserved in the cluster heads by using the clustering 
algorithm. 
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Abstract. Stemming algorithm is a procedure that attempts to map all the 
derived forms of a word to a single root, the stem. It is widely used in 
Information Retrieval applications with the main objective of enhancing the 
recall factor. Stemmer is also used in various other applications such as 
summarization, classification and text mining etc. Apart from English, 
exploration on developing stemmers for both the native and the regional 
languages are also being carried out. In this paper, we present a stemmer for 
Tamil, a Dravidian language. Our stemmer effectiveness is 84.79%. 

Keywords: Information Retrieval, Stemming, Tamil. 

1   Introduction 

Stemming is the process of mapping all the derived forms of a word to a single root, 
the stem. In stemming, it is not necessary for the resultant to be a genuine linguistic 
word. For example, applying stemming to the words operating, operates and operator 
maps each one of them to the stem oper. Here the resultant oper is not a proper 
linguistic word. 

Stemming is used in many Information Retrieval (IR) applications to improve the 
recall factor [1]. This is due to the reason that a word in its derived forms tends to 
have the similar meaning. For example, when a user wants to search the documents 
with the term operating they might also need the documents with the term operates or 
operated. Further, as many forms of a single word are mapped to a single entity, 
stemming assists in decreasing the size of an index file used in an IR system. 

Due to the emergence of Cross-Lingual IR (CLIR), exploration on developing 
stemmers for both the native and the regional languages are carried out. Despite many 
studies, there is no readily available stemming algorithm for Tamil1[2]. In this paper, 
we propose a suffix stripping stemmer for Tamil. 

This paper is organized as follows: In Section 2 we discuss the researches related 
to our stemmer. In Section 3 we brief about the Tamil suffixes. The difficulties in 

                                                           
1  Tamil is a Dravidian language spoken predominantly by the Tamil people of the Southern 

India. It has official status in India, Sri Lanka and Singapore. Substantial minorities in 
Malaysia, Mauritius and Vietnam also speak Tamil. Throughout the paper transliterated form 
of Tamil as quoted in the Appendix Section is used. 

2



584 V.A. Ramachandran and I. Krishnamurthi 

developing stemmer for Tamil language are highlighted in Section 4. In Section 5 we 
describe about our algorithm. In Sections 6 and 7, we present the evaluation analysis 
and the concluding remarks respectively. 

2   Related Work 

Many exhaustive studies to develop stemmers are being done since 1960s[3][4]. 
Because of such investigations, good stemmers have emerged. However, those 
investigations were majorly dealt in English. Because of the egression of CLIR in 
1990s, there was an increased demand from the research community to develop 
stemmers for both the native and the regional languages. Due to this demand, 
stemmers were devised for many languages. 

In the case of Indian languages, stemming was first reported for Hindi in 2003[5]. 
Slowly investigations for other languages such as Bengali[6], Urdu[7], Malayalam[8] 
and Punjabi [9]were also carried out. However, there is no readily available stemmer 
for Tamil. In this paper, we present our research experiences in developing a Tamil 
Stemmer. 

To develop a stemmer for Tamil or any other languages, a basic approach to carry 
out the process is required. The most common approaches used for developing a 
stemmer are Brute force, Affix Stripping, N-Gram, Hidden Markov Model (HMM), 
Corpus based technique, Clustering method, Finite-State-Automata method, 
Morphological process, String distance measure, Hybrid approaches. Among all the 
existing approaches, we make use of affix stripping because of its inherent support to 
develop a stemming algorithm in an easier and faster way. 

Most of the existing stemmers remove the suffixes based on the longest matching 
word. For example among the matching suffixes ates, tes, es and s existing in the 
word operates, the suffix ates will be removed by a stemmer. Similar to most of the 
existing stemmers, we remove the suffixes based on the longest matching word. 

To develop a stemmer for a language, a preliminary study on the possible suffixes 
of a word in the corresponding language need to be taken. In the next Section, we 
explain about the possible suffixes for Tamil. 

3   Tamil Suffixes 

Developing a stemmer for any language needs a study on the derived forms that a 
word in the corresponding language can have. Tamil is a highly inflected language. In 
Tamil, a word will contain a root to which one or more affixes are attached. The 
affixes can be either a prefix or a suffix. In most of the cases, Tamil affixes are 
suffixes. There is no exact limit for attaching the number of suffixes to a word. 

To know about the possible suffixes that a word in Tamil language one can refer to 
the flow charts [10] and [11]. Besides considering the possible suffixes forms of a 
word, a stemming algorithm has to consider certain standard computing issues. In the 
next Section, we explain the computing issues considered for developing our 
stemmer. 
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4   Computing Issues 

Developing a Tamil stemmer is not a straightforward task. In this Section, we explain 
the major difficulties faced by us while designing the algorithm. They are briefed as 
follows: 

4.1   Homographs 

Homographs are the words that have identical pronunciations but different meanings. 
In Tamil, there are numerous instances of homographs. For example, the word 
aaNTavan denotes either the noun God or the verb ruled by a male formed from the 
root aaL. It is difficult for a rule-based stemmer to map such terms to their root. 
Hence, we decided to frame our algorithm by do not considering the homograph 
issues. 

4.2   Irregular Verbs 

Irregular verbs do not follow standard patterns in their tense form. For example, the 
past tense of the verb say is said and not sayed. Mapping such forms of word to a 
single root is a difficult task. Such cases exist in Tamil also. For example, the past, 
present and future tense of the verb sol (say) are sonneen (I said), solkiReen (I am 
saying) and solveen (I will say) respectively. Following the standard patterns the past 
tense for sol should be solneen. However, this is not correct. Devising rules to handle 
such case is arduous as it needs a deep look up dictionary. Hence, we decided to 
consider this issue in the future version. 

4.3   Proper Noun Derivations 

A proper noun usually indicates a particular thing. In certain cases, proper noun end 
letters match with the normal suffixes. Assuming those patterns to be suffixes, most 
of the stemmers remove them from the proper noun. For example, Porter stemmer 
maps the proper noun operator to oper due to the assumption that ator is a suffix. To 
overcome such cases, it is very difficult to realize a proper noun by framing hand-
crafted rules. Therefore, similar to most of the algorithms, if the common suffix 
patterns exist in a proper noun we decide to stem it. For example, our approach maps 
iyakkiyavan (A person who operated) to iyakki (operated). 

4.4   Handling Non Derived Words Ending with Usual Suffix Pattern 

In some cases, word ends with few patterns that match with a suffix but that pattern 
does not denote a suffix. For example: 

• In English, the word sing contains ing which usually denotes a suffix but not 
in this case. 

• In Tamil, the word vitai (seed) contains ai which usually denotes a suffix. 

It could be inferred that to handle this case a stemmer needs a heavy look-up table and 
this table cannot be constructed easily. So we decided to handle this case in the future 
versions. 
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4.5   Handling Agglutinative Case 

Tamil is an agglutinative language; a compound word can be formed from two or more 
simple words without changing the meaning of the simple words. For example 
consider the word maJainiir (Rain Water) formed from two simple words maJai (Rain) 
and niir (Water). Consider the word maJainiiri_n (of the rain water). The word is a 
derived form of maJai. Mapping the word maJainiiri_n to the simple word maJai is a 
laborious task. So we decided to neglect mapping compound word to simple word. 

Apart from the above discussed computational issues, proper computational steps 
should also be designed to develop a good stemmer. In the next Section, we explain 
the design portion of our stemmers. 

5   Design 

Table 1. Stemming Algorithm 

Input Tamil String (Input), Suffix List (SL) 

Output Root of the Input (Output) 

Prerequisite The SL should be stored in descending order of suffixes length 

Function String stem (Input) 
Begin 

1. String Output,  
2. String Temp-Output= ruleBase(Input) 
3. While Input != Temp-Output 

a. Temp-Output = ruleBase(Input) 
b.  Input = Temp-Output 

4. return Output 
End 
Function String ruleBase (temp) 
Begin 

1. Flag = true 
2. While (Flag) 

a.  Iterate all the suffix one by one  
i. If the temp ends with any suffix (say Sf )  

A.  temp = temp – Sf  
b. return temp 

End 

 
Generally, for removing multiple suffixes existing in a word of any language 

iterative stemmer is used. An iterative stemmer starting from the end of the inflected 
input word will remove a longest matching suffix at a time and progress towards the 
root. The algorithm pseudo-code is presented in Table 1. The list of suffixes that our 
stemmer can handle is listed in Table 2. 
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Table 2. Tamil Suffixes 

etirttaaRpool 
 

appuRam 
 

tavira 
 

teRku 
 

uTa_n 
 

oTTi 
 

kiR 
 

aTuttaaRpool 
 

koNTiru 
 

muulam 
 

aa_na 
 

iyal 
 

iTam 
 

een 
 

veeNTiyiru 
 

veeNTum 
 

piRaku 
 

tolai 
 

avaL 
 

kiiJ 
 

aaL 
 

uNkaLee_n 
 

etirkku 
 

pi_npu 
 

ava_n 
 

mu_n 
 

ttal 
 

uL 

vaJiyaaka 
 

aayiRRu 
 

pakkam illai 
 

avai 
 

tiir 
 

um 

varaikkum 
 

veLiyil 
 

umee_n 
 

poola 
 

avar 
 

paar 
 

tt 
 

veeNTivaa 
 

kuRittu 
 

meelee 
 

aakum 
 

a_na 
 

atu 
 

il 
 

mu_n_naal 
 

maatiri 
 

kki_nR 
 

kiTTa 
 

paTi 
 

aam 
 

pp 

patilaaka 
 

paarttu 
 

taaNTi 
 

ki_nR 
 

viTa 
 

aar 
 

ai 

tavirttu 
 

naTuvil 
 

uTaiya 
 

pooTu 
 

meel 
 

aay 
 

al 

illaamal 
 

vaTakku 
 

etiree 
 

oJiya 
 

kiJi 
 

kka 
 

ya 
 

veeNTaam 
 

meeRku 
 

uNkaL 
 

paNNu 
 

ukku 
 

iir 
 

nt 

kuRukkee 
 

kuuTum 
 

aarkaL 
 

koNTu 
 

viTu 
 

kaL 
 

a 

allaamal aTiyil 
 

vaittu 
 

aNTai 
 

chey 
 

oom 
 

p 

varaiyil etiril 
 

kiiJee 
 

uLLee 
 

kiTa 
 

poo t 

kuuTaatu 
 

aaTTam 
 

arukee 
 

taLLu 
 

muTi 
 

vaa 
 

u 

 veLiyee 
 

appaal 
 

iirkaL 
 

paRRi 
 

ooTu 
 

i_n 
 

v 

 iTaiyil iIruntu 
 

kaaTTu 
 

pinti 
 

koTu 
 

tal   

 aakaatu 
 

chuRRi 
 

nookki 
 

patil 
 

kkiR 
 

vai   

 kiJakku arukil 
 

viTTu 
 

mutal 
 

aa_n 
 

iru   

 
Consider the input derived word paRkaLi_nil (in the teeths) derived from the word 

pal(teeth). During the first iteration suffixes il and i_n will be removed. During the 
second iteration kaL will be removed respectively. The output will be paR. Although 
the algorithm for stemming Tamil words is designed successfully, it has to be 
evaluated. In the following Section, we present the analysis carried out by us to study 
the algorithm’s effectiveness. 
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6   Evaluation 

In general, evaluation signifies the act of assessing something. To evaluate our 
stemmer we implemented our algorithm in Java. A sample screen shot of our stemmer 
is shown in Figure 1. 

 

Fig. 1. Sample screen shot of the Tamil Suffix Stripping Stemmer 

After developing any stemmer it is important to analyze its capability, i.e., to 
assess the range of the words that the system is able to stem properly. We requested 
two students, none of whom are directly or indirectly involved with our project to 
generate the corpus. They developed a Tamil corpus containing 10059 words derived 
from 783 roots. The corpus is framed from different portions of Tamil newspapers 
confining to various domains such as Business, Classifieds, Entertainment, Politics 
and Sport. 

It is important to remember as stated in the Introduction that the output of a 
stemmer need not be a proper linguistic word. Therefore, correctness of a stemmer 
does not denote the linguistic correctness. A stemmer is said to be accurate if it 
conforms to the following conditions: 

• If it maps all the derived forms of a word to a single root. 
• The words mapped by it to a single stem are genuine linguistic variants. 
• If it does not stem a non-suffix from a word. 

If a stemmer does not map all the considered derived forms of word to a single stem 
then the phenomenon is called Understemming. An instance of Understemming is a 
stemmer conflating tried to tri and try to try instead of conflating both to try. If a 
stemmer conflates the words to a single stem that are genuinely linguistic invariants 
then the phenomenon is called Overstemming. An instance of Overstemming is a 
stemmer conflating both the words cares and cars to car, instead of conflating cares 
to care and cars to car. If a stemmer removes a nonsuffix from a word, it is called 
Mis-stemming. For example, conflating the words reply to rep instead of conflating it 
to reply is called Mis-stemming. Most of the stemmers do not give importance to Mis-
stemming. This is because it does not spoil the recall factor in an IR application.  
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Due to the same reason, we evaluate our stemmer using only Understemming and 
Overstemming. They are calculated using the following formulas (1) and (2) 
respectively. 

Understemming = (Number of variants understemmed/Total variants)*100% (1) 

Overstemming = (Number of variants overstemmed/Total variants)*100% (2) 

Evaluating our approach using the above-mentioned corpus containing 783 root 
variants, we found that 32 and 87 were understemmed and overstemmed respectively. 
Hence, The Understemming and overstemming values are 4.09 % and 11.12 % 
respectively. Our stemmer effectiveness is calculated using the formula (3). 

Stemmer Effectiveness = 100% - [ Overstemming % + Understemming %] (3) 

Effectiveness for our approach is 84.79 %. This is considerably a good value. Yet the 
reason behind achieving a moderate effectiveness value is due to the factors discussed 
in the Section 4. 

7   Conclusion 

In this paper, we hypothesize an Iterative Tamil Stemmer. This paper demonstrates 
preliminary explorations. Yet there is a lot to be achieved. We will be glad if anyone 
could provide valuable suggestions or selectively enhance our work. In addition, it 
will be encouraging if someone can suggest suffixes to be included or excluded from 
our rule-base to enhance the recall factor. 
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Appendix: Tamil Transliteration Scheme Used in This Paper 

A Aa i ii u uu e ee ai o oo au q           

அ ஆ இ ஈ உ ஊ எ ஏ ஐ ஒ ஓ ஔ ஃ           
k  -N ch  -n  _n T N t n p m y r l v J L R 

� � � � � � � � � � � � � � � � �   
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Abstract. our approach is to merge information extraction algorithm for Web 
sources with a classification algorithm, by doing this the algorithm overcomes 
the shortcoming of DOM-based information extraction which is not enough to 
adapt to the structural change of information in Web pages. In addition, a 
detection strategy is used to extract Web pages with multiple records. 
According to the change of similarity matrixes, it can discover the dividing 
point of records and then extracts all the records. Experiments show that when 
it is trained by a single sample Web page, the algorithm can still obtain a good 
result in precision and recall. 

Keywords: Information Extraction, Classification, DOM algorithms, Web 
Mining, Deep web. 

1   Introduction 

The explosive growth and popularity of the world-wide web has resulted in a huge 
amount of information sources on the Internet. However, due to the heterogeneity and 
the lack of structure of Web information sources, access to this huge collection of 
information has been limited to browsing and searching. Sophisticated Web mining 
applications, such as comparison shopping robots, require expensive maintenance to 
deal with different data formats. To automate the translation of input pages into 
structured data, a lot of efforts have been devoted in the area of Information 
Extraction (IE). IE produces structured data ready for post-processing, which is 
crucial to many applications of Web mining and searching tools [1].  

Web IE is implemented by wrappers. The traditional wrapper generation depends 
on manual code which is waste of time and easy to make a mistake. In order to solve 
the problem, many methods are presented to generate wrappers automatically and 
semi-automatically. IE based on DOM mainly [2, 3] has poor adaptability to the 
structural change of information in Web pages such as losing items. In order to 
improve precision and recall, [4, 5] are based on XML technology to extract 
information from Web pages. It also combines XSLT and XPath technologies. 

2
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Because the main extraction rule is the path of information in XML, the adaptability 
to the structural change of information is still not perfect. [6] Proposes a method that 
can extract information from different sites automatically based on keywords of a 
certain topic and the distance of nodes. This method needs to establish a keyword 
library firstly. It is not easy and leads heavy workload. [7] Obtains effective 
information by the start and end anchor point of HTML tags. Because of the similarity 
of HTML tags, the extraction process could be disturbed by the data that has similar 
structure. 

2   Description of Extraction Processes  

The extraction process can be made of two parts. One refers to the processing of the 
sample Web page and the other refers to the practical Web page  
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Fig. 1. The Extraction Process involving Sample and Practical Webpage [1] 

The sample Web page is transformed into a well-formed XML document first. At 
the same time some useless nodes are removed such as span, script and so on. Then 
the system converts the XML document into a DOM tree. The user can label 
information in the DOM tree and input previous character strings which are relevant 
to the information of interest. The system records the input of the user and saves the 
characteristics of labeled information. After processing the sample-Web page, a 
practical-Web page which will be extracted is inputted. The system cleans the Web  
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page and converts it into a DOM tree. Then it obtains the characteristics of all the 
nodes in the DOM tree and saves them. The characteristics of information the user 
labeled and those from the practical Web page are compared at last. The system finds 
the most similar information in the practical Web page as the extraction result. 

The Web pages are standardized and converted into DOM trees according to [8]. 
Then we transform the Web pages into well-formed XML documents by Tidy and use 
JTree to show the DOM tree of the sample Web page. Finally, the information can be 
labeled.  

The Algorithms based on DOM or XML, using single path characteristic as an 
extraction rule usually can’t get an ideal result. A tiny structural change of 
information can cause the extraction rules invalidation. So according to the feature of 
a DOM tree, we add some other characteristics, including the name of parent node, 
the attribute, the name of left neighboring node and the name of right neighboring 
node. Moreover similar information between the sample Web page and the practical 
Web page usually has the same previous character string.  

When the document is parsed into a DOM tree, it is easy to get some 
characteristics of the current information node such as the name of parent node, the 
attribute, the name of left neighboring node and the name of right neighboring node 
according to the methods that DOM provides. The acquirement of path characteristic 
as well as the relative distance from the previous character string to its corresponding 
information node is a little complex. The path characteristic is an expression that is 
formed by HTML tags and indexes. A circulation algorithm from the current node to 
its parent node is used to obtain the path characteristic of the information node. After 
the path characteristic in the sample Web page is obtained, the corresponding number 
will be checked. If it is “Multiple”, in order to obtain a wide coverage extraction rule, 
the last HTML index of path characteristic will be removed. The residual part is 
considered as a new path characteristic instead of the original one. If some 
information nodes have the same previous character string, the common path will be 
their new path characteristic.  

The essence of this method is to find needful information in the practical Web page 
by characteristic comparison. Information nodes whose characteristics are similar to 
those the user labeled in the sample Web page are found. The specific comparison is 
shown as follows. We divide the path characteristic into two parts [9]. One refers to 
HTML tags sequence, the other refers to HTML indexes sequence. Let PA be the path 
characteristic in the sample Web page. Its tags sequence is defined as PMA = (aM1; 
aM2; aM3; :::; aMn). Its HTML indexes sequence is defined as PNA = (aN1; aN2; 
aN3; :::; aNn). Let PB be the path characteristic in the practical Web page. Its tags 
sequence is defined as PMB = (bM1;bM2;bM3; :::;bMn). The HTML indexes 
sequence is defined as PNB = (bN1; bN2; bN3; :::; bNn). In a DOM tree the closer 
HTML tags and indexes are to the root node, the greater influence they have on the 
similarity of information nodes. According to the difference of position different 
weights should be given when calculating the similarity [10].  

                                                 n 
PMS (PMA, PMB) = C.  ∑   2 – (i-1)   . [(aMi = bMi)? 1: 0]                         (1) 

                                                      i=1 



594 V. Ramana Bhavanasi and A. Damodaram  

Considering HTML indexes, the more similar two information nodes are, the smaller 
the difference of the indexes is in the relevant position. So the similarity between PNA 
and PNB is as follows. 

                                             n 
PNS (PNA, PNB) = C. ∑ 2 – (i-1). (|a Ni – b N i | +1) -1                                          (2) 

                      i=1 
                                                                                                          n-1 

C is the normalization factor above two formulas and its value is 1/∑ 2 -i 

                                                                                                         i=0 
 

Given equal weights to two characteristic components, the similarity between PA and 
PB is calculated as follows. 

 
PS (PA; PB) = ½. PMS + ½. PNS                                          (3) 

 
In the practical Web page, if the information node contains corresponding previous 
character string in the relative distance of the sample Web page, FS (FA; FB) is 1, 
otherwise it is 0. The similarity of the name of parent node is  

PaS (PaA, PaB) = (PaA = PaB)? 1: 0                                          (4) 

 

The similarity of the attribute is 

AtS (AtA, AtB) = (AtA = AtB)?1 : 0                                               (5) 
 

The formulas above mean that if the characteristic of information node in the sample 
Web page is the same to that in the practical Web page, the expression takes 1 as its 
value, otherwise it takes 0. Next the total similarity Sim between information A in the 
sample Web page and B in the practical Web page is calculated.  
 

Sim (A;B) =   1 / 7 . (PS + 2. FS + PaS + AtS + LS + RS)                    (6) 
 
The information in the practical Web page which has the maximum similarity with 
that in the sample page is saved. By now the extraction process has been completed. 
According to some Web pages with losing items, a Lowest Similarity Degree (LSD) 
is used to avoid extracting error objects. 

3   Extracting Web Pages with Multiple Records 

Because the training is based on a single sample, the precision and recall are not 
satisfactory when extracting multi-record Web pages especially the Web pages with 
indefinite records. Here a detection strategy is used to solve this problem l. The user 
labels each record in the sample Web page first. Then all the records’ common path 
which is defined as P is obtained. After that, we compare the path of first record with 
the common path. The record’s first index which appears after the common path is 
defined as i. If all the records have the same information nodes, the system will save 
the first record. If there are some records with losing items, the record with the most 
information nodes will be saved. 
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4   Experiment Results 

To evaluate the extraction result we use precision and recall. The data source used in 
the experiment comes from IMDB. A Web page is selected randomly from the Web 
pages in IMDB and annotated as the sample page. Then we extract another 50 Web 
pages. To avoid any accidental occurrence, tests are repeated 3 times with different 
sample pages. The average precision and recall are taken. The comparison has been 
made with [5] and [7] under the same condition. Table 1 gives the final result.  

Table 1. Extraction results from IMDB 

Algorithm Total Pages Precision (%) Recall (%) 
Dong’s Algorithm 75 91.2 92.4 
Yong’s Algorithm 75 94.5 90.3 

Ours Algorithm 75 99.6 97.8 

 
Result in Table 1 shows that the improved DOM-based method can obtain a higher 

precision and recall compared to method 1 and method 2. Even if some Web pages 
lose items occasionally, it can still get a better extraction result. 

In order to validate the effectiveness of the detection strategy, another data source 
OKRA is used to carry on the experiment. Web pages in OKRA are multi-record 
pages. We select one page as the sample page and extract another 50 pages. The 
comparison with [5] and [7] is given in Table 2. 

Table 2. Total Extraction Results from OKRA 

Algorithm Total Pages Precision (%) Recall (%) 
Dong’s Algorithm 75 89.2 89.3 
Yong’s Algorithm 75 100 100 
Ours Algorithm 75 100 100 

5   Conclusions 

This paper proposes an improved DOM-based method for Web information 
extraction. The extraction process is implemented by comparison and classification. 
When extracting multi-record Web pages, a detection strategy is used to determine the 
dividing point between records. Then the records can be obtained one by one. It 
reduces the difficulty of extraction. Experiments show that the method has a better 
performance with IMDB and OKRA. 
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Abstract. Colposcopy is one of the methods for cervical cancer screening that 
uses visual testing based on the color change of abnormal cells that turn white 
when exposed to acetic acid called AacetoWhite (AW) region. In this paper, a 
novel approach to detect the AW region in the cervix image based on statistical 
features and Bayes classifier is presented. Colposcopic images are acquired in 
raw form, contains cervix, regions outside the cervix and parts of the imaging 
devices. In the preprocessing stage the irrelevant information in the cervical 
images are removed based on Mathematical morphology and Gaussian Mixture 
Modeling and also specularities are removed based on HSI colour space. The 
detection of lesion (AW region) is achieved by extracting the statistical features 
such as mean, standard deviation and skewness and the features are used as an 
input to the Bayes classifier. Segmentation results are evaluated on 260 images 
of colposcopy.  

Keywords: Colposcopy, Cervigram, Gaussian Mixture Model, Fuzzy C means 
Clustering, Morphological Operations, Statistical Features. 

1   Introduction 

Cervical cancer is the most common form of cancer in women under 35 years of age, 
worldwide. Cervical cancer is largely preventable and curable with regular pap tests 
and pelvic exams.  Pap test is used to find cell changes in the cervix. In a Pap test, the 
nurse or the Doctor uses a speculum to view the vagina and takes a few cells from the 
cervix using a soft brush. A lab then checks these cells for the presence of cancer. As 
per the latest news reported in the Hindu dated July 9, 2011, Colposcopy helped early 
detection of Cervical Cancer in women. Colposcopy is a medical diagnostic procedure 
to examine the illuminated, magnified view of the cervix and the tissues of vagina and 
vulva. Colposcopic images are characterized by color, texture and relief information. 
Thus, their automatic analysis is difficult. However, the diagnosis of experts about 
some much debated images is often different, because of the very high specialization 
required. An integrated analysis tool for helping gynecologists to build their 

2
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colposcopic diagnosis is proposed by Isabelle Claude and Philippe Pouletaut [1]. 
Moreover, specific preprocessing methods and different segmentation methods are 
available like principal component analysis and multidimensional histogram analysis. 

Cerviographic images are known as cervigrams. In cervigram, the lesions are of 
varying sizes and complex, non-convex shapes. A new methodology that enables the 
segmentation of non-convex regions, thus providing a major step forward towards 
cervigram tissue detection and lesion description is presented by Shiri Gordon and 
Hayit Greenspan [2]. The framework transitions from pixels to a set of small coherent 
regions, which are grouped bottom-up into larger, non-convex, perceptually similar 
regions, utilizing a new graph-cut criterion and agglomerative clustering. A multistage 
scheme for segmenting and labeling regions of anatomical interest within the 
cervigrams is presented by Hayit Greenspan and Shiri Gordon [3]. In particular, 
focusing on the extraction of the cervix region and fine detection of the cervix 
boundary, specular reflection is eliminated as an important preprocessing step and in 
addition, the entrance to the endocervical canal is detected.  

Colposcopic image classification based on contour parameters using different 
artificial neural network and the KNN classifier is proposed by Claude and I. 
Winzenrieth [4]. A set of original spatial and frequency parameters is extracted from 
283 samples to characterize the attribute of contour. The spatial parameter is the 
number of the region around the edges and the frequency parameters are amplitude of 
first peak, frequency of the end of first peak, area under first peak and area under 
other peaks. Then the Principal Component Analysis is performed to test the 
parameters. Segmentation and classification of cervix lesions by pattern and texture 
analysis is presented by Bhakti Tulpule and Shuyu Yang [5]. The acetowhite region, a 
major indicator of abnormality in the cervix image, is first segmented by using a non-
convex optimization approach. Within the acetowhite region, other abnormal features 
such as the mosaic patterns are then automatically classified from non-mosaic regions 
by texture analysis. 

A cost-sensitive 2ν-SVM classification scheme to cervical cancer images to 
separate diseased regions from healthy tissue is proposed by Yusuf Artan and Xiaolei 
Huang [6]. Multiplier classifier scheme is used instead of the traditional single 
classifier to test the NCI/NLM archive of 60000 images. The phase correlation 
method followed by a locally applied algorithm based on the normalized cross-
correlation is presented for image registration by Acosta-Mesa Héctor G and Zitová 
Barbara [7]. During the parameterization process, each time series obtained from the 
image sequences is represented as a parabola in a parameter space. A supervised 
Bayesian learning approach is proposed to classify the features in the parameter space 
according to the classification made by the colposcopist. 

Cervical Intraepithelial Neoplasia (CIN) is detectable and treatable precursor 
pathology of cancer of the uterine cervix. A non-parametric technique, based on the 
transformation and analysis of the distortion-rate curve is proposed by Yeshwanth 
Srinivasan and Enrique Corona [8] to assess the model order. This technique provides 
good starting points to infer the GMM parameters via the expectation- maximization 
(EM) algorithm, reducing the segmentation time and the chances of getting trapped in 
local optima.  
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2   Proposed Method 

A novel computerized system approach proposed in this paper can be used for 
diagnosing the (AW) lesion in the cervix image. The process is carried out in three 
parts, namely, ROI segmentation of cervix, Removal of specularities and Detection of 
AW Lesion.  

2.1   ROI Segmentation of Cervical Images 

The steps in segmentation of cervix from the colposcopy cervix image are shown in 
Figure 1. An ROI segmentation image processing system substantially masks non-
ROI image data from a digital image to produce a ROI segmented image for 
subsequent digital processing. A colposcopy cervical image contains major cervix 
lesions, regions outside the cervix and parts of the imaging device.  In this method, 
only the major cervix lesion is segmented for further processing.  The major cervix 
lesion is a reddish, nearly circular section approximately centered in the image. This 
feature is used to identify the ROI region. 

For ROI segmentation, first the given cervix image in RGB colour space is 
converted into Lab colour space due to the fact that Lab colour space is a good choice 
for representing the colour. The Euclidean distance of a pixel from the image center is 
extracted for all pixels and it is represented as Euclidean distance array d. The 
Gaussian Mixture Model (GMM) parameters  and  are calculated by (1) for the 
Euclidean distance array and the colour channel a from the Lab colour space.   

 ( , ) =         ( , ) =   .                                          (1) 

 
By using the GMM parameters, Euclidean distance array and the colour channel a 
from the Lab colour space are normalized and aggregated into a single array which is 
given to Fuzzy C means clustering (FCM)  algorithm as an input. In FCM, the total 
number of cluster is set to 2. Among the 2 cluster, the cluster which has the smallest d 
and largest a is chosen as ROI after the cluster centroids are de-normalized. Finally, 
morphological opening is used to remove the small regions and fill the holes to get the 
required ROI image that contains only the cervix lesion. 

2.2   Specular Reflection of Cervical Images 

Specular reflections (SR) appear as bright spots heavily saturated with white light. 
These occur due to the presence of moisture on the uneven cervix surface, which acts 
like mirrors reflecting the light from the illumination source. The block diagram for 
removal of specular reflection in the segmented cervix image is shown in Figure 2.  
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Fig. 1. Block diagram of ROI Segmentation of cervical images 

The segmented cervix image in RGB colour space is converted into HSI colour 
space due to the fact that HSI colour space represents the colour similarity how the 
human eye senses colours. The HSI color model represents every color with three 
components, hue (H), saturation (S) and intensity (I). Specularities always have very 
intense brightness and low saturation values. Hence, the I and S component in the HSI 
colour space is used to find the SR region and the conversion formulae are given in 
(2) and (3) respectively. =  + +3  .                                                                     (2) 

= 1  min ( , , )3  .                                                         (3) 
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The initial SR regions are identified by applying thresholding technique on image 
pixels. The threshold values are defined in (4)  >   0.8      >   0.6   .                                              (4) 

After thresholding, morphological dilation is performed on the thresholded image by 
using square structuring element of width 5 to get SR regions. Boundaries are 
extracted from the SR regions by using 8-connected neighborhood.  Finally, the SR 
regions are smoothly interpolates inward from the pixel values on the boundaries by 
solving Laplace's equation. 

 

 

Fig. 2. Block diagram for removing Specular Reflection on ROI cervix images 

2.3   Detection of AW Region 

There are two stages in the proposed lesion detection method. They are feature 
extraction stage and classification stage. In the feature extraction stage, the statistical 
features are extracted from the normal and abnormal region and these features are 
given to the Bayes classifier for detecting the lesion. 

2.3.1   Feature Extraction Stage 
The statistical features, mean (µ), standard deviation (σ) and skewness are extracted 
from each channel of RGB cervix images for every 32x32 overlapping tile. The 
features of each channel is fused together to form the feature vector. The feature 
extraction stage is shown in Figure 3. Table 1 shows the average feature values of  
sample training images  
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Fig. 3. Feature Extraction Stage 

Table 1. Average feature values of sample training images 

 Mean Standard Deviation Skewness 
 Normal Abnormal Normal Abnormal Normal Abnormal 

R Channel 93.4302 246.5972 3.5482 0.2509 0.0090 0.3058 
G Channel 29.8502 170.2083 1.7766 0.2230 -0.2403 0.1873 
B Channel 46.9442 171.3453 2.2051 0.2104 -0.0326 0.2769 

2.3.2   Classification Stage 
For training the classifier, 25 normal and 25 abnormal cervix images marked by the 
experts are taken. The normal and abnormal region in cervix images is divided into 
32x32 overlapping tiles. The statistical features are extracted from the tiles and stored 
in the database which will be used for training the classifier. Then the Naïve Bayes 
classifier is created by fitting the training data in the database. The classification stage 
is shown in Figure 4. 

 

Fig. 4. Classification Stage 
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3   Experimental Results 

The performance of the proposed method is tested on 200 normal colposcopy cervix 
images and 60 abnormal colposcopy cervix image obtained from Government 
Kasturibaigandhi Hospital (KGH), Chennai, India. Experimental result of 4 cervix 
images by the proposed system is shown in Figure 5. The First row image in the 
figure is normal cervix image. The proposed method correctly classified the normal 
cervix image as normal and there is no mark by the proposed method and the expert 
also.  The proposed method correctly detects the lesion in the posterior and anterior 
lib of the second row image and also marked by the experts.  The lesions are detected 
for third row images are similar to the experts’ results. The lesions are detected for 
fourth row images and also similar to the experts’ results 

 

   

   

   

  
a) (b) (c) (d) (e) 

Fig. 5. (a) Input Image (b) ROI segmentation (c) SR removal (d) Proposed method (e) Marked 
by expert 

4   Conclusion 

In this paper, a fully automatic method for removal of irrelevant information such as 
regions outside the cervix, speculum in colposcopy cervix images based on 
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mathematical morphology and clustering based on Gaussian Mixture Modeling is 
presented. Also the lesion in the cervix image is detected based on statistical features. 
The purpose of the recommended process is mainly to prepare the colposcopy cervix 
images for further analysis. The proposed algorithm is tested on a large set of images 
totally 240 images and encouraging results are achieved as compared with the 
experts’ results. 

In most of the cases, the proposed method detects the lesions very well. However, 
some times the region outside the lesion edges is also detected as lesion. This is due to 
the fact that the lesion edges and the region outside lesion edges are classified as 
abnormal by the classifier based on the features.  Further work is in progress to get 
the better result. 
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Abstract. Services oriented computing is playing a vital role in last decade to 
develop service oriented distributed computing systems. Web services are 
reusable software components on the web which can be discovered, fetched, 
and invoked. With an increase importance towards semantic web services, a 
challenging task with this domain lies in discovering, composing and then 
invoking on heterogeneous interface. Matching algorithms are considered basic 
approach to discover loosely coupled internet registry based web services but 
algorithms which match based on semantics of the query are limited. Graph 
based, logic based and many other techniques were introduced to accomplish 
the task. This paper entitles an overview on different matchmaking approaches 
for semantic web service discovery using OWL-S. 

Keywords: Semantic Web Services, Web Services, SOA, Matching algorithms. 

1   Introduction 

Distributed systems mediate interactions between clients and applications from 
heterogeneous platforms. In these interactions, Web service plays vital role. Web 
service act as a reusable component that can be self described, can be published, and 
invoked on standard internet protocols. This model of services provide on demand 
dynamic information to the websites.  A Web service is a software system identified 
by a URI, whose public interfaces and bindings are defined and described using 
XML. Its definition can be discovered by other software systems [10]. These systems 
may then interact with the Web service in a manner prescribed by its definition, using  
XML based messages conveyed by Internet protocols. Several XML standards are 
been framed like WSDL [8], UDDI [11], SOAP, OWL-S [9], RDF [10].  

Wide adoption of web services is due to its simplicity and interoperability it 
provides over on web. Humans are directly involved in application development 
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associated with web services. The ultimate vision of SOA is to enable a client to 
automatically select appropriate service from a pool of dynamically discovered 
services and invoke it without having the a priori knowledge about service provider 
and the specifics of the service itself [3]. SOA raises challenging tasks like automatic 
service discovery, execution time, service composition, service selection, and service 
invocation.  

Semantic web technology realizes machine readable data and domain ontology 
with the help of open standards like XML, OWL and RDF. Infrastructure of semantic 
web is adapted to visualize semantic web services. 

Matching algorithms are considered basic approach to discover loosely coupled 
internet registry based web services but algorithms which match based on semantics 
of the query are limited. In this paper we present an overview on different 
matchmaking approaches for semantic web service discovery using OWL-S. 

The outline of the paper is as follows. After short notes on standards for semantic 
web services in section 2, we present what actually semantic searching mean, and 
discuss different approaches for semantic service matching using OWL-S in section3. 
Comparison on different approaches discussed in section4 and a conclusion on related 
work in section 5.  

1.1   Standards for Semantic Web Services 

Ontology are the best suited to add semantics to data on web. An ontology models 
domain knowledge in terms of concepts and relationships between them [4]. Standard 
language used to define domain ontology is the web ontology language recommended 
by World Wide Web consortium. RDF data models resources and relations between 
them [7]. WSDL describes the web services in terms of types, Messages, Operation, 
Port Type, Binding, Port, and Service [8]. UDDI is standard registry for publishing, 
listing out the services over on the web so as to simplify the search done by the 
consumers based on category, interface, transport and security protocols and specific 
keyword search. OWL-S is the web ontology language for describing web services on 
owl [9]. OWL-S (formerly DAML-S) is an ontology of services that enables users and 
software agents able to discover, invoke, compose, and monitor Web resources 
offering particular services and having particular properties, and should be able to do 
so with a high degree of automation [6].  OWL-S classifies web services description 
in to a) service profiles b) service model c) service grounding described below. 

a) Service Profiles enables service provides to describe services in terms three 
sections such as provider information, functional description and in the last properties 
like category of service and quality. Provider information contains contact details. 
Functional description specifies what service consumes (inputs), service produces 
(outputs), service conditions should met initially (preconditions) and lastly what it 
results (effects) after service execution (IOPE).  

b) Service model can be described as process and helps in interaction for consumers 
or software agents with the selected web service. Inputs and outputs are subclasses of 
parameter. Preconditions and effects are of kind expression, represented as logical 
formula. Preconditions are to be true in order to execute web service properly. Atomic 
process describes one operation with defined input messages and defined output 
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result.  Group of Atomic process are built to form Composite process, that describes 
sequence of operations (Sequence, Split, Split + Join, Choice, Any-Order, Condition, 
If-Then-Else, Iterate, Repeat-While, and Repeat-Until) one after the other and 
maintain some state.    

c) Grounding describes details regarding how service is accessed pertaining to 
message formats protocols, serialization, transport and addressing [9]. Concrete level 
specification description is done in grounding towards the service interaction. While 
comparing with service profile and service model they exhibit abstract specifications. 
WSDL is adopted as standard for describing Service Grounding. Since WSDL can 
deal with network protocols but not with semantic, and OWL-S can deal with 
semantics but not with network protocols both are overlapped. Mapping OWL-S and 
WSDL is done 

2   Semantic Matchmaking for Web Services 

Matching algorithms are search based on keyword matching basically UDDI 
publishes web services, service provides advertises them and WSDL describes 
services. Clients or agents (Consumers) usually without prior knowledge of services, 
search automatically to invoke services. This process may be as simple as similarity 
search i.e. matching requested parameters with advertising functionalities. But results 
are ranked based on the degree of match. As per Paolucci [6] matching algorithm 
should minimize false positives and false negatives, but simple matching increases 
false positives and false negatives so semantics based matching are introduced to into 
OWL-S. In semantic matching, meanings are considered with the help of domain 
ontology. An ontology models domain knowledge in terms of concepts and 
relationships between them [4]. Functionalities of web services are described in terms 
of IOPE. Inputs and outputs of service are expressed as concepts belonging to set of 
ontology [3]. Single Concepts in ontologies refer to many relationships from 
difference sources. This helps to provide solution for semantic matching of web 
services. Service provides in describing OWL-S has to be honest in terms of non 
functional properties like cost and efficient in terms of excess delays.  

3    Survey on Matching Algorithms 

3.1   Semantic Matching of Web Services Capabilities 

Semantic matching is done between the service description being requested and 
service description being offered by service provider [6] i.e. each concept (both input 
and output) of request is compared with the concept defined in advertisement using 
DAML-S (Language for service description). Algorithm initially, outputs of request 
are matched with outputs of advertisement then similarly inputs of the advertisement 
is matched with inputs of the request. Resulted retrieved list is given a score based on 
degree of match (dom) according to the rules mentioned below.  Here outR is output 
requested and outA is output Advertised. 
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degreeofmatch(outR,outA) 
 if outA=outR then return exact 
 if outR subclassOf outA then return exact 
 if outA subsumes outR then return plugIn 
 if outR subsumes outA then return subsumes 

  otherwise fail.  

3.2   Matching Based on Bipartite Graph  

Bipartite graph is special type of graph in which the set of vertices can be divided in 
to two disjoint subsets, such that each edge connects a vertex from one set to a vertex 
from other subset. Sample bipartite graph is shown in fig below. Simple Graph G= 
(V, E) is called bipartite if its vertex set can be partitioned into two disjoint subsets 
V=V1 ∪  V2, such that every edge has the form e= (a, b) where a ∈  V1 and b ∈  
V2.  Note: no vertices both in V1 or both in V2 are connected.  

 

Fig. 1. Bipartite Graph 

Same concept of matching is applied in algorithm by [4], where vertex set Qout is 
Query output and Aout is advertisement output. Bipartite graph is constructed G= 
(Qout + Aout, E). Concepts a & b belongs to Qout & Aout and R be degree of match 
(exact, plugin, subsumes, fail) between a and b then edge (a, b) exists if R ≠ fail 
match with weight as degree of match. If output requested is matched with the output 
advertised then algorithm results in perfect match. When multiple matches are 
resulted by matching algorithm then for an optimal match Hungarian algorithm 
technique based on the weights of all edges is used to get minimum value of max(wi) 
which is considered as the highest degree of match. Weights of the edges are 
computed as shown in Table1. Matching of input concept is also done in similar 
process, where every advertisement input Ain is matched with query input Qin. At the 
end resulted candidate list is sorted on the basis on input and output concepts queried. 

Table 1. Weights calculation table 

Degree of match Weights 
Exact w1=1 

Plug-in w2=(w1 * Qout | + 1) 
Subsume w3=( w2 * | Qout | + 1) 
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3.3   Flexible Graph Based Approach for Composite Semantic Web Services 

In this algorithm [1] for a given composite OWL-S process P, corresponding graph 
GP is represented. GR be a graph for service requested. The degree of match between 
two nodes r ∈ V (GR) and s ∈ V (GP), respectively are computed for both, inputs 
and outputs which is as follows 
 

max{ ( , )}
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INr and INs denote the set of input parameters of r and s, respectively. Function sim 
computes the similarity between singleton input and output parameters. Similarity 
function first compares in ontologies defined in OWL-S service description and then 
string similarity search is done based Cosine Similarity, Jacard Similarity or hybrid 
measures [5]. Sim function is defined as follows. 
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Then overall degree of match (4) is computed as follows using Maximum common 
Subgraph (MCS). The MCS of G1 and G2 is defined as the largest subgraph of G1 
that is isomorphic to a subgraph of G2. 
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3.4   OWL-MX Hybrid Matching Algorithm 

OWL-MX matchmaker [5] is hybrid approach for searching services in OWL-S for 
given request. Apart from only logic based reasoning this also does content based 
information retrieval techniques for OWL-S service profile I/O matching with user 
specification of desire degree and syntactic similarity threshold. For a given service 
advertisement and request degree of semantic matching is calculated based on the 
following five filters [5] (first 3 filters are logic other syntactic similarity). 
 

Exact: Service S exactly matches request R ⇔ ∀ INS ∃ INR: INS = INR ∧ ∀ 
OUTR ∃OUTS : OUTR = OUTS. 
Plug-in: Service S plugs into request R⇔∀INS ∃INR : INS ˙≥ INR ∧ 
∀OUTR  ∃OUTS : OUTS ∈ LSC(OUTR). 
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Subsumes: Request R subsumes Service S⇔∀INS ∃ INR: INS ˙≥ INR ∧ ∀ 
OUTR ∃ OUTS: OUTR ˙≥ OUTS. 

Subsumed-By: Request R is subsumed by Service S ⇔ ∀ INS ∃ INR: INS ˙≥ 
INR ∧ ∀ OUTR ∃ OUTS: (OUTS = OUTR ∨ OUTS ∈ LGC(OUTR)) ∧ 
SIMIR(S, R) ≥ α. Nearest Neighbor: Service S is nearest neighbour of request R ⇔ 
∀ INS ∃ INR: INS ˙≥ INR ∧ ∀ OUTR ∃ OUTS: OUTR ˙≥ OUTS ∨ 
SIMIR(S, R) ≥ α. 

 
OWL-MX matching algorithm five variants OWL-M0 to OLW-M4 are implemented. 
OWL-M0 is logic based service I/O matching and OWL-M1 to OWL-M4 compute 
the syntactic similarity value of IR for unfolded concepts of query and registered 
request using loss-of-information measure, extended Jacquard similarity coefficient, 
the cosine similarity value and the Jensen-Shannon information divergence based 
similarity value. If the calculated hybrid degree of match is better than or equal to 
minimum degree specified by user then service is treated as relevant. Findings: OWL-
MX takes more time in service classifications. Matching of the services depend upon 
the user specification of degree of match and syntactic similarity threshold.  

3.5   Matchmaking Based on Feedback on web Services  

In this approach Service feedback are captured from users about the used web 
Services [2]. Advent of Web2.0 participation and collaboration information helps out 
to improve accuracy in matchmaking algorithms when searching services. Directly 
user rating or inference rating of service with user behavior feedback loop component 
is incorporated in to architecture for capturing used services feedback into RDF [2].  

<r: Rating> 
<foaf: Person rdf: about="#mark"/> 
<r: Request rdf: about="#requestX"/> 
<r: Service rdf: about="#serviceY"/> 
<r: Score rdf: datatype="&xsd; double">0.90</r: score> 
</r:Rating>     

For a given request R a tuple set T={U,R,S,f} where U denotes user rated for request 
R and service S with scoring f is constructed from rating database 

U R S Fτ ⊆ × × × . feedback score vector fb is calculated as   

*

( , , , ) : ( )

( , )

( , )
{ , , , ) : ( )}

U Q S f Q SIM R

f sim R Q

fb R S
U Q S f Q SIM R

τ

τ
∈ ∈=
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                      (5) 

Where sim(R,Q) is match instance of Q with respect to R. OWL-MX [7] matching 
algorithms discussed in above section are used to calculate the matching with all M0, 
M1, M2, M3 and M4 filters. Match instance for service S, request R, and matching 
function is vector such that 
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Let  ,u v τ∈  being   match instance set of resulted services. u dominates v, u>v, iff u 

has higher degree of match in all parameters for a given request. Dominance scores 
are calculated to rank matching services based on higher degree of match.  

Both feedback score fb as an additional ranked match instance and fb as integrated 
with ranked match instances strategies are evaluated for matching result. 

4   Comparison of All Approaches 

In this section we compare present different discussed approaches above  

Table 2. Result Comparison table for approaches  

 Match 
Making 

Test 
Collection 

Result  

OWL-MX OWL-MX OWL TC  
v2 

Logic + all hybrid OWL-MX match 
makers are outrun by IR based service 
retrieval  in terms of average query 
response time 

Feedback OWLS- 
MX 

OWL TC  
v2 

Feedback Aware methods outperform 
the non feed back methods 

Bipartite Java, 
Protege,  

OWL TC  
v1 

In terms of performance bipartite 
matching algorithm is consuming more 
search time with respect to number of 
advertisements in registry. 

Greedy DAML-S 
DAML+OIL 
 Reasoner 

AdvDB, 
OntologyDB 

dom are dependent on the concept 
defined in the profiles. If the order is 
changed the results of the algorithm 
results a change in candidate list. 
Sometimes false positives and false 
negatives are generated 

Table 3. Comparison table for approaches  

 I/O User 
Pref 

Approach Ontology 
Type 

OWL-MX Yes Yes Logic and content based Heterogeneous 
Feedback Yes Yes Logic and User feedback Heterogeneous 
Flexible Yes No Graph and IR Mechanism Domain Specific 
Bipartite Yes No Bipartite Graph Matching 

& Hungarian Algorithm 
Domain Specific 

Greedy Yes No Greedy Domain specific 
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5   Conclusion 

We have seen different approaches in semantic matchmaking for service discovery. 
All the algorithms mainly concentrate on function parameters to match. Non 
functional parameters (price, negotiations, trust, quality) the web2.0 user 
participation, web service rating system, feedback from user can also be used to 
narrow down service discovery. 
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Abstract. E Learning is emerging as a heavily learner-centric, emphasizing 
pervasive and personalized learning technology. Affective learning outcomes in 
a nutshell, involve attitudes, motivation, and values. In the same tune we can 
also define the affective E-learning, as a strategy, which implies recognition of 
learner’s emotion and selection of pedagogy in a best possible way. For the best 
delivery, learner’s affective state needs to be identified where the key solution 
is emotion recognition. Our work focuses on emotion detection using 
biophysical signals which further explores the evolution of emotion during 
learning process, to generate a feedback that can be used to improve learning 
experiences. Our research is deeply focused into the aspects of operative 
content delivery mechanism by using physiological facial signals for the 
detection of learner’s emotion but without detecting the face. In this paper we 
propose a key technique to detect learner’s facial expression, based on neural 
network classification and selection of appropriate learning style, which shows 
reasonable results in comparison with the other existing systems. The result 
manifests that the recognizer system is effective. 

1   Introduction 

A fundamental tenet of this design is that one method does not fit to all learners. 
Different pedagogy has to be chosen for different learner. In E-Learning portal the 
method of teaching-learning is unidirectional which implies simultaneous 
communication can’t happen. But in the face to face interactive session, it happens. 
Teacher’s experience plays an important role and hence an E-Learning portal needs 
such platform for emotion sharing between the leaner and the teacher. Learner’s 
emotion first reflects on the face and hence facial emotion recognition [1] is preferred 
to get the affective state of learner. The proposed model can recognize learners’ 
emotion to identify the affective state. In this paper we propose a technique to detect 
learner’s facial expression using SVM (Support Vector Machine) and also selection of 
the course based on neural network. As per the psychological theory that human 
emotions –could be classified into six typical emotions [2] viz. ‘‘happiness’’, 
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‘‘sadness’’, ‘‘surprise’’, ‘‘fear’’, ‘‘disgust’’ and ‘‘anger’’. For the appropriate 
learning pedagogy, we need to identify the learner’s psychology in the best way. 
Number of parameters is involved for psychological emotion, but our work is to 
utilize the facial gesture which can be correlated with emotions using neuro-fuzzy 
approach of classification. After identifying the psychological emotion, our system 
will automatically detect the learning pedagogy. The required course detection will be 
held automatically as per the algorithm. Our total proposal fastens in twofold 
operations; one is identification of learners’ emotion and another is selection of the 
learning style.   

James J. Lien [3] has shown the process of automated facial expression of upper 
face. But the detection technique used in the Facial Action Coding System (FACS) 
[4] to identify facial action was an anatomically based coding system that enables 
discrimination between closely related expressions. FACS divided the face into upper 
and lower face action and further subdivided motion into action units (AUs). Their 
approach recognized upper face expressions in the forehead and brow regions only. 
For emission detection lower face also plays an important role and so this approach 
fulfills partial emotion extraction. Moreover it also needs high gradient image but in 
web cam, assuming that the learner having a cheap and minimum amount of 
computational resource, we can’t get such quality images. C.H. Messom, A 
Sarrafzadeh, M.J. Johnson, F. Chao said in their paper [5] that many software systems 
would significantly improve performance if they could adapt to the emotional state of 
the user, for example if intelligent tutoring systems, information / help kiosks, 
ATM’s, automatic ticketing machines could recognize when users were confused, 
frustrated or angry then they could guide the user back to remedial help systems, so 
improving the services. Current software systems are not able to estimate the affective 
state of the users and so, that are not able to offer these additional capabilities. They 
have proposed a model for detection of affective state estimator. This system consists 
of two neural network classifiers and a fuzzy logic facial analysis system. This system 
has been successfully prototyped for use in an intelligent tutoring system that has 
been adapted to the affective state of the user. Though facial expressions are the most 
important means of detecting emotions, however, other bio-signals such as heartbeat, 
skin resistance and voice tone can also be used for detecting human emotions. Our 
proposed model detects the movement of some points / spots of the face, from which 
it can detect the learner’s emotion. Moreover our approach is one step forward i.e. it 
could select the appropriate course for the learner using neural network. 

Our research claims better facial emotion detection of a learner in an E-Learning 
platform and it requires a very minimum amount of resource at client side for detection 
of the affective state of the learner. Our objective is to detect affective state of learner 
through facial emotion; hence we choose the spot detection technique which has not 
been done earlier. The achievements of our research can be briefed as follows: 

• It works in client side, which minimizes the server side overhead.  
• It doesn’t needs to detect the full face; only spot movement detection is 

enough for emotions detection.  
• Emotion can easily be detected from the same group of learners because of 

the similar facial pattern.  
• There is a model for automatic lesson detection.  
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Our proposed work accomplishes a fusion of facial emotion and learning pedagogy, 
ensuring an affective E-Learning strategy, which is a new work in this domain of 
research.   

In this paper, the abstraction of the affective computing model in E-Learning that 
identifies the effectiveness of learner has been explained in Section 1.1. Learner’s 
facial expression capturing and emotion detection framework has been implemented 
in the section 2. The key technology and methodologies for facial emotion recognition 
has been implemented in Section 3. Implementation and results of the facial emotion 
recognition using SVM has been shown in Section 4 and conclusive remarks are 
given in Section 5. 

1.1   E-Learning Model Based on Affective Computing 

Mase K. proposed an emotion recognition system that has used the major directions 
of specific facial muscles [6]. We are proposing the model for affective computing, 
based on fusion of emotional behaviors (speech and facial expressions) which works 
as an important feedback signal to know about psychological state of the learner. 
Feedback signals can be taken care effectively and can help in tuning the teaching 
strategies to serve personalized learning. We have taken the traditional E-Learning 
model and have added the affective computing module with it. The proposed model 
of E-learning system based on affective computing is shown in Figure 1.  

 

Fig. 1. E-Learning Model Based on Affective Computing 

 
 

Learner Interface module: Affective computing input (speech emotion and facial 
expression recognition input) is given to the human machine interface of the 
traditional E-Learning system, which collects learners’ speech and facial emotion 
feedback information primarily, and thus realizes the emotion compensation. In this 
paper we have focused on facial expression only. 

Recognition module: Emotion recognition module is composed of input, pre-
processing, feature extraction, feature selection and emotion recognition sub modules.  

Evaluation module: It takes the input from the recognition module and generates the 
corresponding evaluation parameters.  
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2   Facial Emotion Recognition By Capturing Learners’ Facial 
Expression 

2.1   Technical Framework 

The recognition process has been framed with intelligent affective state recognizer. 
This affective structure is being composed with scanning of Images, Pre-Processing, 
Classification, Feature Extraction and Interpretation [7]. The following steps have 
been executed for the task: 

 
Step I: Image of the learner is captured before the course delivery and stored in the 
database. 
Step II: The image of the learner is again captured after the course delivery to get the 
changes in the face emotion. 
Step III: The image acquired in Step II is then pre-processed by a neural network so 
that the positions of the face, specially forehead, eyebrow, low eye, cheek areas are 
detected. 
Step IV: This phase identifies the user, based on the database of known user image 
using Support Vector Machine.  
Step V: This stage consists of a facial feature extraction system based on neural 
network and an affective state estimator based on fuzzy logic. 
Step VI: This final phase selects the course delivery module as per the learners’ 
learning style.  

 
The extraction of facial features could be done by the use of markers, so we don’t use 
face detection and tracking algorithms. All of the processing will be completed at the 
client side, which means that the online system will only send the final affective state 
of the user to the server side of the system which requires only a small overhead. 

3   Key Technology Adopted for Emotion Detection 

3.1   Training Data 

Our training dataset consists of 129 college students and staffs ranging in age between 
19 to 35 years. 45% were female, 55% were male and all were Indians. Videos were 
recorded in QHM495LM-3207 web camera located directly in front of the learner 
whose basic configuration are - lens capacity:14 Mega pixels; output Size: 640x480; 
capture size 640x480; avoid flicker 50Hz; zoom 1x. Subjects have been delivered by 
an experimenter to perform a series of all 129 facial expressions. Image sequences 
from neutral to target display were 640 by 480 pixel arrays with 8-bit precision. The 
only selection criterion was that a sequence be labeled as one of the 6 basic emotions 
(disgust, sadness, happiness, fear, anger, surprise). The sequences came from 5 
different subjects, with 1 to 6 emotions per subject and we have classified the 
emotions in ten groups for further course selection.   



 Design and Implementation of Affective E-Learning Strategy 617 

 

3.2   Methodology Adapted 

Facial expressions give important clues about emotions. Therefore, the features used 
are typically based on local spatial position or displacement of specific points and 
regions of the face. For a complete review of recent emotion recognition systems 
based on facial expression the readers are referred to [8]. A motion capture system 
(Webcam) was used to capture the expressive facial motion after the delivery of the 
course. Notice that the facial features are extracted with the precision of webcam (14 
Mega pixels). 

 
 

 
a) Before course delivery b) After course delivery 

 

Fig. 2. Five areas of the face has been considered in this study 

 

In the system based on visual information, the spatial data collected from markers 
in each frame of the video were reduced into a 6-dimensional feature vector per 
sentence, which is used as input to the classifier. The facial expression system, which 
is shown in Figure 2, is described below. After capturing the motion data, it has been 
normalized.  

(1) All markers are translated in order to make a nose marker which acts as the 
local coordinate center of each frame,  

(2) One frame with neutral and close-mouth head pose is picked as the reference 
frame,  

(3) Three approximately rigid markers (manually chosen and illustrated as red 
points in Figure 2) define a local coordinate origin for each frame, and  

(4) Each frame is rotated to align it with the reference frame. Each data frame is 
divided into five blocks: forehead, eyebrow, low eye, right cheek and left cheek 
area. 

For each block, the 3D coordinate of markers in this block is concatenated together to 
form a data vector. It has been noticed that the markers near the lips are not 
considered, because the articulation of the speech might be recognized as a smile, 
which will confuse the emotion recognition system [9]. It is well observed that the 
different emotions appear in separate clusters, so important clues could be extracted 
from the spatial position of these 6-dimensional features space. Psychological 
research has classified six facial expressions which correspond to distinct universal 
emotions [10]. It is interesting to note that four out of the six are negative emotions. 
We have generalized the cues for facial expression as given below [11]. 
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Table 1. Facial Expression and its motion cues 

Expression  Motion Cues  Expression Motion Cues 

Happiness 
raising and lowering of mouth 

corners Fear 
brows raised  

eyes open  
mouth opens slightly  

Sadness 
lowering of mouth corners  
raise inner portion of brows  Disgust 

upper lip is raised 
nose bridge is wrinkled  

cheeks raised  

Surprise 

brows arch  
eyes open wide to expose more 

white  
jaw drops slightly  

Anger 

brows lowered  
lips pressed firmly  

eyes bulging  

4   Implementation and Results 

We have used the support vector machine (SVM) [12] concept for setting of related 
supervised learning methods that analyze data and recognized patterns, used for 
classification and regression analysis. The facial spots in the individual five blocks 
have been identified before and after the course delivery. Our objective is to classify 
data and hence our training data points belong to one of the two classes and the goal is 
to decide which class a new data point will be. SVM views as a p-dimensional vector 
(a list of p numbers), and we found separated points in a (p − 1) dimensional 
hyperplane. In our training data we have used 81- dimensions, so p=81. One 
reasonable choice as the best hyperplane is the one that represents the largest 
separation, or margin, between the two classes. So we have chosen the hyperplane so 
that the distance from it to the nearest data point on each side is maximized. This 
resulted to the hyperplane, the perceptron (ANNs) of optimal stability.   

 
 

 
 

Fig. 3. Facial points before and after course delivery 

We have extracted the set of values from the facial spots from one training sample. 
We have identified 81 spots throughout the face and as per the muscle movements 
and it has been divided into the 5 blocks. Before the delivery of the course snap was 
taken (Figure 2(a)) and was marked in black spot set. After the delivery of the course 
another snap was taken (Figure 2(b)) and those marks were done with blue spot set. 

X

Y 
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The both are mapped for detection of pattern using the SVM as shown in Figure 3. 
Now we go ahead for assigning the prediction class. The black points are considered 
in one class (+1) and the blue points are considered in another class (-1). We have 
taken a training data, which is a set of n points.   

Positive: w • x + b = +1 Negative:   w • x + b = -1 Hyperplane: w • x + b = 0 

We have to find the unknowns, w and b by expending the equations: 

w1x1 + w2x2 + b = +1                                              (1) 

w1x1 + w2x2 + b  = -1                                (2) 

w1x1 + w2x2 + b  = 0                                              (3) 

We have generated the training data for 129 facial emotions before and after course 
delivery. One dataset content 81 values of which first ten rows of the training data is 
given in Table 2. For all 129 training snaps same set of tables has been generated.  

Table 2. Training data (First 10 rows) 

Sample  Black (+1) Blue (-1) Sample Black (+1) Blue (-1) 
 SL Class X Y Class X Y  SL Class X Y Class X Y 

1 +1 15 71 -1 17 65 6 +1 61 37 -1 68 39 
2 +1 20 61 -1 23 58 7 +1 75 38 -1 85 41 
3 +1 25 51 -1 30 57 8 +1 91 46 -1 100 47 
4 +1 34 42 -1 39 44 9 +1 100 52 -1 111 54 
5 +1 47 38 -1 54 41 10 +1 108 61 -1 47 58 

 
By using DTREG-SVM (www.dtreg.com) modeling we have generated the report 

which is shown in Table 3 

4.1   Analysis of the Report 

From one training data, the result is presented in Table 3. 

Table 3. Result of the training data 

Bin     Cutoff         Mean           Mean        Cum %     Cum %   Cum       % of      % of 
Index    Target       Predicted    Actual      Population  Target    Gain   Population  Target   Lift 
  -------------------------------------------------------------------------------------------------------------------- 
   1    1.9971709   1.9972103   2.0000000      11.11      14.81    1.33     11.11     14.81    1.33 
   2    1.9971441   1.9971503   2.0000000      22.22      29.63    1.33     11.11     14.81    1.33 
   3    1.9971144   1.9971161   2.0000000      33.33      44.44    1.33     11.11     14.81    1.33 
   4    1.9971038   1.9971082   2.0000000      44.44      59.26    1.33     11.11     14.81    1.33 
   5    1.0030278   1.4999917   1.5000000      55.56      70.37    1.27     11.11     11.11    1.00 
   6    1.0030010   1.0030055   1.0000000      66.67      77.78    1.17     11.11      7.41      0.67 
   7    1.0029607   1.0029694   1.0000000      77.78      85.19    1.10     11.11      7.41      0.67 
   8    1.0028067   1.0028810   1.0000000      88.89      92.59    1.04     11.11      7.41      0.67 
   9    1.0023318   1.0025693   1.0000000    100.00    100.00    1.00     11.11      7.41      0.67 
  10   1.0023318   0.0000000   0.0000000    100.00    100.00    1.00       0.00      0.00      0.00 

Average gain = 1.190   ,              Mean value of target variable = 1.5 
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4.2   Explanation 

We need the average gain for further identification of the course delivery pattern. The 
rest of the data is not required in our study. As per the software, if the gain is 1.00 or 
less implies doesn’t detect the pattern and hence we have taken the average of all the 
training samples. First 10 training sample average gains are shown in Table 4. 

 

Table 4. First 10 Training Data 

 

Sample No Average Gain Sample No Average Gain 
1 1.1900 6 1.1200 
2 1.9100 7 1.1800 
3 1.0000 8 1.1700 
4 1.2900 9 1.1403 
5 1.1100 10 1.4404 

 
Average of all 129 training sample is: 1.3693 and which is more than 1.00, this 

implies that the pattern has been recognized. The next step is to make a group for 
lesson identification and as per the psychological theory the groups are formed which 
is given in Table 5. 

 

Table 5. Emotion - Group – Decision Taken 

 

Emotion Detected Grouping Learning Style detection 

Happiness, surprise Positive Group Lesson Understood 
Sadness, fear, Disgust, anger Negative Group Lesson Not Understood 

 

4.3   Modeling of Learning Styles with Neural Networks  

E-learning environments can take advantage of these different forms of learning by 
recognizing the pedagogy of each individual student using the system and adapting 
the content of courses to match this style. The method is based on artificial neural 
networks (ANNs) [13]. Neural networks are computational models for classification 
inspired by the neural structure of the brain: models that have proven to produce very 
accurate classifiers. In the proposed approach, neural networks are used to recognize 
learners’ learning styles based upon the actions they have performed in an E-Learning 
system. As per the detection of affective state, the system will suggest the lesson to 
the individual learner. As per the flow diagram system can select the learning 
pedagogy of the learner and neuro-fuzzy logic is required to implement such 
methodology.  The flow diagram is shown in Figure 4 
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Fig. 4. Flow of Learning Method identification  

5   Conclusion 

In this paper, we have shown the effectiveness of facial emotion recognition in order 
to identify the affective state of a learner. This research also analyzed the strengths of 
facial expression classifiers in E-Learning environment using SVM. The results 
presented in this research shows that it is feasible to recognize human affective states 
with high accuracy by the use of visual modalities. Therefore, the next generation of 
human-computer interfaces might be able to perceive humans feedback, and respond 
appropriately and opportunely to get users’ affective states, improving the 
performance and engagement of the current interfaces. 

In future work, the other image capturing obstructions like lateral impression, face 
with spectacle, sweaty face, etc. are to be considered. Our goal is to increase the 
maximum competence in human computer interaction for building up affective  
E-Learning system.   
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Abstract. In this paper, a Relaxed Parzen Window based Multifeatured Fuzzy-
GIS model has been proposed to forecast future facility locations for various
community services. Delaunay Triangulation technique is used as the base of
the model. Given a set of facility locations in a locality, the model forecasts the
best feasible places for the introduction of new facility centers based on various
attribute values. The Decision Support System of the proposed model is based on
Relaxed Parzen Window and Fuzzy implication technique. The degree of need
depends on the distance vector and the expected population of the locality.

Keywords: RPWMFGISFFL, Delaunay Triangulation, Parzen Window, Fuzzy-
GIS, Forecasting of Facility Locations.

1 Introduction

Geographical Information System [GIS], has become very trendy now a days[8]. In
this paper, a Relaxed Parzen Window based multi-featured Fuzzy-GIS model has been
proposed for forecasting the places where the new facility locations (Health Center in
present case) can be established. The model consideres Delaunay Triangulation(DT)
method [1] for first level computations. Some applications of Delaunay Triangulation
in GIS is available in various literatures[7][10] and some good online resources are
made available by L. Paul Chew [3] and Chris Gold[6] which deals with Computational
Geometry based problems.

In the second level, a Parzen Window(PW) [4] based Fuzzy conjunction concept [11]
for the prediction of degree of need has been proposed. Instead of crisp Parzen Window,
the model used a Relaxed one to handle the need realistically. The proposed model is
based on a need based fuzzy implication model. Some application of Fuzzy Logic in
GIS has been discussed by Gavin Fleming et.al.[5].

Section 2 of the paper deals with the outline of the proposed model. The detail of
anatomy of the model has been illustrated in Section 3. Experimental result and dis-
cussions are given in Section 4. Conclusions are given in Section 5 and references are
drawn at the end.

S.C. Satapathy et al. (Eds.): Proceedings of the InConINDIA 2012, AISC 132, pp. 623–630.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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2 Scheme

The proposed scheme has three phases. These are as follows:

• Find places for new facility centers using Delaunay Triangulation [DT] considering
the Near-neighbor distance vector.

• Project population of the suggested location using Fuzzy Logic and DT.
• Suggest the need of the new facility center based on Relaxed Fuzzy Parzen Window

model.

The Phases are discussed below:
In the first phase, a Delaunay Triangulation based Facility Center Projection (DT-

FCP) model has been proposed, which decomposes the map of interest into a set of
triangles based on existing facility locations. Utilizing these triangles the model pro-
poses the locations, where the facility centers can be established.

The second phase computes Delaunay Triangulation based Projection for Population
(DTPP) of the suggestion points considering available population information.

Taking the expected population of the suggestion point, the model applies a Parzen
Window based Fuzzy model to suggest the need of the facility center at that point. The
degree of need is calculated by relaxing the window size of the PW.

Algorithm 1, Algorithm 2 and Algorithm 3 are techniques pertaining to the proposed
system and outlines the model. The anatomy of the model is described in section 3 by
exploring the underlaying geometrical and fuzzy computation model.

Algorithm 1. Location Selection
Input: S = { f1, f2, · · · , fn} � Existing facility centers within boundary map
Input: B = {l1, l2, · · · , lm} � Boundary lines of the Map.
1: place S = { f1, f2, · · · , fn} on the Map.
2: compute Delaunay Triangles of Facility Centers[DTFCP].
3: compute T ←Triangle with Largest circumcircle
4: compute c ← circumcenter of T
5: if c ∈ Inside Boundary then
6: return c, radius � Returns the location with maximum distance from nearest facilities
7: end if

Algorithm 2. Population Prediction
Precondition: S = {(p1,k1),(p2,k2), · · · ,(pt ,kt)} � t different points with known population.
Precondition: B = {l1, l2, · · · , lm} � Boundary lines
Input: c(x,y) � Point suggested by the Algorithm 1
1: compute Delaunay Triangles of Population Points[DTPP] � DTPP
2: find the triangle T s.t. c(x,y) ∈ T � Triangle containing point suggested by Algorithm 1
3: compute the population of c(x,y) based on fuzzy distance vector.� Considering corners of T
4: return population of c(x,y)



Relaxed Parzen Window Based Multifeatured Fuzzy-GIS Model 625

Algorithm 3. Relaxed Parzen Window based Fuzzy Need Calculation
1: call Location Selection algorithm. Algo 1 � We shall get the point c(x,y) with largest

distance from nearest facility locations.
2: call population prediction algorithm. Algo 2 � Calculate the population of the point c(x,y)
3: pass these two to relaxed parzen window model and get the need of facility center at that point
4: suggest the need in the visual form on the map with different legends.
5: add the point c(x,y) in the existing Delaunay Triangulation[DTFCP] and recompute it.
6: repeat the same procedure so that all possible locations are explored one after another.

3 The Model of Computation

To find the solution, two computational models have been adopted. Delaunay Trian-
gulation [DT] and Parzen Window [PW] based Fuzzy implication. A DT is a planner
decomposition of a set of points where the edges forms triangle. In the present paper
Bowyer-Watson algorithm has been considered for computing DT [2][9].

Firstly the model computes the DT of the set of existing facility centers. Then it
calculates the radius of all of the circum circles of the set of triangles [Fig 1(a)]. The
triangle with largest radius is considered first. As the circumcircle of a Delaunay Trian-
gle is empty, the circum center of the largest triangle is the point which is furthest from
all other facility locations and is the most deprived location in the map. If this point lies
inside the boundary, then it is the best location for a new facility center.

The model then checks the population of the suggested location using fuzzy k-nearest
neighborhood method in the following way:

For every small locations, the population is represented by a point within the loca-
tion, called the representative point. The model then considers the Delaunay Triangu-
lation of the existing population points[Fig 1(b)]. Clearly, the suggestion point will fall
inside some of the DT of the population DT set. The model tracks that triangle and
computes population of the point using fuzzy k-nearest neighborhood algorithm for
k=3. The computation is done in the following way:

(a) (b)

Fig. 1. (a) The curcumcircles of DT of existing facility locations. (b) The DT of known population
points.



626 P. Roy and J.K. Mandal

Let three corners of a population Delaunay triangle are A (x1,y1), B(x2,y2) and
C (x3,y3) [Fig 2(a)]. Also let the point inside the triangle i.e. the suggested point is
P(xk,yk). Let D(ξ ,ζ ) is the intersection point of extended A P and BC . Let the
populations at A ,B and C are known and are ΨA ,ΨB and ΨC respectively. Clearly,
the point P(xk,yk) can be represented as a convex combination of (as it lies inside the
triangle) A (x1,y1), B(x2,y2) and C (x3,y3). For this, we first find the location of the
point D . Using coordinate geometry D(ξ ,ζ ) can be deduced as:

ξ = (( yk−y1
xk−x1

)x1 − ( y3−y2
x3−x2

)x2 + y2 − y1)/( yk−y1
xk−x1

− y3−y2
x3−x2

) and

ζ = (( xk−x1
yk−y1

)y1 − ( x3−x2
y3−y2

)y2 + x2 − x1)/( xk−x1
yk−y1

− x3−x2
y3−y2

)

Let α is the ratio BD
BC

and β is the ratio A P
A D

. Now, Euclidian distance formula gives,

α =
√

(x2−ξ )2+(y2−ζ )2√
(x2−x3)2+(y2−y3)2

and β =
√

(x1−xk)2+(y1−yk)2√
(x1−ξ )2+(y1−ζ )2

So, population of the pointD(ξ ,η) (denoted by ΨD ) on the lineBC can be given by
the linear combination of population of B and C as follows:
ΨD = αΨC +(1−α)ΨB. Similarly for the point P on the line A D , the linear combi-
nation is, βΨD +(1−β )ΨA i.e. β (αΨC +(1−α)ΨB)+ (1−β )ΨA

The above mentioned technique suggests a fuzzy method for projecting the popu-
lation of the suggestion point. The system opens a Parzen Window[PW] to decide the
degree of need of that point.

Parzen Window[PW] is an approach of pattern classification where a d dimensional
hypercube is considered [4]. The length of an edge of hypercube is hn and d is the
number of features considered. The Volume of the window is Vn = hd

n .
This paper proposed a relaxed Parzen Window model. It tries firstly a smaller Parzen

Window. If it captures the location, then the location has high degree of recommen-
dation. If not, the model gradually relaxes the window (increases the size) and tries
to capture the location and decreases the degree of recommendation of the location
accordingly.

We have applied fuzzy set theory to incorporate both the distance vector and the
population density. For distance vector we have taken the membership function as:

Sdistance(x : γ,δ ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, x < γ;
2( x−γ

δ−γ )2, γ ≤ x < γ+δ
2 ;

1−2( x−δ
δ−γ )

2, γ+δ
2 ≤ x < δ ;

1, x ≥ δ .

For distance vector, it is assumed that the distance is moderate if it is between d1 and d2

where 0 < d1 < d2. The smaller the distance the lesser the need. One interesting points
is that anything less than d1 is minimally required, but not every distance in reality
is realistic. Here the concept of linguistic variable has been introduced. The key idea
is “Distance may be less than d1 but not very less” will be considered for minimally
required. Highly required is anything > d2.
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Now we have to find out the value of γ and δ for distance membership functions. As
we have taken distance between d1 and d2 as moderate, then anything between d1 and
d2 is medium. We have introduced three linguistic variables Low, Medium and High
where,

Low is defined as: Φlow(x : a,b) =

⎧⎪⎪⎨
⎪⎪⎩

1, x < a;
1−2( x−b

b−a)
2, a ≤ x < a+b

2 ;
2( x−a

b−a)2, a+b
2 ≤ x < b;

0, x ≥ b.
Medium is defined as: Πmedium(x : a,b) = 1

1+( x−a
b )2 and

High is defined as: Φhigh(x : a,b) =

⎧⎪⎪⎨
⎪⎪⎩

0, x < a;
2( x−a

b−a)2, a ≤ x < a+b
2 ;

1−2( x−b
b−a)

2, a+b
2 ≤ x < b;

1, x ≥ b.
clearly, mid value of Φlow(x : a,b) is at d1, the mid value of Πmedium(x : a,b) is at both
d1 and d2 and mid value of Φhigh(x : a,b) is at d2. So, we can write,

Φlow :
{(

aΦlow + bΦlow

)
/2 = d1 and bΦlow = (d2 + d1)/2

Πmedium :
{

aΠmedium −bΠmedium = d1 and aΠmedium + bΠmedium = d2

Shigh :
{

aΦhigh = (d2 + d1)/2 and
(

aΦhigh + bΦhigh

)
/2 = d2

from the above mentioned equations, we can obtain the following values:

Πmedium :
{

aΠmedium = (d2 + d1)/2 and bΠmedium = (d2 −d1)/2
Φhigh :

{
aΦhigh = (d2 + d1)/2 and bΦhigh = (3d2 −d1)/2

Φlow :
{

aΦlow = (3d1 −d2)/2 and bΦlow = (d2 + d1)/2

Now, we can say that γ and δ for distance membership function can be defined as
γ = aΦlow = (3d1 −d2)/2 and δ = bΦhigh = (3d2 −d1)/2.

Figure 2(b) shows the membership function for distance attribute.
In case of population, we have adapted the membership function as

Spopulation(x : σ ,λ ) =

⎧⎪⎪⎨
⎪⎪⎩

0, x < σ ;
2( x−σ

λ−σ )2, σ ≤ x < σ+λ
2 ;

1−2( x−λ
λ−σ )2, σ+λ

2 ≤ x < λ ;
1, x ≥ λ .

and if it is given that the population is moderate between p1 and p2, then in the same
way- discussed above for distance vector- we can adjust the value of σ and λ and we
may write σ = (3p1 − p2)/2 and λ = (3p2 − p1)/2.

We define the fuzzy conjunction of two membership values μA(.) and μB(.) as
Hamacher product which can be defined as:

Hamacher (μA(.),μB(.)) = μA(.)×μB(.)
μA(.)+μB(.)−[μA(.)×μB(.)]
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(a) (b)

Fig. 2. (a) The nearest neighboring population points of suggested point. [The population points
are the corners of the surrounding triangle of the suggestion point]. (b) The membership function
for distance attribute.

and the pattern volume is defined as 1−Hamacher
(
μdistance(.),μpopulation(.)

)
because

the greater the Hamacher value, the better the matching. So, through a smaller window
it can be viewed. So, we have taken complement of Hamacher product as the volume.
Algorithm 4 describes the technique in a precise way.

Algorithm 4. Relaxed Parzen Window based Fuzzy Multi-objective Model
Input: Point p(x,y) � For which the need is to be calculated
1: xd ← μdistance(p(x,y))
2: xp ← μpopulation(p(x,y))
3: PatternVolume ← 1−Hamacher

(
xd ,xp

)
� The conjunction of xd and xp

4: VindowVolume ←Vsmall � Initialize the Parzen Window volume
5: if ISVISIBLETHROUGHPARZENWINDOW(PatternVolume) = True then
6: return HighRequirement
7: else
8: RELAX(WindowVolume)
9: if ISVISIBLETHROUGHPARZENWINDOW(PatternVolume) = True then

10: return MediumRequirement
11: else
12: RELAX(WindowVolume)
13: if ISVISIBLETHROUGHPARZENWINDOW(PatternVolume) = True then
14: return LowRequirement
15: else
16: return NoRequirement
17: end if
18: end if
19: end if

4 Result and Discussion

Some input data and model-suggested output is given in table 1 and table 2 respectively.
In table 1 the location of the facility centers, the boundary lines of the map and the
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population points with population value are given. The boundary lines are given by its
two end points. The population of a point means the population of the Block of the
District.

Table 1. Input Data Set (Facility Centers, Boundary Lines & Population)

Boundary Lines Population Information
Facility Centers Start End Population Population

Locations Point Point

(66, 66); (111, 111); (144, 144); (401, 321) (377, 305) (58, 58) 156320
(179, 179); (132, 132); (93, 93); (377, 305) (352, 281) (106, 62) 110393
(41, 41); (175, 175); (168, 168); (352, 281) (330, 266) (159, 146) 212742
(65, 65); (219, 219); (111, 111); (330, 266) (309, 241) (145, 107) 242377
(74, 74); (376, 376); (188, 188); (309, 241) (282, 227) (39, 91) 289903
(194, 194); (79, 79); (222, 222); (282, 227) (258, 208) (92, 119) 475439

...
...

...
...

...

Table 2. The Fuzzy Decision Making Output Data

Fuzzy Membership Values
Projected Distance Projected Distance Population Hamacher Final
Location Vector Population Product Suggestion

1 (622, 224) 92 242964 1.0 1.0 1.0 High
2 (452, 260) 76 179860 0.930 0.874 0.820 High
3 (421, 338) 84 162379 0.999 0.771 0.771 Moderate
4 (370, 192) 75 180731 0.919 0.878 0.815 High
5 (677, 342) 57 110374 0.291 0.323 0.180 No
6 (511, 376) 59 192383 0.372 0.929 0.362 Low

...
...

...
...

...
...

...

In table 2, some of the output data are given. In row 1 and 2 of table 2, both dis-
tance and population is high. So, the decision is “High”. Likewise, one “High” and one
“Moderate” contribution may give suggestion “Medium” as in case of row 3 of table 2.
“Low” recommendation is because one of the factors is “Low” or both the factors are
“Moderate” as in row 6 of table 2. The recommendation is “No” if neither the distance
is far nor the population is dense as in row 5 of table 2.

The time complexity of the addition of a point to the triangle set using this algorithm
is O(

√
n) where n is the number of existing cites and that of Bowyer-Watson algorithm

is O(n1.5). The time complexity of the model i.e. the time complexity of Algorithm 3
is O

(
n1.5 + t1.5 + |B|) for new facility point entry where |B| is the number of boundary

lines, n is the existing facility points and t is the known population points. The final
graphical output is given in figure 3.
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Fig. 3. The final output of the system. The Red color points are highly recommended, Blue are
moderate and the Green are minimally recommended suggestion points.

5 Conclusion

The paper suggested a Relaxed Parzen Window based Fuzzy Decision making model
that generates graphical output in GIS based platform. The data have been collected
from the District Statistical Handbook of Burdwan-2004 of Bureau of Applied Eco-
nomics and Statics, Govt. of West Bengal, India. The model can manage a high degree
of complexity in different situations and shows a very good suggestion for possible
facility locations. As the model consideres both population and distance vector as pa-
rameters it is more rational and realistic. There are enough scope of development of the
model using Soft computing and Decision Theoretic approach.
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Abstract. Software Development is a complex and multidimensional task. The 
development process should not only concentrate on just writing the code but 
also focus on the cost effective methods. Cost and time are the major 
constraints of software development process. Program slicing has unique 
importance in addressing the issues of cost. It is a program analysis technique 
which provides mechanism to analyze and understand the program behavior for 
further restructuring and refinement. Many people have investigated the 
relationship between program slicing and software development phases on the 
basis of empirical studies conducted in the past and also establish the fact that 
how program slicing can be helpful in making software system cost and time 
effective. This paper provides a general overview of program slicing which is a 
cost effective software engineering technique. 

Keywords: Software Engineering, Cost Effective, Program Slicing, Cost 
Estimation. 

1   Introduction 

Program slicing as the name describes itself slicing a program into several important 
chunks of code. Previously different approaches adopted in optimization and analysis 
of program code. But program slicing is far better choice than conventional 
techniques in terms of saving cost and time. This paper consists of analysis of 
program slicing effectiveness on the basis of empirical studies conducted in past [4], 
experimental results [5] and theoretical conclusions. 

Program testing is one of the important phases in software development [7]. 
Testing can also be considered as investment to find out bugs. Software testing is an 
investigation conducted to provide stakeholders with information about the quality of 
the product or service under test. Software testing also provides an objective, 
independent view of the software to allow the business to appreciate and understand 
the risks of software implementation [8]. Test techniques include, but are not limited 
to, the process of executing a program or application with the intent of finding 
software bugs (errors or other defects). There are mainly two types of testing viz. 
manual testing and automated testing. 

2
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This paper is further organized as follow. Section 2 briefly explain overview of the 
program slicing and few techniques, Section 3 describes debugging and program 
analysis application of program slicing in software debugging, Section 4 evaluates the 
simultaneous dynamic slicing and the behavior of simultaneous dynamic slicing under 
different parameters. 

2   Program Slicing Overview 

One of the most efficient techniques of solving a problem is to break down a huge 
problem to smaller components [1, 10]. Similarly, breaking down a large code or 
project into several smaller components makes the task of software development 
easier and more cost effective [1]. Breaking code into smaller components include 
debugging, testing, program comprehension, restructuring, downsizing, and 
parallelization. [3].  

Simplifying a program by eliminating the parts of the program which is not 
affecting the actual working of the program, this technique is called program slicing. 
Program slicing was first introduced by Mark Weiser [1]. The main aim of program 
slicing is to identify and extract relevant parts of a software program from a more 
complicated code. A slice is a small piece of the original program which preserves the 
actual behavior. Slicing criterion consists of pair (line no, variable).This slicing 
criterion is used to create slices in the program. Program slicing, which is based on 
internals of the code, can be most obviously applied to structural testing techniques. 

2.1   Static Slicing 

Slicing criterion decides the slice of any program. Now let us see the definition of 
slicing criterion. Weiser [1] developed the slicing technique, a slicing criterion is 
defined as a pair values <p, V>, and where p is a program point and V is a subset of 
program variables. 

This <p, V> pair is a subset of program statements that preserves the actual 
behavior of the original program. The program point p is the point of program where 
the slicing point is set with respect to the program variables in V. The actual behavior 
of the program has to be preserved even after slicing on any input, which is in a way 
static. Hence the name static slicing was given to this type of slicing [1]. 

According to the above definition, an algorithm to compute slices has been 
proposed which by Mark Weiser [1] uses the method of backward traversals of the 
Program Dependence Graph (PDG). 

2.2   Dynamic Slicing 

Another method of slicing is dynamic slicing. The main disadvantage of a static slice 
is that it may very often contain statements which have no influence on the values of 
the variables of interest. This particular behavior for certain programs also led to 
some kind of anomalous behavior in the program. 

To over come this behavior Korel and Lasky [9] proposed an alternative slicing 
definition, namely dynamic slicing. This dynamic slicing uses dynamic analysis to 
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identify all and only the statements that affect the variables of interest on the 
particular anomalous execution trace. 

This method also helps in reducing the size of the slice to a greater extent, thus 
allowing an easier localization of the bugs. Arrays and pointers can be handled in very 
efficiently using dynamic slicing technique. Each array is considered as an array 
element in dynamic slicing. Also, dynamic slicing distinguishes which objects are 
pointed to by pointer variables during a program execution. 

2.3   Quasi Static Slicing 

We might not require dynamic slicing all the time. Sometimes we also require the 
static slicing criterion to get the best use of the slicing technique [2]. This gave rise to 
a technology called Quasi Static Slicing. This was the first attempt to define a hybrid 
slicing method ranging between static and dynamic slicing [3] and [4]. There is a need 
to check the behavior of the application for some fixed input variables as well as some 
inputs which vary at runtime. This requirement led to a hybrid model called quasi 
static slicing. As we know already have explained that the slicing behavior should be 
capable of preserving the behavior of the original program with respect to the 
variables of the slice criteria as well as concentrate on the possible program inputs as 
well, quasi static slicing preserves both the criterion while creating slices. The subset 
of inputs is specified by the possible combination of values that the unconstrained 
input variables might assume [15]. 

The quasi static slice coincides with both static and dynamic slice where in static 
slice the values of all input variables are fixed, and the slice is a dynamic slice [14]. 
The quasi static slicing is closely related to partial evaluation or mixed computation 
[5]. Mixed computation is a technique to specialize programs with respect to partial 
inputs. Slices in quasi static slices are computed on specialized programs [3]. 

2.4   Simultaneous Dynamic Slicing 

Simultaneous dynamic slicing calculates slices with respect to a set of program 
executions. This method of slicing was introduced by Hall [10]. This type of dynamic 
slicing applies the slicing criterion to a set of test cases rather than just one test case, 
hence the name simultaneous dynamic slicing [9]. 

A simultaneous program slice on a set of test cases is not simply given by the 
union of the dynamic slices on the component test cases. Indeed, simply union of 
dynamic slices is unsound, in that the union does not maintain simultaneous 
correctness on all the inputs. Therefore, Hall [10] proposed an iterative algorithm that, 
starting from an initial set of statements, incrementally builds the simultaneous 
dynamic slice. The value is of slicing criteria is computed at every iteration a larger 
dynamic slice. Simultaneous dynamic slicing has been used to locate functionality in 
code. The set of test cases can be seen as a kind of specification of the functionality to 
be identified. 

2.5   Conditioned Slicing 

Conditioned slicing is a technique used to compute program slices with respect to a 
subset of program executions [14]. Conditioned slice is an extension of static slicing 
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which consists of <V, n, F> pair. The above pair is defined as V is a set of variables, n 
is a point in the program, and F is a condition for slice. A conditioned slice consists of 
a subset of program statements which preserves the behavior of the original program 
with respect to a slicing criterion for any set of program executions [9]. Conditioned 
slicing allows a better decomposition of the program giving programmer the ability to 
analyze code slices with respect to different perspectives. 

Canfora et al [11] have demonstrated that conditioned slicing subsumes any other 
form of statement deletion based slicing method, i.e., the conditioned slicing criterion 
can be specified to obtain any form of slice. 

2.6   Comparison of Different Slicing Techniques 

The above table summarizes the different slicing technique for a particular program 
with 14,500 lines of code and 183 function points. Distance, slice size and percentage 
affect gives the analysis of different slicing techniques on the program. These points 
are observed with the help of above definitions and David et. al. [14] demonstrations. 

Table 1. Slicing Techniques analyzed with different parameter 

 

3   Debugging and Program Analysis 

Increasing the quality and productivity of software development and its processes is 
an important research objective of software engineering. It is widely recognized and 
accepted that errors have a large impact on software productivity and quality. These 
errors in the program are called bugs sometimes [13]. 

Debugging is a process or a method of finding and reducing bugs, defects or errors, 
in a software program or hardware, achieving expected behavior. Debugging is a 
tedious task when various subprograms are tightly coupled. Debugging a subprogram 
might lead to cause a bug in another subprogram as a result. Debugging is one of the 
major concerns in any software development life cycle. It is vary difficult to localize 
and identify faults and debug very large and complex systems, making debugging 
process more difficult than expected [6]. 

Program slicing is very efficient and promising approach to localize faults 
efficiently [7]. Debugging concentrates on a particular module or subsystem for 
localizing faults and identifying bugs. There are several steps one has to follow while 
debugging a program. The general steps for debugging are as described below. First  
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step in debugging is to identify external symptoms of the software and translating and 
relating these symptoms to internal symptoms which represent the problem in terms 
of data and control flow problems in the program. After identifying the symptoms, 
creating and applying a slicing method and related slicing criterion on the program 
based on the selected data or control flow. Using this criterion, a slice is obtained 
containing code that caused failure [18]. Once the slice is obtained, a program state is 
found to check the previous state and the program state is restored to a point when the 
control last reached the program step. The final step is to observe the values of some 
variables in the restored state to find fault in the program. If search is not successful 
then user may choose to further examine the restored state, guess a new fault, or select 
a new slicing criterion and repeat the cycle until the fault is localized. 

Let us see few experimental results and analysis conducted by Kusumutu et al [8]. 
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Fig. 1. Size of program and slice 

Figure 1 shows the size of the program and of the slice obtained by the typical 
slicing criterion for failure of the program. 

Figure 2 and 3 show the data about the time (in minutes) required to localize each 
of the faults in each trial using without slicing and with slicing. 

The critical phase of software development life cycle is software testing [17]. 
Software testing involves large human resource to be dedicated. Hence we discuss the 
application of program slicing technique in the rest of the chapters. 
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Fig. 2.  Fault localization results with slicing 
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Fig. 3. Fault localization results without slicing 

4   Overview of Simultaneous Dynamic Slicing Technique 

Depending on the above discussions and definitions, it is observed that simultaneous 
dynamic slicing is a better choice [18]. Analysis of slicing techniques can be established 
with theoretical facts or by experimental results. In this section we try to establish that 
simultaneous dynamic slicing technique is a better choice for slicing, based on the 
theoretical fact which is also called as empirical analysis or studies of processes. 

Analysis of program slicing can be done using various parameters. A few 
parameters can be considered to analyze the simultaneous dynamic program slicing 
like Lines of Code, Slice size, Distance, functional points, variables, execution time, 
and type of output. According to the definitions given in the previous chapters we can 
say that simultaneous dynamic slicing is a better technique compared to all the others 
mentioned [10]. 

Subset of inputs is chosen instead of full set of inputs in simultaneous dynamic 
slicing [8]. This reduces the time of execution which in turn will affect on cost. In 
simultaneous dynamic slicing the slicing criteria is to apply to a subset of inputs 
instead of all the inputs. Let us define the above criterion and see how these factors 
affect the dynamic program slicing. “Lines of code” is the actual number of lines the 
application or the programs have. Slice size is the size of each block of code after the 
slicing criteria is applied [19]. Distance is the total distance the slice can travel 
effectively to make the program execution more efficient. Functional points are the 
number of functions written for an application, this functional point also helps in 
determining the cost of the whole project. Variables are elements which are viable to 
vary at any point of time [10]. The program execution and slicing also depends on the 
variables used as more number of variables can result in delayed execution time. 
Execution time is the actual time taken to execute all the functions of the particular 
program. Simultaneous dynamic slicing executes best under all the conditions given 
above as the definition of the simultaneous dynamic slicing is stated as a program slice 
which is decided on a set of executions. As the slice size is dynamically calculated 
each iteration the lines of code doesn’t affect the slice criteria. Applying of slice is 
dynamic the slice size is calculated on runtime which saves time in calculating the slice 
size. As the simultaneous dynamic slice is based on a set of inputs and a subset of 
functions the distance covered will be large based on the slice. This also covers as 
many functions points as possible. Variables which are sometimes local to a function 
come within the slice which creates a subset of variables making faster execution. 
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This technique of slicing has one drawback.  The execution time when compared to 
static slicing. In static slicing the slice size is decided before the execution. In 
simultaneous dynamic slicing, slices are calculated dynamically during the runtime. 
Each iteration starts with a new slice that is calculated. This takes more time in 
creating the slices [9]. 

5   Conclusion 

The prime objective of this paper is to analyze the previous program slicing 
techniques developed by different researchers. This paper establishes the fact that 
program slicing mechanism can play a vital role in program testing for building robust 
and efficient programs. In future, program slicing technique in the phase of testing 
can be standardized. This slicing technique also reduces the cost of the management. 
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Abstract. Binarization itself is a process of finding a threshold value for 
converting a grey level image into a binary image. The threshold may vary 
depending on whether it is found globally or locally. It is found that either of 
the global and the local threshold itself can not provide a good binarization; 
rather a combination of the two is a better solution. In the current work, we 
have applied histogram equalization technique over the complete image and 
also over all the partitions of the image at different levels of hierarchy. A novel 
scheme is formulated for giving the membership value to each pixel at each 
level of hierarchy during histogram equalization. Then the image is binarized 
depending on the net membership value of each pixel. The technique 
outperforms when exhaustively tested on document images collected from 
different sources. 

1   Introduction 

Binarization is the method of converting a grey scale image (popularly known as 
multi-tone image) into a black-and-white image (popularly known as two-tone 
image). This conversion is based on finding a threshold grey value and deciding 
whether a pixel having a particular grey value is to be converted to black or white. 
Usually within an image the pixels having grey value greater than the threshold is 
transformed to white and the pixels having grey value lesser than the threshold is 
transformed to black at the time of binarization. Binarization has been the area of 
research for last twenty years or so, mainly to find a single threshold value or a set of 
threshold values for converting a grey scale image into a binary image. Most of the 
algorithms till developed are of generic type with or without using local information 
or special content within the image. 

The most convenient and primitive method is to find a global threshold for the 
whole image and binarize the image using the single threshold. In this technique, the 
local variations are actually suppressed or lost, though they may have important 
contribution towards the information content within it. On the other hand, in case of 
determining the threshold locally, a window is used around a pixel and threshold 
value is calculated for the window. Now depending on whether the threshold is to be 

2
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used for the center pixel of the window or for all the pixels in the window, the 
binarization is done on pixel-by-pixel basis, where each pixel may have a calculated 
threshold value, or on region-by-region basis where all pixels in a region or window 
have same threshold value. 

The major contribution of research for binarization is to recover or extract 
information from a degraded document images. Otsu [1] developed a method based 
on grey level histogram and it maximizes the intra-class variance to total variance. 
Sauvola [2] developed an algorithm for text and picture segmentation within an image 
and binarized the image using local threshold. Gatos [3] used Wiener filter and 
Sauvola’s adaptive binarization method. Valverde [4] binariesd the image using 
Niblack’s technique. A slight modification of Niblack’s method is done in [5] by 
Zhang. Milewski [6] used a binarization based method for separating handwritten text 
from carbon copy medical form images. A comparative study of different document 
image binarization methods have been discussed in [7]. In our earlier work [8], a 
histogram equalization based technique has been used hierarchically for camera 
captured image binarization. 

The main objective of the present work is to attain a balance between the global 
threshold and the local threshold such that the effective binarization enriches our 
earlier work [8]. We have applied histogram equalization method over the whole 
image globally and also over different image partitions at each hierarchical level. A 
scheme is formulated for giving the membership value to each pixel at each level of 
histogram equalization. The net membership value of each pixel is then calculated by 
linearly merging the membership values and the image is then binarized depending on 
the net membership value of each pixel. 

2   Present Work 

The grey value variation within an image gives the impression of contrast in it. A high 
grey value variation within an image always provides a high contrast and in turn a 
highly contrasted image facilitates the decision of making a grey level pixel either to 
black or to white during the time of binarization. In the current scheme, histogram 
equalization is done over the whole image as well as over the different area of 
localization. Localization is done by dividing the image by two both horizontally and 
vertically thereby generating four quadrants. Histogram equalization at each level of 
localization provides a membership of greyness for each pixel. Ultimately all the 
membership values thus obtained for different levels are combined to get the net 
membership value of greyness for each pixel. Each pixel is then binarized depending 
on whether the net membership values crosses 0.5 or not. If it crosses 0.5 then it is 
made white, otherwise it is made black.  

2.1   Dataset Generation 

A dataset is generated over which the technique of binarization is tested and the 
performance is evaluated. The dataset consists of both grey and color images 
collected from different sources, as given below: 
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• News paper pages – 115 images 
• Book pages – 124 images 
• Magazine pages - 82 images 
• Surveillance camera captured scenes – 245 images 
• Handwritten document pages – 144 images 

 
Over and above, the sample document images uploaded in web in DIBCO 2009 (4 
images) and H-DIBCO 2010 (10 images) competitions are also used as benchmark for 
performance measure of the technique. As a whole the dataset consists of 724 images. 

2.2   Pre-processing 

Images gathered from different sources are impaired by different noises. And also the 
whole technique is applied over the grey scale version of the original image. 
Following preprocessing techniques are implemented in the current work to address 
the issues mentioned above. 

Grey scale conversion: For each pixel, 24-bit color value is converted to 8-bit grey 
value using the formula [9] written in equation (1). 

grey(i, j)=0.59*R(i, j)+0.30*G(i, j)+0.11*B(i, j) (1) 

where, (i, j) is the position of a pixel in the image and grey(i, j) ranges from 0 to 255.  
Median filtering: As the proposed technique is based on detecting the edge of the 
image, salt-and-peeper noise generated randomly needs to be removed from the 
image. Median filter is a non-linear filter which removes salt-and-peeper noise from 
the image. This filter replaces the grey value of a pixel by the median of the grey 
values of its neighbors [9]. In this work, a 3×3 mask is used as median filter  

2.3   Histogram Equalization 

Contrast of each image is enhanced through histogram equalization technique, as 
discussed in [9]. Total 256 numbers of grey values (0 to 255) are used for stretching 
the contrast. Let the total number of pixels in the image be N and the number of pixels 
having grey value k be nk. Then the probability of occurrence of grey value k is, Pk = 
nk / N. The stretched grey value Sk is calculated using the cumulative frequency of 
occurrence of the grey value k in the original image using the formula: 


=

×=
k

j

j

k N

n
S

0

255  (2) 

where, 255 indicates the maximum grey value in the enhanced image. This Sk divided 
by 255 results an enhanced fractional grey value (fg=Sk/255) of a pixel in the range 0 
to 1 and resembles the likeliness of a pixel to be white. A fraction close to 1 indicates 
the pixel to be white. On the other hand a fraction close to 0 indicates the pixel to be 
black. Application of histogram equalization method over the whole image gives 0th 
level membership value (fmem(i,j,0)= fg) of pixel (i,j). 
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2.4 Hierarchical Partitioning of Image and Application of Histogram 
Equalization in Each Image Partitions 

By partitioning the image midway, both width wise and height wise, four equal segments 
of the image are generated and histogram equalization method is applied in each segment 
separately using the original grey value of the image. This provides 1st level membership 
value, fmem(i,j,1) of pixel (i,j). Likewise each of the 1st level segments is divided into four 
equal quadrants and histogram equalization method is applied over each quadrant to get 
the 2nd level membership value, fmem(i,j,2) of pixel (i,j). This process goes on up to nth level 
and membership value fmem(i,j,n) is obtained for pixel (i,j). Fig. 1 shows the partitioning of 
the image from 1st level to 4th level, excluding the 0th level. 
 

 
(a) (b) 

 
(c) (d) 

Fig. 1. Hierarchical partitioning of the image at (a) 1st level, (b) 2nd level, (c) 3rd level, (d) 4th 
level 

2.5   Formulation of Net Membership Value of Each Pixel 

As discussed in section 2.4, for each level of contrast enhancement through histogram 
equalization, each pixel gets an enhanced fractional grey value leading to a 
membership value, fmem(i,j,level) indicating that whether the said pixel is closer to 
white or black. These membership values for each pixel obtained at different 
hierarchical levels are combined to get a net membership value of the pixel. Now 
assuming that the global scenario has a little effect over the local variations, during 
the process of combination of the membership values, the local membership values 
are given more weight over global membership values. Keeping this in mind the net 
membership value, fnet_mem(i,j,level) for pixel (i,j) is calculated using equation (3). 
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where, the summation (Σ) is over the levels startlevel to endlevel. Thus during the 
process, each pixel gets a net membership value in which it retains the global as well 
as the local information of the variation of grey level. It is also to be observed that the 
membership value at a level k is multiplied by (k+1). This is because the starting level 
is considered as 0. In this way the membership values obtained at more depth in the 
hierarchy, i.e. at more localized region, are given more weight during the calculation 
of net membership value. 

2.6   Binarization 

As discussed in the last two subsections, for each pixel a net membership value is 
obtained, which is compared with the threshold value for binarization. As the image is 
histogram equalized, the mean grey level lies in the middle position of the grey scale 
range (0 to 255). So 0.5 is chosen as threshold and any pixel having net membership 
value greater than 0.5 is converted to white; otherwise it is converted to black. 

2.7   Cleaning the Image 

The binarized image thus obtained contains some noise pixels here and there. These 
noises are removed using morphological open-close method [9]. The opening of a set 
A by structuring element B is defined as 

A○B = {AӨB} ⊕ B (4) 

So it is the erosion of A by B, followed by dilation of the result by B. The closing of a 
set A by structuring element B is defined as 

A●B = {A ⊕ B}ӨB (5) 

So it is the dilation of A by B, followed by erosion of the result by B. 

 

(a) (b) (c) (d) (e) 

(f) (g) (h) (i) (j) 

Fig. 2. Original sample images published in H-DIBCO 2010 competition 
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(a) (b) (c) (d) (e) 

(f) (g) (h) (i) (j) 

Fig. 3. Binarized version of the images shown in Fig. 2. using the proposed method 

3   Experimental Results 

The dataset used for the current work consists of 724 images collected from different 
sources, as discussed in section 2.1. Otsu’s method of binarization is used as a 
benchmark for comparing the performance of the proposed technique. The images are 
binarized using both the proposed technique and Otsu’s method of binarization. 

 
Original OTSU Proposed 

 

 

 

 
(a) (b) (c) 

Fig. 4. Binarized version of DIBCO 2009 sample images. (a) Original images, (b) Binarized 
images using Otsu’s method, (c) Binarized images using proposed method. 
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Selecting the number of level or depth is an issue here for proper binarization. In 
the current work, the number of divisions and condition for application of histogram 
equalization depend on two factors: 

• Size of a partition: During the process of partitioning, the height and width of 
each partition is divided by 2, provided each having a value of greater than 2. If 
either of height or width reaches that limit then its value is freezed and the 
other’s value is divided by 2 for subsequent level of partitioning. When both 
height and width reach the limit, further division of sub-images is stopped. 

• Standard deviation of grey values of pixels in each partition: For any partition 
at any level, the standard deviation of the grey values of the pixels in that 
partition is calculated. If that value is very low compared to the value at 0th level 
then that partition is not histogram equalized. Rather, if the grey value of a pixel 
in that partition is less than the mean grey value of that partition then its 
membership value is given as 0.4 (i.e. forcing it towards black) otherwise its 
membership value is given as 0.8 (i.e. forcing it towards white). 

Fig. 2 shows some document images and Fig. 3 shows the binarizd version of them 
using the proposed technique. Fig. 4 shows some images with binarized images 
obtained using Otsu’s method and the proposed method. 

4   Performance Testing and Conclusion 

4.1   Comparing Output Image with the Ground Truth Image 

The ground truth image corresponding to the source image contains the actual or 
correct binary information. For evaluating the performance of the proposed method of 
binarization, the ground truth image and the output binarized images are read and 
both the binary data are extracted. These two data are compared in point-by-point 
basis to get the result of matching, which can be classified into three cases: 

(a) True positive (tp) case: corresponding pixels in both the images are ON (black). 
(b) False positive (fp) case: the pixel in output image is ON but the corresponding 

pixel in ground truth image is OFF (white). 
(c) False negative (fn) case: the pixel in output image is OFF but the corresponding 

pixel in ground truth image is ON. 

During comparison, tp, fp and fn are counted according to the three cases respectively. 

4.2   Computing Recall, Precision and f-Measure 

Recall (rc) is the fraction of ON pixels in the ground truth image that are ON in the 
output image also. Precision (pr) is the fraction of ON pixels in the output image that 
are either ON or OFF in the ground truth image. F-measure (fm) is a quantity 
combining the recall and precision, giving the performance of binarization. 
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The performance of the proposed technique is evaluated by categorizing the images 
into three types: printed document, hand written document and camera captured 
frame. We have applied Otsu’s binarization algorithm over the images but our method 
seems to be more effective in binarizing the image. The summary of the performance 
evaluation is given in structural form in Table 1. 

Table 1. Performance summary of the proposed method as compared to Otsu’s method 

Document Type %fm using Otsu %fm using proposed method 
Printed document 89.12 92.36 

Hand written document 88.23 91.45 
Camera captured scene 85.32 88.22 

Average 87.56 90.68 

 
As seen from Table 1, the proposed technique is well suited in binarizing different 

types of images. The proposed technique not only performs better than Otsu’s 
method, but also it improves the efficiency of our earlier work [7] to a greater extent. 

 
Acknowledgments. Authors are thankful to the CMATER, the SRUVM project, and 
the PURSE program of C.S.E. Department, Jadavpur University, for providing 
necessary infrastructural facilities during the progress of the work.  Mr. S. Saha is 
thankful to the authorities of MCKV Institute of Engineering for kindly permitting 
him to carry on the research work. 

References 

1. Otsu, N.: A threshold selection method from gray-level histogram. IEEE Trans. on System, 
Man, and Cybernetics 9, 62–69 (1979) 

2. Sauvola, J., Pietkainen, M.: Adaptive document image binarization. Pattern Recognition, 
225–236 (2000) 

3. Gatos, B., Pratikakis, I., Perantonis, S.J.: Adaptive degraded document image binarization. 
Pattern Recogniton, 317–327 (2006) 

4. Valverde, J.S., Grigat, R.R.: Optimum Binarization of Technical Document Images. In: 
Proceedings of IEEE International Conference on Image Processing, vol. 3, pp. 985–988 
(2000) 

5. Zhang, Z., Tan, C.L.: Recovery of Distorted Document Images from Bound Volumes. In: 
ICDAR, p. 429 (2001) 

6. Milewski, R., Govindaraju, V.: Binarization and cleanup of handwritten text from carbon 
copy medical form images. Pattern Recognition 41, 1308–1315 (2008) 



 Binarization of Document Images Using Hierarchical Histogram Equalization 647 

7. Nandy (Pal), M., Saha, S.: An Analytical Study of Different Document Image Binarization 
Methods. In: Proceedings of IEEE National Conference on Computing and Communication 
Systems (COCOSYS 2009), UIT, Burdwan, January 02-04, pp. 71–76 (2009) 

8. Saha, S., Basu, S., Nasipuri, M., Basu, D.K.: A Novel Scheme for Binarization of Vehicle 
Images Using Hierarchical Histogram Equalization Technique. In: Proceedings of 1st 
International Conference on Computer, Communication, Control and Information 
Technology (C3IT 2009), Academy of Technology, Adisaptagram, February 06-07, pp. 
270–275 (2009) arXiv:1003.6059 

9. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Pearson Education Asia (2002) 



 

S.C. Satapathy et al. (Eds.): Proceedings of the InConINDIA 2012, AISC 132, pp. 649–656. 
springerlink.com                                                    © Springer-Verlag Berlin Heidelberg 201  

License Plate Localization Using Vertical Edge Map  
and Hough Transform Based Technique 

Satadal Saha1, Subhadip Basu2, and Mita Nasipuri2 

1 MCKV Institute of Engineering, Liluah, Howrah, India 
2 Jadavpur University, Kolkata, India 

{satadalsaha,subhadip}@ieee.org, mnasipuri@cse.jdvu.ac.in 

Abstract. Automatic License Plate Recognition (ALPR) system is the growing 
need by government authorities of different developing countries like India for 
traffic monitoring and control. The purpose of ALPR system is to track the 
vehicles violating the speed limit or violating the traffic signal at a road 
crossing. License plate localization is one of the key modules of any ALPR 
system. The objective of the current work is to localize the license plate of the 
vehicle from the vertical edge map of the image using statistical distribution of 
the vertical edges. Hough transform is then used to tune potential area to its 
actual dimension. In this work, real time vehicle images are captured from a 
road-side surveillance camera automatically throughout day and night in an 
unconstrained outdoor environment. The performance of the technique is tested 
and it provides 91.23% accuracy when compared with the ground truth data. 

1   Introduction 

Automatic License Plate Recognition (ALPR) system has already been used in most 
of the developed countries during last decades or so. It has now being the growing 
need by government authorities of different developing countries like India for traffic 
monitoring and control. The purpose of any ALPR system is to track down the 
vehicles that have violated the traffic rule in the form of violating the speed limit in a 
road or in the form of violating the traffic signal at a road crossing. ALPR system is 
also implemented at toll plaza, in car parking area and in security zones for automatic 
recognition of license number of the vehicles that have entered into the area for 
specific purposes. Out of the three main modules (license plate localization, character 
segmentation and character recognition) of any ALPR system, the first one i.e. license 
plate localization is the most important and difficult task of any ALPR system.  

Various methods and techniques have already been developed during last couple of 
decades for the purpose for efficient localization of license plate regions from 
vehicular images. In general, most of the works on ALPR systems use the edge 
property as features for localizing standardized license plate regions. In Greece, the 
license plate uses shining plate. The bright white background is used as a 
characteristic for license plate in [1]. A work on localization of Iranian license plate is 
done in [2]. In [3], W. Jia used mean shift algorithm for localization of license plate 
giving satisfactory result for license plates having color different from the body color. 

2
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Some of these works [2][3] capture the image of a vehicle carefully placed in front of 
a camera occupying the full view of it and taking a clear image of the license plate. 

But in an unconstrained outdoor environment there may be huge variations in 
lighting conditions/ wind speed/ pollution levels/ motion etc. that makes localization 
of true license plate regions even more difficult. An exhaustive study of plate 
recognition is done in [4] for different European countries. An FPGA based license 
plate recognition system is reported in [5] using real time video processing. It uses 
low memory and is relatively faster than computer based system. A morphology 
based method is proposed in [6] giving high accuracy of localization with slightly 
lower recognition accuracy. An efficient fuzzy based system is reported in a work [7] 
for localization of license plate and Kohonen’s self organizing neural model is used 
for recognition of characters. A two stage hybrid recognition system combining 
statistical and structural features is proposed in [8]. Llorens [9] used HMM to 
recognize the characters providing an accuracy of 92%. 

In the developed countries as well as in some of the developing countries the 
attributes of the license plates, e.g. the size of the plate, color of the plate, font face/ 
size/ color of each character, spacing between subsequent characters, the number of 
lines in the license plate, script etc., are strictly maintained. However, in India, the 
license plates of the vehicles are not yet standardized across different states, making 
the localization and subsequent recognition of license plates extremely difficult. This 
large diversity in the features set of the license plate of Indian vehicles makes its 
localization a challenging problem to the research community. 

Unfortunately, limited works [10] have been done on localizing the license plates 
from Indian vehicles. RGB-HSI color model is used in [11] for localization of license 
plate. In [12], RGB-HSI color values are used as features to train an Artificial Neural 
Network (ANN) and subsequently used it to localize the license plate. An efficient 
vertical edge detection based method is discussed in [13] to localize the license plate. 
In our earlier work [14], Hough transform is used as a generalized text segmentation 
technique to localize license plate of a vehicle.  

Keeping view of the above facts, the objective of the current work is to present a 
robust technique for localization of license plate regions from Indian vehicular images 
captured from road side camera in an unconstrained outdoor environment. It is to be 
mentioned that the main algorithm for the localization technique used in the current 
work has already been reported as our earlier work [13]. Hough transform is blended 
here as an innovative approach to improve the efficiency of our earlier work [13]. 

2   Present Work 

The current technique has been developed as a part of an ALPR system on demand by 
a state government authority of India. Surveillance cameras are installed at a road 
crossing and images are captured from road side cameras through out the day and 
night. The images are then processed using some quality improvement techniques to 
facilitate the localization of the license plate. Vertical edge map of each image is 
created using Sobel’s vertical edge operator. The potential license plate regions are 
then localized by statistically analyzing the concentration of the vertical edges. The 
localized potential license plate areas are then refined or eliminated by analyzing the 
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Hough image. A rule based decision is then taken on the overlapping region of the 
vertical edge and the potential region marked in the Hough image to finally identify 
the true license plate region. 

2.1   Image Acquisition 

The image dataset for the current experiment is collected as a part of a demonstration 
project on automated Red Light Violation Detection System (RLVDS) for a state 
Government authority of a major metro city in India. Using cantilever system three 
surveillance cameras were installed at an important road crossing in Kolkata at a 
height of around ten meters from the road surface. All the surveillance cameras were 
synchronized with the traffic signaling system and were focused on the stop-line such 
that the cameras captured the snapshots only when the traffic signal was turned RED. 
The complete image dataset comprises of more than 25,000 still snapshots, captured 
over several days/nights in an unconstrained outdoor environment with varying 
lighting conditions, pollution levels, wind turbulences and vibrations of the camera. 
24-bit color bitmap images were captured with a rate of 25 fps and resolution of 
704×576 pixels. Not all these still snapshots contain vehicle images with a clear view 
of license plate regions. For the current work, a dataset consisting of 1500 images has 
been developed that contain complete license plate regions appearing in different 
orientations in the image frame, keeping in mind that the dataset contains variety of 
vehicles in terms of orientation of the vehicle, size of the vehicle, number of lines in 
the license plate, variation in lighting condition etc. 

2.2   Pre-processing 

As described in previous section, true color still snapshots of resolution 704×576 
pixels were captured through multiple surveillance cameras over day and night with 
embedded noise and huge variations in image quality. Following preprocessing 
techniques are implemented in the current work to address the issues mentioned 
above. 
Rotation: Due to the fixation of the camera, normally the front face of it makes some 
angle with the frontal vertical plane of the road and thereby making the license plate 
of the vehicle stopped at the stop-line skewed. This angle remains fixed as long as the 
camera remains fixed at the position of its mount. To localize the license plate the 
image should be rotated such that the license plate becomes horizontal in the image 
plane [15]. The images for a specific camera are rotated through the fixed angle 
corresponding to the particular camera using the formula given in equation (1). 
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Grey scale conversion: For each pixel, 24-bit color value is converted to 8-bit grey 
value using the formula [16] written in equation (2). 

    gray(i, j)=0.59*R(i, j)+0.30*G(i, j)+0.11*B(i, j) (2)

where, (i, j) indicates the position of a pixel in the image and gray(i, j) ∈  (0, 255).  
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Median filtering: As the proposed technique is based on detecting the edge of the 
image, salt-and-peeper noise generated randomly needs to be removed from the 
image. Median filter is a non-linear filter which removes salt-and-peeper noise from 
the image. This filter replaces the gray value of a pixel by the median of the gray 
values of its neighbors. In this work, a 3×3 mask is used as median filter  

2.3   Edge Map Generation 

Sometimes edges provide more information than the original color or grey valued 
images. Edge map is the binarized edge gradient computed using some edge detection 
operator. The objective of the current work is to find the edges created by the 
characters within the license plate. Sobel’s edge operator [16] is used for detection of 
edge gradients. It is seen that when the characters of the license number are written 
horizontally, the vertical edges appearing due to the presence of the license plate 
characters appear in very concentrated form and they have more or less a specific 
height. The pattern and concentration of the vertical edges also remain in conformity 
with the pattern of the license number. This statistical distribution of vertical edge 
pattern is seen to occur within the license plate of the vehicle and no where else 
within the natural scene of the image. In the present work, this phenomenon is 
explored to find the license plate region within the image. 
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The formula for getting vertical edge gradient is written in equation (3), where, img 
is the image over which the edge detection algorithm is operated upon, Vmask is the 
Sobel's vertical edge operator as given below in equation (4) and gradV is the vertical 
edge gradient.  

    
















−
−
−

=
101

202

101

Vmask

 

(4)

Fig. 1 shows the result of pre-processing and edge detection. Fig. 1(c), (d) show 
that the vertical edge map is more informative in detecting the license plate as 
condensed vertical edges appear at the region of the license plate due to the characters 
therein. 

    

(a) (b) (c) (d) 

Fig. 1. (a) Original colored image, (b) Preprocessed grey image, (c) Binarized edge image, (d) 
Binarized vertical edge image 
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2.4   License Plate Localization 

It may be observed from Fig. 1, that due to the presence of the characters of the 
license plate, the pattern of the vertical edges at the license plate region is very dense 
and prominent. Also, the vertical run-lengths of edge pixels within the license plate 
regions are almost equal to the height of the characters therein.  

Using the aforesaid attributes, the overall localization algorithm may be subdivided 
into the following intermediate stages. 

• Identification of potential band of rows 
 In this stage the band of rows are found where the vertical edges are 

continuous and reaches a particular height. 
• Primary localization of license plate regions based on statistical distribution of 

vertical edge pixels 
 In this stage for each band of rows, the mean and standard deviation of the 

positions of the vertical edge pixels are calculated. The height of the 
potential region is defined as the maximum height of the vertical edge pixel 
for that band. The width of the region is defined as the twice the standard 
deviation of the position of the vertical edge pixels around the mean 
position. 

• Refinement of license plate regions based on prominent vertical edges 
 Within each specified region, the first prominent vertical edge from the left 

side with acceptable height is set as the left boundary of the region and 
similarly, the first prominent vertical edge from the right side with 
acceptable height is set as the right boundary of the region. 

• Localization of license plate by removing the noise segments 
 The area and the aspect ratio of each region are calculated and the regions 

for which the values are within some specified range are considered as the 
potential license plate regions. 

The detailed steps have been discussed in our earlier work [13] in an algorithmic 
approach. The outcome of this module is potential license plate regions marked by 
bounding boxes, as shown in Fig. 2(b) and 3(b).  

2.5   License Plate Selection 

These boxes are actually selected depending on the area and aspect ratio of them. It is 
seen that some of the boxes though have area and aspect ratio within an acceptable 
range; still they do not contain any string of texts. This is formed because some 
insignificant and uncorrelated vertical edges form a region with acceptable area and 
aspect ratio but actually the vertical edge pattern is not in conformity with the pattern 
formed by string of text characters. The widths of the regions are based on the 
statistical values of mean and standard deviation of the positions of the vertical edges. 
This introduces extra space in the left and the right sides of the selected regions. To 
shrink the dimension of the selected region sidewise Hough transform [16] is used 
inside the regions to identify the desired regions where the vertical edges are very 
close to each other and select the license plate accordingly.  
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Hough transform is applied over each region to generate the Hough image of it, as 
shown in Fig. 2(d) and 3(d). For this purpose, the parameters of the Hough transform, 
like deltaRo, deltaTheta, startTheta, endTheta, connectDistance and pixelsCount are 
set such that neighboring characters become connected to each other. In the proposed 
work, directional Hough transform is used to mark any text line having a skew angle 
of 00 to 10 with respect to the horizontal axis with deltaTheta taken as 1800. The 
connectDistance and pixelsCount values are kept as 5 and 2 respectively. The 
connected component labeling (CCL) algorithm is applied over the Hough image to 
segment it terms of marked regions. 

For each region, the Hough image and the vertical edge map are placed back to 
back to find the overlapping region of the vertical edge map and the segments as 
marked in the Hough image. If there is sufficient intersection between them and the 
region marked in the Hough image has acceptable area and aspect ratio then only the 
Hough segments are finally considered as the localized license plates. 

3   Results 

The experiment is run as a part of full ALPR system that was run throughout the day 
and night in an unconstrained road crossing. Fig. 2 and 3 show three sample cases of 
license plate localization with variation of lighting condition. The (b) and (c) parts of 
the figures show the localized license plates containing extra spaces in the left and 
right, as described in section 2.4. The (d) part of the figures show the vertical edge 
maps within the localized region and the (e) part of them show the Hough images of 
the localized regions. Analyzing the Hough image and the vertical edge map, the final 
localized license plate region is shown in (f) part of the figures. 

  

(a) (b) 

   

(c) (d) (e) (f) 

Fig. 2. Localization result for vehicle with single line license plate (a) Original image, (b) 
License plate indicated by bounding box, (c) Extracted license plate, (d) Vertical edge map of 
extracted region, (e) Hough image of the extracted region, (f) Finally selected license plate 
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(a) (b) 

   

(c) (d) (e) (f) 
Fig. 3. Localization result for vehicle with two-line license plate (a) Original image, (b) 
License plate indicated by bounding box, (c) Extracted license plate, (d) Vertical edge map of 
extracted region, (e) Hough image of the extracted region, (f) Finally selected license plate 

Comparison of the (c) and (f) parts of Fig. 2 and 3 shows that the large amount of 
adjacent area of the license plate can be removed from the localized region using the 
Hough transform. The technique is suitable to localize double line license plate also, 
as shown in Fig. 3. 

4   Conclusion 

The technique performs well in localizing the license plate of the vehicle as revealed 
by exhaustive unconstrained outdoor experimentation. The dataset used here contains 
huge variation in terms of vehicle size and type, lighting condition, license plate 
character font face and type, weather condition etc. The technique can identify true 
license plates only (true positive) in 91.23% cases. In 1.8% cases the true license plate 
is identified along with falsely localized regions (false positive). And in 6.97% cases 
no license plate is found (false negative). The reason behind the false negative cases is 
insufficient generation of vertical edges because of the very poor quality of the license 
plate. Though the basic technique used here follows our earlier work [13], more stress 
is given in the current work in reducing the localized license plate area and 
eliminating the falsely localized license plate area. 
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Abstract. Wireless Sensor Networks require robust wireless communication 
that are energy efficient and provide low latency. Various routing schemes have 
been presented in order to improve the life time of these wireless sensor 
networks and to overcome the energy constraint of sensor nodes. One of the 
effective schemes is based on clustering of sensor nodes and as well as to 
improve the network life time, decreases the communication latency and to 
reduce the energy consumption of whole Wireless Sensor Networks as much as 
possible. In this paper we include a brief survey of the state-of-the-art of 
various existing cluster based routing algorithms for sensor networks and 
present a new clustering algorithm named HCBQRP: Hierarchical Cluster 
Based Query-Driven Routing Protocol for Wireless Sensor Networks. The main 
goal of this routing protocol is to evenly distribute the energy load among the 
entire sensor nodes in the network so that there are no overly utilized sensor 
nodes that will run out of energy before the others. 

Keywords: Wireless sensor networks, wireless communication, query-driven, 
routing, hierarchical, sensor nodes, clustering. 

1   Introduction 

Wireless sensor networks are consists of large number of tiny autonomous sensor 
nodes with limited energy resources. These sensor nodes form together an ad hoc 
distributed sensing and data propagation network. Wireless sensor networks (WSN) 
consists of sinks and sensors. Sensor should send their collected data to a determined 
node called Sink. Sinks may use the collected data immediately or transmit them to 
users through a gateway. Nodes using routing protocol determine a path for sending 
data to sink. Though the sensor nodes carry limited and irreplaceable power source 
the protocols designed for the WSN must take the issue of energy efficiency into 
consideration.  

Clustering in wireless sensor networks provides scalability and robustness for the 
network; it allows spatial reuse of the bandwidth, simpler routing decisions, and 

2
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results in decreased energy dissipation of the whole system by minimizing the number 
of nodes that take part in long distance communication. When the network is 
partitioned into clusters data transmission can be classified into two stages, i.e., intra-
cluster communication and inter-cluster communication. Non-cluster-head nodes first 
send their data to the cluster heads (CHs) and CHs send the data to BS. Cluster heads 
co-operate with each other to forward their data to the base station. The goal is to 
select cluster heads that minimize transmission costs and energy usage. Cluster based 
routing has been shown to be more energy efficient and increase the network lifetime 
through data aggregation. Sensor network used to be designed as hierarchical 
clustering structure to achieve this goal. 

In this paper we design and implement a real time routing protocol for wireless 
sensor networks. The proposed routing protocol is composed of four different phases. 
At first cluster formation and cluster head selection mechanism has been executed. 
The main motive of dynamic cluster head rotation mechanism is to evenly distribute 
the energy load among all the sensor nodes so that there are no overly-utilized sensor 
nodes that will run out of energy before the others. In the next step real time route tree 
formation has been formed among different cluster heads. This phase is highly 
efficient and it takes an important part for rest of the algorithm. In the third stage 
information sharing has been performed. At last route maintenance mechanism takes 
also an important role. The route maintenance phase can quickly and easily discover 
multiple alternate routes to deliver the data packets from sender to receiver.  

The rest of the paper is organized as follows. A comprehensive survey of related 
works of different routing techniques in WSNs is presented in Section 2. In Section 3 
We have design and describe a new simple reliable routing algorithm, which incurs 
the transitions among these four different phases and improves energy efficiency to 
prolong the whole network lifetime. Intensive result analysis is presented in section 4. 
Finally, we conclude our paper with final remarks in Section 5. 

2   Related Works 

In recent years cluster based architectures are one of the most suitable solutions, in 
order to cope with the requirements of large scale WSN. In this section we take a brief 
look at some of the common clustering algorithms applicable for WSN. 

Heinzelman proposed a hierarchical clustering algorithm for sensor networks; 
named Low Energy Adaptive Clustering Hierarchy [16], [4]. Two layers architecture 
introduced in LEACH [16], [4]. One used for communication within the clusters and 
the other was between the cluster heads and sink. The main disadvantage with 
LEACH [16], [4] protocol is, due to the random selection of  cluster head, there exists 
the probability that the cluster heads formed are unbalanced and may be present in 
one part of the network, making other portion of the network unreachable. 

Threshold Sensitive Energy Efficient Protocol [14] pursues a hierarchical approach 
along with the use of a data centric mechanism. In TEEN [14] Cluster head uses hard 
threshold & soft threshold values. TEEN [14] is not suitable for periodic reports based 
applications. 

Adaptive Threshold sensitive Energy Efficient Sensor Network Protocol [12] is an 
extension to TEEN [14] and aims at both capturing periodic data collections and 
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reacting to time critical events. The main features of the APTEEN [12] scheme is that; 
it combines both proactive and reactive policies. The main drawback of the scheme is 
the additional complexity required to implement the threshold functions and the count 
time. 

Lindsey, Raghavendra were proposed a Power Efficient Gathering in Sensor 
Information Systems [13], which is a chain based routing protocol. PEGASIS [13] 
increases the lifetime of each node by using collaborative techniques and as a result 
the network lifetime will be increased. It also allows only local coordination between 
nodes that are close together, so that less bandwidth has been consumed in 
communication. PEGASIS [13] introduces excessive delay for distant node on the 
chain and in addition the single leader can become a bottleneck. 

Boukerche, Pazzi and Araujo were proposed a Periodic Event Driven and Query 
Based Routing Protocol [9], [8] consists of three steps: the construction of the hop 
tree, i.e., the dissemination tree; the propagation of subscriptions; and the data 
delivery to the Sink. The basic idea of the PEQ [9], [8] is that it uses the hop level of 
the nodes as the main information to minimize data transmission. 

The Clustering PEQ [9], [8] was designed based on the PEQ [9], [8] mechanism. 
CPEQ [9], [8] employs an energy aware cluster head selection mechanism in which 
the sensor nodes with more residual energy are selected to become cluster heads. The 
CPEQ [9], [8] protocol configures the dissemination tree using the PEQ’s [9], [8] 
algorithm with a simple modification that is an additional field that contains the 
percentage of nodes that can become CHs.  

An Energy Efficient Inter Cluster Communication based Routing Protocol for 
WSNs [9], [8] does not determine whether the nearest neighbor nodes are able to 
communicate or not. ICE [9], [8] also provides QoS by finding a path with the least 
cost for high priority event notification messages.  

Hybrid Energy Efficient Distributed [11] clustering introduces a variable, known 
as cluster radius which defines the transmission power to be used for intra cluster 
communication. HEED [11] terminates within a constant number of iterations and 
achieves fairly uniform distribution of cluster heads across the network. 

Li-Ming-He was proposed a Novel Real Time Routing Protocol [3] to guarantee 
real time communication. Through real time route tree construction, source node can 
discover the optimal route along which sensing data can be delivered to sink node 
with minimum delay. The proposed novel phase transition mechanism ensures 
multiple suboptimal routes are used, which prolongs the network lifetime greatly. 

Energy Efficient Hierarchical Routing Protocol [1] motivates the need for data 
collection in the gateway area by the one which no cluster head node to attach with. 
By using Energy Efficient Hierarchical Routing Protocol [1] the cluster heads can 
preserve some energy in data forwarding and gateway nodes can ease their burden 
and gateway node not taking participation in cluster formation. 

Wenjun Liu and Jiguo Yu were proposed Energy Efficient Clustering and Routing 
Scheme [2], includes three phases: distributed nodes clustering, dynamic cluster head 
rotation and inter cluster routing selection. Routing selection takes advantage of base 
station’s energy and the communication overhead and network lifetime of EECR [2] 
are also desirable.  

In the next section we are going to propose a new routing protocol and try to 
reduce the problems of previously discussed routing protocols. 
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3   Proposed New Routing Protocol 

Hierarchal routing involves in the cluster formation techniques where low energy 
nodes are assigned the task of sensing. The main aim of hierarchical routing is to 
efficiently maintain the energy consumption of sensor nodes by involving them in 
multi-hop communication.  

We have used the first order radio model [16]. In this model, a radio dissipates 
50nJ/bit (EMelec) to run the transmitter or receiver circuitry and 100pJ/bit/m2 (EMamp) 
for the transmitter amplifier. The energy consumption model is described as follows. 
When a sensor node transmits m-bit data to another node with distance d, the energy 
it consumes is     EMTX (m, d) = EMelec *m + EMamp*m*d2 (1)

After receiving m bit data, the sensor node consumes the energy,  

    EMRX (m) = EMelec *m (2)

Here EMelec is denoted as the circuit energy cost for transmitting or receiving one bit 
data and EMamp is the amplifier coefficient and d2 is the energy loss model is used for 
representing channel attenuation.  

Before designing of the newly proposed routing protocol few assumptions have 
been summarized. Such that; Sensor nods are generally energy constrained; Every 
sensor node has unique identifier and they can directly communicate with its 
immediate neighbor; Wireless sensor network is usually data centric, i.e. application 
specific; Normally data collections by the sensor nodes have been done based on the 
locality; In Wireless sensor nodes every link between any two nodes is bidirectional; 
The transmission range of each node is same on one condition that the transmission 
range should cover all the neighbors in the network. In our proposed protocol, WSN 
perceived as a network partitioned into clusters based on locality. 

The Proposed Routing Protocol is composed of four different phases. 

I. Cluster Formation and Cluster Head Selection Process. 
II. Real Time Route Tree Formation Among Different Cluster Heads. 
III. Information Sharing. 
IV. Route Maintenance Mechanism. 

I. Cluster Formation and Cluster Head Selection Process 
The sensor nodes of the same location are usually collect almost same redundant data. 
To reduce data redundancy cluster heads apply data aggregation mechanism between 
collected data and put into a single length fixed packet. This mechanism is suitable for 
saving the energy of the sensor nodes without transferring the redundant data. 

For applying the above discussed mechanism, in our proposed protocol we are 
using the clustering technique. Here local nodes are involved to form the cluster and 
those nodes have the highest energy level, will elect as a cluster head. This protocol 
implements randomized rotation of CHs to evenly distribute the energy load among 
the different sensor nodes in the network. It helps prevent draining the energy of the 
sensor node and as well as this dynamic clustering increases the network lifetime. 
When the energy of a cluster head drops below the threshold, it replaced by a with a 
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new cluster head. We assume that all sensors are identical and produce data at the 
same rate. To calculate EMTH, we use these following equations: 

    m =n*p (3)

    EMCH = EMelec *m + EMamp*m*dCH
2 (4)

Where, m as the total length of the received message in the cluster-head assuming 
there are n member nodes in the cluster and each message is p-bit long and dCH

2 is the 
distance between the cluster-heads. EMCH is the energy consumed as the cluster-head 
transmits the aggregated data to other cluster heads. The energy consumed by a 
cluster head which is obtained by Equation (4). In Equation (5) average energy 
consumption per cluster-head has been calculated,  

   c 
EMTH = 1/c∑ EMCH 

      i=1 
(5)

Where, c is the no of clusters. Since EMTH changes over time, the threshold is 
calculated in every data collection and transmission phase. 

 
II. Real Time Route Tree Formation Among Different Cluster Heads 
We are trying to form a route among different cluster heads rather than different 
sensor nodes. By sharing information only among the cluster heads, they can acquire 
all the information which is sensed by the sensor nodes.  

Any sensor node in the wireless sensor network with multiple interests passes those 
to its cluster head. Then that cluster head becomes sink node and it enters the real 
time route tree as a root of the tree and assigns itself to level 0. Then the sink node 
broadcast a RT_FRM_MSG {Clsr_Hd_Id, Msg_Id, Level, Int1, Int2… Intn, TTL} 
to its neighbor cluster heads.  

Each cluster head maintains a MSG_HS_TBL. Once any cluster head receives 
RT_FRM_MSG, it copies all the information to its MSG_HS_TBL {Clsr_Hd_Id, 
Msg_Id, Level, Int1, Int2,…., Intn, TTL, Tm_Stmp} and records the time of the 
message arrival in the time stamp field and assigns itself a level which is one greater 
than the level of the message from where it has been received. In this way, this cluster 
head becomes the child of the previous cluster head. This above process is applicable 
for all the remaining cluster head in the network. 

After entering a route formation tree if any node again receives same 
RT_FRM_MSG then store the message details in the MANTAN_TBL otherwise copy 
the details to the MSG_HS_TBL, i.e. the real time route has been discovered between 
different cluster heads. 

From the fig1, we are assuming that a sensor node of Cluster-A having the multiple 
interests and it passes its interests to its cluster head (CHA). Then CHA becomes the 
sink node and enters in the real time route formation tree and becomes the root of the 
tree and assign its level to 0.  
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Fig. 1. Real time route formation process 

In the next steps this sink node CHA broadcasts a RT_FRM_MSG to its neighbor 
Clusters, i.e. Cluster-B, Cluster-C & Cluster-D. After receiving the RT_FRM_MSG 
they have copied all these information to their MSG_HS_TBL & as well as they have 
updated their level, one greater than the level of the message. Now the levels of these 
clusters heads are 1. By using this technique all these cluster heads, i.e. CHB, CHC, 
CHD are become the child of the CHA. This discussed process is applicable for the 
entire network.  

 
III. Information Sharing 
In our proposed protocol we have to address two different types of Information 
Sharing mechanism.  

A. Inter Cluster Information Sharing 

In our proposed protocol we have three types of inter cluster communications.  

a. Cluster members are wanted to share information with their own cluster head. 
b. Multiple interests are generated by the cluster members and those are passes to    

their own cluster head. 
c. After getting some desired information for satisfying the interest of the cluster 

member, cluster head forwards that information to the cluster member. 

Time-driven fashion is applicable for case a. Both case b and case c follow event-base 
passion.  

B. Intra Cluster Information Sharing 

In this case, information sharing has been occurred among different cluster head. 
When cluster head sensed any event, it searches for corresponding interest in its 
MSG_HS_TBL {Sens_Data, Msg_Id, Snk_Nd_Id, Src_Nd_Id, TTL}. If any 
interest is present, then the cluster head becomes source node and begin to send 
sensing data to the sink node, i.e. to the root cluster head which belong in the level 0.  

From fig2, we are observing that the CHA passes its multiple interests to its 
neighbor CHB, CHC and CHD. These cluster heads also forwards RT_FRM_MSG to all 
the neighbor clusters, updating level to 1. Now CHB, CHC & CHD have copied all the 
duplicate RT_FRM_MSG to the MANTAN_TBL  
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Fig. 2. Communication within real time route tree 

In the level two clusters i.e. CHH, CHI & CHJ are received this message from level 
1 cluster head, CHD and copy that particular message to its MSG_HS_TBL. As well as 
these level 2 cluster heads are forwarded the RT_FRM_MSG to each other. All these 
three cluster heads copy the duplicate RT_FRM_MSG to the MANTAN_TBL.  

 

Fig. 3. Message delivery process within real time route tree 

We are considering that is the node CHI who is able to solve the interest of the sink 
cluster head CHA. The interests are reached from sink CHA in level 0 to source CHI in 
level 2 via this specified path, i.e., CHA  CHD  CHI  

After building up the route from sink node CHA to source node CHI, the source 
node sends the solution to the sink node via the same reverse path, i.e. CHI CHD 
CHA. 

 
IV. Route Maintenance Mechanism 

In the route, if any sensor node will damage for a certain time period then this entire 
path will damage, to handle this kind of situation we have incorporated route 
maintenance mechanism. 

After receiving any information from any sensor node, the receiving node has send 
ACK_MSG to the sender node within a certain time period. These ACK_MSG{ 
Snk_Nd_Id, Recvr_Nd_Id, Msg_Id, Ack_Id, Tm_Stmp} based repair mechanisms 
consist of two parts. One is Failure Detection and other is selection of Alternative 
node.  
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Depends on the reception time of Ack_Msg sensor nodes can detect if its neighbor 
nodes are functioning properly or not. If Ack_Msg not received within a specified 
time, the sensor node search in the MANTAN_TBL to find out one alternative cluster 
head from which it has receives same RT_FRM_MSG. If no such information is 
found in MANTAN_TBL the entire process is terminated, otherwise it will find out 
the alternative route. 

By using the above discussed algorithm any sensor node can communicate with 
any another nodes through the cluster head within that network. 

Table 1. Data Dictionary 

Data Value Description 
Clsr_Hd_Id Cluster Head Id 
CHX   {x=A to J} Cluster Head  
Msg_Id Message Id 
Level Level of the Cluster  
Inti Interest Number  
TTL Time to Leave  
Tm_Stmp Time Stamp  
Sens_Data Sensing Data 
Snk_Nd_Id Sink Node Id 
Src_Nd_Id Source Node Id 
Snd_Nd_Id Sender Node Id 
Recvr_Nd_Id Receiver Node Id 
Ack_Id Acknowledgement Id 

 

/* algorithm for cluster head selection */ 
√ Clsr_Hd_Slect ( )   

Step1: Set cluster head n1, Energy level of cluster head  ECH 
Step2: Broadcast a message with ECH  
Step3: IF (ECH < node n energy level) 

  StepI : node n sends a message with it’s energy level to n1 
    StepII: node n elected as cluster head 

           ELSE node n1 remain cluster head. 
        

/* algorithm for route formation */ 
√ Rt_Frm_Inf_Shr ( )   

Step1: Set sink_node  cluster head of cluster node with multiple interest 
Step2: Set Levelsink_node  0 
Step3: sink_node sends RT_FRM_MSG 
Step4: IF the receiver node not entered in that route & can’t satisfy interest  

        StepI : update MSG_HS_TBL with RT_FRM_MSG 
        StepII: add message arrival time 
        Step III: update RT_FRM_MSG with  

                            Step a: level = level+1 
                            Step b: Clsr_Hd_Id  it’s own id. 
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               StepIV: forward RT_FRM_MSG to it’s neighbor 
    ELSE IF the receiver node can satisfy interest 
                  THEN this node become the source node and sends a reply to that  
                          node from which it has receives the message 

              ELSE IF the receiver node is already entered in that route 
           IF the message is same as previous one 

   Update MANTAN_TBL with RT_FRM_MSG 
           ELSE  
   Update MSG_HS_TBL with RT_FRM_MSG 

. 
 /* algorithm for route maintenance */ 
√ Rt_Mnt ( )      

Step1: Search in MANTAN_TBL 
Step2: IF any alternative path, then update route 
           ELSE terminate the process. 
. 

4   Result Analysis 

The simulation model consists of a network model that has a number of mobile 
wireless node models, which represents the entire network to be simulated.  

 

Fig. 4. Number of packet transfer vs time graph 

 

Fig. 5. Number of packet transfer vs energy graph 
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The graph in fig 4, shows the time required for route discovery process from 
source to sink. From that it is clearly seen that when more number of packets are 
transferred among different nodes then the required time is also increased. In fig5, we 
have depicted a relation between number of packet transfer and energy. Here it has 
been observed that when more number of packets are transferred corresponding 
energy are dissipated.  

5   Conclusions 

In this paper, we have summarized the generic characteristics of some well known 
hierarchical cluster based routing protocols for WSNs and present a new routing 
scheme named Hierarchical Cluster Based Query-Driven Routing Protocol for 
wireless sensor networks to achieve real-time communication and high energy 
efficiency. The cluster head of each cluster acts as a local coordinator for its cluster, 
performing inter-cluster routing, data forwarding and has to undertake heavier tasks 
so that it might be the key point of the network. In sensor network most of the sensor 
nodes share information among all other sensor nodes within their communication 
range. In our proposed routing scheme only cluster head can take part to share 
information with their neighboring cluster heads. As a result, energy minimization has 
been performed. This HCBQRP protocol is also follow a query driven mechanism, 
i.e. when any sensor node generate any query then only information sharing has been 
performed through different cluster heads. Some result analysis are also incorporated 
to show in which way the proposed algorithm work to achieve the energy efficiency, 
scalability, information sharing and route maintenance mechanism. 
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Abstract. In recent past, tremendous work has been done to find optimal 
number of clusters at run time for partitional clustering algorithms. Various 
Evolutionary Computation techniques have been used by researchers to evolve 
most appropriate number of clusters for different clustering problems. In this 
paper, we attempt to apply a new variant of adaptive differential evolution 
technique on a real world data set to find optimal number of clusters at runtime. 
The DCADE algorithm has been applied on Home Interview Survey (HIS) data 
related to a Transportation Project. Later clusters are formed and analyzed 
which are in accordance with the domain expert. 

Keywords: Partitional Clustering, Adaptive Differential Evolution, Dynamic 
Clustering, Home Interview Survey. 

1   Introduction 

Evolutionary computation techniques have been extensively used in past to solve 
clustering problems of complex datasets. But not much impressive works have not 
been done to determine optimal number of clusters dynamically while solving 
clustering problem. The optimal number of cluster value is remaining to be a big 
challenge for partitional clustering algorithms like classical K-means even till date. 
Most of the existing clustering techniques, based on evolutionary algorithms, accept 
the number of classes K as an input instead of determining the same on the run. 
However, practically the appropriate number of groups in a new dataset may be 
unknown or impossible to determine even approximately.  

It is challenging to find an optimal number of clusters in a large dataset. This 
problem has been investigated by several researches [1-2] but the outcome is still 
unsatisfactory [3]. Lee and Antonsson [4] used an Evolutionary Strategy (ES) [5] 
based method to dynamically cluster a dataset. In their approach, a variable-length 
individual to search for both centroids and optimal number of clusters is implemented. 
In [6] Sarkar et al have used Evolutionary Programming (EP) to classify dynamically 
the dataset. They have optimized two fitness functions simultaneously: one gives the 
optimal number of clusters, whereas the other leads to a proper identification of each 
cluster’s centroid. Bandopadhyay et al. [7] devised a variable string-length genetic 
algorithm (VGA) to tackle the dynamic clustering problem using a single fitness 
function. Very recently, Omran et al. came up with an automatic hard clustering 

2
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scheme [8]. The algorithm starts by partitioning the dataset into a relatively large 
number of clusters to reduce the effect of the initialization. Using binary PSO [9], an 
optimal number of clusters is selected. Finally, the centroids of the chosen clusters are 
refined through the K-means algorithm. The authors applied the algorithm for 
segmentation of natural, synthetic and multi-spectral images. Das et al. [11] proposed 
an algorithm, which determines an optimal number of clusters at run time using DE 
algorithm. In this work we applied Dynamic Clustering Using Adaptive Differential 
Evolution to a real time data set related to a transportation project to know the optimal 
number of clusters at runtime. 

2   Dynamic Clustering Method 

The vector representation of the candidate solutions is the key point in dynamic 
clustering problem. It is important to specify the entire dimension the dataset has 
along with the user specified number of clusters in the vector. A vector having a 
length of Kmax + Kmax × d represents for a dataset having n data points with d-
dimensions and a user-specified maximum number of clusters Kmax.  The first Kmax 
entries are positive floating-point numbers in [0, 1], each of which controls whether 
the corresponding cluster is to be activated (i.e. to be really used for classifying the 
data) or not. The remaining entries are reserved for Kmax cluster centers, each  
d-dimensional. For example a single vector can be shown as: 

 
The jth cluster center in the ith chromosome is active or selected for partitioning 

the associated data set if Ti,j > 0.5. On the other hand, if Ti,j < 0.5, the particular jth 
cluster is inactive in the ith chromosome. Thus, the Ti,j ’s behave  like control genes 
(we call them activation thresholds) in the chromosome governing the selection of the 
active cluster centers. The rule for selecting the actual number of clusters specified by 
one chromosome is 
 

                             IF Ti,j > 0.5, THEN the jth cluster center 
                             mi,j  cluster centroid  is ACTIVE 
                             ELSE mi,j  cluster centroid is INACTIVE       (1) 
 

When a new offspring chromosome is created as per the basics of PSO or GA or DE 
algorithm at first, the T values are used to select [using above specified rule] the active 
cluster centroids. If due to mutation some threshold Ti,j in an offspring exceeds 1 or 
becomes negative, it is forcefully fixed to 1 or 0, respectively. However, if it is found 
that no flag could be set to 1 in a chromosome (all activation thresholds are smaller than 
0.5), we randomly select two thresholds and reinitialize them to a random value 
between 0.5 and 1.0. Thus, the minimum number of possible clusters is 2. 

The quality of a partition can be judged by an appropriate cluster validity index. 
Cluster validity indices correspond to the statistical-mathematical functions used to 
evaluate the results of a clustering algorithm on a quantitative basis. Generally, a 
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cluster validity index serves two purposes. First, it can be used to determine the 
number of clusters, and secondly, it finds out the corresponding best partition.  One 
traditional approach for determining the optimum number of classes is to run the 
algorithm repeatedly with different number of classes as input and then to select the 
partitioning of the data resulting in the best validity measure [10][11]. Ideally, a 
validity index should take care of the following aspects of the partitioning: 

1) Cohesion: Patterns in one cluster should be as similar to each other as 
possible. The fitness variance of the patterns in a cluster is an indication of the 
cluster’s cohesion or compactness. 

2) Separation: Clusters should be well separated. The distance among the cluster 
centers (may be their Euclidean distance) gives an indication of cluster separation.  

In the present work we have based our fitness function on the Xie-Benni index. This 
index, due to Xie and Beni [12], is given by  

     (2)

Using XBm the optimal number of clusters can be obtained by minimizing the index 
value.  The fitness function may thus be written as 

    
(3)

where XBi is the Xie-Benni index of the i-th particle and eps is a very small constant 
(we used 0.0002). So maximization of this function means minimization of the XB 
index. 

The pseudocode for the Dynamic clustering algorithm is given here. 
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2.1   Adaptive Differential Evolution 

DE is a population-based search strategy which involves floating-point encoding for 
continuous optimization. Like any other evolutionary technique it also goes through a 
simple cycle of stages. Generation of populations (i.e. candidate solutions), fitness 
evaluations, and replacement of current population with fitter individuals and 
repetition of above stages till the stopping criteria is achieved or desired results are 
obtained are the common stages in DE approach. The basic algorithm with 
terminologies of DE is explained below. 

Let S be the search space of the problem under consideration having candidate 
solutions with n-dimension belonging into a real-world R. The DE evolves a 
population of NP n-dimensional individual vectors, i.e. solution candidates, 
Xi=(x , … … . x ) ∈ S, i = 1, … . . NP, from one generation to the next. For each feature (also 
known as attribute or dimension) of the problem it may have a certain range within 
which it values lie, the candidate vectors in the generation should be initialized within 
that bound as much as possible by uniformly randomizing individuals. For example  

If  = , , , , … … ,  = , , , , … … ,  

then we may initialize the jth component of ith vector as 
 x , , = x , + rand , [0,1]. (x , x , ,) 
 

where rand , [0,1] is a uniformly distributed random number lying between 0 and 1.  
At each generation G, DE applies mutation and crossover operations to produce a 

trial vector Ui,G for each individual vector Xi,G. also known as target vector, in the 
current population. The process of mutation and crossover operations are described 
below. 

[1] Mutation Operation 
The mutation means sudden change in the gene characteristics of a chromosome. In 
the DE studies mutation means a change or perturbation of the elements of the vector. 
For each target vector Xi,G, an associated mutated vector Vi,G={v ,G,v ,G, … … . , v ,G} 
can be generated by using one of the 5 strategies described in [4]. In this work we 
used Scheme1. 

Scheme 1: DE/rand/1 
In this scheme, to create a donor vector Vi,G  for each ith member, three other 

parameter vectors (say  Vr1,G , Vr2,G , Vr3,G) are chosen randomly from the current 
population where i≠r1≠r2≠r3. A scalar number F is taken which is known as mutation 
scale factor. This number scales the difference of any two of the three vectors and the 
resultant is added to the third one. For the ith donor vector, this process can be given as 

    Vi,G =Xr1,G + F.(Xr2,G - Xr3,G) 

[2] Crossover Operation 
The crossover operation is used to diversify the population after formation of donor 
vector. Here, the basic idea is to exchange the components between the target vector 
and donor vector to form a trial vector Ui,G={u ,G,u ,G, … … . , u ,G}. There exists two 
kind of crossover in DE family of algorithms known as exponential (or two-point 
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modulo) and binomial (or uniform)[13]. In our work we have used binomial crossover 
scheme. In this scheme the trial vector is formed by following approach. 
 , , =  , ,           , ,  ,  

 

Where j=1,2,…….,n and CR  is a user-defined crossover constant in the range [0,1] 
and jrand  is a randomly chosen integer in the range [1,n] to ensure that the trial vector 
will differ from its corresponding target vector by at least one element. 

[3] Selection Operation 
This step is performed to keep the population size constant over subsequent 
generations. It means the total number of vectors In generation G and next generation 
G+1 remains constant, however the fitter vectors are only selected into the generation 
G+1.  To compute the fitter individuals the fitness evaluations are done which is 
dependent on the problem under investigation. For example if a numerical function 
optimization is the problem and the objective is to find minimization then the 
individual vector having lower function evaluation value is preferred to the one 
having higher function evaluation values. In our clustering work, the vector giving 
minimum intra cluster distance is preferred to the one giving higher distance values. 
The selection operation is given below. 

                 X ,G = { Ui,G  if f(Ui,G) ≤ f(Xi,G) 
                                                 Else 

                                                   X ,G =Xi,G 

In the process of selection the population either gets better (with respect to the 
minimization of the objective function) or remains the same in fitness status, but 
never deteriorates. It is clearly evident from the selection operation that even if the 
population is not improving over next generation, it moves over flat fitness landscape 
with generations by the replacement of trial vector by target vector  

2.2   Control Parameters of ADE 

There are three control parameters in basic DE algorithm. They are mutation scale 
factor F, crossover constant CR, and population size NP. These parameters are largely 
responsible to improve the performance of DE. A good amount of research work has 
gone into the setting of these parameters to obtain better performance for different 
types of problems.  Zaharie in [14] proposed a new adaption strategy by controlling 
the population diversity with multi population implementation. In [14] it is observed 
that if the value of F is sufficiently small, the population can converge even in the 
absence of selection pressure. Omran et al. in [15]] suggested a variant DE algorithm 
called SDE wherein the F is self-adapted and CR is generated from a normal 
distribution N(0.5,0.15). They claimed that SDE performs better than DE over four 
benchmark functions [15]. In this work we have used yet another variation of adaptive 
mutation scale factor strategy keeping crossover constants and population size fixed 
to reasonable values as demonstrated in [10]. In this approach the mutation scale 
factor F is adapted on the variance of the population fitness of all vectors in a 
generation. The central idea lies in the fact that if the variance of fitness values of all 
vectors in a population varies to large value the search process becomes too much 
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random and convergence may take more time and on the other hand if the variance 
value is too small it will lead to premature convergence. Hence, if the mutation scale 
factor F is adapted based on the variance values of the population the step wise 
convergence can be obtained achieving the optimal solution. The mutation scale 
factor F is updated by finding the variance of the population fitness as 

      

Where favg=average fitness of the population of vectors in a given generation. 
fi=fitness of the ith vector in the population. 
M=total number of vectors 

    i=1,2,3……M 

Here, f is a normalizing factor to limitσ . A large value of σ  will make the search 

random and whereas a small value of σ or 0=σ , the solution tends towards a 
premature convergence.  To alleviate this phenomenon and to obtain optimal solution, 
the F is updated as 

( ) ( ) 211)( σλλ −+−= kFkF  

The forgetting factor λ  is chosen as 0.9 for faster convergence. 
The Pseudo-code for the ADE algorithm with binomial crossover is given in the 

box below  
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3   Transportation Dataset 

This is Home Interview Survey (HIS) data, which is collected from a survey made in 
the city of Hyderabad. The main purpose of this project is to understand the present 
day travel patterns and relate these patterns to the Socio-Economic characteristics of 
Trip makers [16]. 

The travel patterns in the form of number of trips performed by each member in a 
city, from an identifiable location in the city called Origin to another identifiable 
location called Destination, together with the trip makers socio economic 
characteristics, is the primary bed block based on which future predictions of travel 
are made. This information is used in developing travel demand models that will help 
in predicting future travel patterns for the horizon year. These predicted travel 
patterns are the main source of information for identifying, planning, locating, 
designing, justifying various transportation projects. For calibrating the Demand 
model, base year travel patterns along with their attributes are necessary. For this 
purpose elaborate travel surveys are organized. The main method of obtaining all 
these travel attributes from road users is to elicit from them either directly by 
interviews or obtaining indirectly by phone call or through written reply by mail or e-
mail. The principal methods of intercepting the transport users are either at the 
beginning of trip called Origin end, or at end of trip called Destination end. 

In order to present the findings of these surveys it is necessary to translate the 
information into origin destination matrices stratified by purpose, mode and time of 
travel etc., for further applications.  Since there are innumerable number of Origins 
and Destinations in the study region, it is not possible to describe each trip from their 
exact place of origin to exact place of destination. Rather, the study area is divided 
into small Traffic Analysis Zones (TAZ) or localities to represent a group of houses 
or group of activities. All those trips that start or end anywhere in the TAZ area, are 
assumed to be originating at or destined to the centroid of the TAZ. Thus all 
individual homes and activities are aggregated to reasonable number of representative 
traffic analysis zones. This finite number of representative origins and destinations 
enables to generate O-D matrices that are reasonably workable, for computations and 
model development. However care is to be exercised to ensure that zone sizes are not 
too big as to distort the travel patterns, or nor too small that the secondary data 
becomes difficult to obtain and predict for future, or becomes not compatible with 
transport network. In the present study the data was obtained from Hyderabad city 
Home Interview Surveys, divided into 147 Traffic Analysis Zones or localities.  

In the Urban Transportation Planning package modeling system, travel is 
expressed as a function of socio economic characteristics of the traveler, activity type 
and intensity at the destination end of trip and level of service provided by the 
transport network and modes of travel. The expression would be of the type: 

Tn
i j m r t = f ( S, L, A ) Where   

Tn
i j m r t = Travel made from zone 'i' to zone 'j', by mode 'm' 

through route 'r', in time 't' , for the purpose 'n' 
S = socio economic characteristic of trip maker 
L = level of service provided by the transport system between 'i' and 'j'  
A = activity system variable at zone 'j' 
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The main issue in our work is to capture the relevant attributes from the dataset given 
to us and once it is done we need to group the records based on their characteristics to 
find out some interesting inferences. It may be noted here that the dataset available 
have no distinct groups specified or in other words it is unsupervised. The main 
challenge is to determine the clusters of homogeneous records. In our simulation we 
have first attempted to use classical k-means clustering approach to find clustering by 
taking 2,4,6 and 8 clusters as input in starting point and trying to minimize the square 
error . Although we could arrive at finding a cluster of 4 giving minimized square 
error but the computational time for the large dataset was a bottleneck and the 
possibility of being trapped in local minima also could not be fully averted.  

To alleviate above problems, we have used principal component analysis approach 
in this work [17] to obtain best relevant features. And after that we have implemented 
adaptive DE to have Dynamic clustering. In the next section, we present the work on 
pre-processing of dataset based on relevant feature selection with PCA and followed 
by the dynamic DCADE algorithm to feature the selected dataset. 

3.1   Pre-processing of Dataset 

The data collected from Home Interview Surveys contains intercorrelations among 
the elements of the socio economic vector variable which makes it difficult to 
construct and interpret any model from them. To detect these relationships one can 
use projections along different directions defined by a weighted linear combination of 
variables, or components that maximize the variance subject to being uncorrelated. 
Principal component analysis is a useful procedure to determine the minimum number 
of independent dimensions needed to account for most of the variance in the original 
test data. They do reveal fewer independent dimensions that are required to define the 
test domain. Factor analysis further improves the solutions offered by principal 
components by rotating components to positions that are most interpretable. With 
only few variables, it is easier to search interesting spaces manually by rotating the 
distribution data. In this paper we have employed varimax solution for rotation of 
axis. For each factor, varimax rotation also yields high loadings for a few variables 
that will help in understanding basic trait associated with the factor[18]. 

4   Dynamic Clustering to HIS Data 

DCADE algorithm has been simulated with 26 relevant features of the given dataset. 
The minimum and maximum numbers of clusters are chosen for dynamic clustering 
taken from 2 to 10. Accordingly the vectors are initialized in the initial population. To 
compare with other dynamic clustering algorithms such as DCPSO, GUCK and 
Classical DE, same range is taken for all approaches. The simulations are done for 10 
runs and results are reported in tabular form below (Table 1). 

From the table 1 it is clearly evident that the optimum numbers of clusters found 
are 4 which is in accordance with the domain expert. Our proposed adaptive DE gives 
the closest results. After going through the data vectors belonging to each cluster as 
found by DCADE we have analyzed them and concluded with following inferences 
with regard to the nature of the group. 
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Table 1. Comparison of Algorithms 

 

• Cluster I: Persons having high Income, having car ownership, persons 
having fewer dependents, or more earners, houses located away from public transport 
systems etc. In other words they belong to Prosperous families. One can identify the 
prosperity by associating Car with the house. 

• Cluster II: The second class people are those whose incomes are slightly 
lower than the above class, but with more dependents, or less earners, with slightly 
less educational standards. They possess at least a Two wheeler like Scooter, Motor 
cycle, Moped etc. This group can be considered as upper middle class and can be 
considered as those who own Two wheeler. 

• Cluster III:  The third category of people mostly does not have a vehicle 
but, may have occasionally Two wheeler, but they prefer to travel by public transport. 
Their family size is slightly bigger, and this group can be considered as middle 
income group people. May be considered has no vehicle owning group. 

• Cluster IV:  The fourth category have low educational level, work in private 
sector, or work in some activity on daily wage basis. Mostly they have a bicycle if 
they work in fixed time schedule activity, or on contract basis. They have slightly 
lower type of residences. This group of people can be considered as having Bicycle 
owning group. 

Accordingly these four classes can now be identified by their vehicle ownership 
levels. Those that are Vehicle owning and those that are No Vehicle owning classes. 
Among the Vehicle owning group they can be further classified into those having a 
Car ownership, Two wheeler ownership, Bicycle ownership etc. In other words, the 
behaviour of these classes of people especially in the context of travel behaviour can 
be identified on that nomenclature. They are distinctly different from each other.  

With these findings, it is possible to visualize the future scenarios, should it be 
possible to predict the type of employment, the number of earning members in a 
house hold or their changing patterns in occupational structure, on the changing 
patterns of traffic composition. The travel demand can be realistically estimated if the 
population is stratified into four clusters and develop relationships separately rather 
than on single population. 
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5   Conclusion 

In this exploration dynamic clustering using ADE called DCADE, has been used to 
obtain the optimal number of clusters at runtime. DCADE algorithm is applied on a 
real time data known as Home Interview Survey (HIS) data which is related to a 
Transport Project. Later clusters are formed and analyzed which are in accordance 
with the domain expert. 
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Abstract. The adaptive algorithm has been widely used in the digital signal 
processing like channel estimation, channel equalization, echo cancellation, and 
so on. One of the most important adaptive algorithms is the NLMS algorithm. 
We present in this paper an multiple objective optimization approach to fast 
blind channel equalization. By investigating first the performance (mean-square 
error) of the standard fractionally spaced CMA (constant modulus algorithm) 
equalizer in the presence of noise, we show that CMA local minima exist near 
the minimum mean-square error (MMSE)equalizers. Consequently, CMA may 
converge to a local minimum corresponding to a poorly designed MMSE 
receiver with considerablely large mean-square error. The step size in the 
NLMS algorithm decides both the convergence speed and the residual error 
level, the highest speed of convergence and residual error level. 

Keywords: CMA, NLMS, Adaptive MMSE. 

1   Introduction 

Blind equalization has the potential to improve the efficiency of communication 
systems by eliminating training signals. Difficulties of its application in wireless 
communications, however, are due largely to the characteristics of the propagation 
media - multipath delays and fast fading. The challenge is achieving blind 
equalization using only a limited amount of data. 

A widely tested algorithm is the constant modulus algorithm (CMA). In the 
absence of noise, under the condition of the channel invertibility, the CMA converges 
globally for symbol-rate IIR equalizers and fractionally spaced FIR equalizers. It is 
shown in [9] that CMA is less affected by the ill-conditioning of the channel. 
However, Ding et. al. [2] showed that CMA may converge to some local minimum 
for the symbol rate FIR equalizer. In the presence of noise, the analysis of 
convergence of CMA is difficult and little conclusive results are available. Another 
drawback of CMA is that its convergence rate may not be sufficient for fast fading 
channels. Another approach to the blind equalization is based on the blind channel 
estimation. Some of the recent eigen structure-based channel estimations require a 
relatively smaller data size comparing with higher order statistical methods. However 

2
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the asymptotic performance of these eigen structure-based schemes is limited by the 
condition of the channel [12, 13]. Specifically, the asymptotic normalized mean 
square error (ANMSE) is lower bounded by the condition number of the channel 
matrix. Unfortunately, frequency selective fading channels with long multipath delays 
often result in ill conditioned channel matrices. The key idea of this paper is to 
combine the approach based on minimizing the constant modulus cost and that based 
on matching the second-order cyclostationary statistics. The main feature of the 
proposed approach is the improved convergence property over the standard CMA 
equalization and the improved robustness for ill-conditioned channels. 

2   Blind Channel Equalization and Types 

The field of blind channel equalization has been existence for a little over twenty 
years. Research during this time has centered on developing new algorithms and 
formulating a theoretical justification for these algorithms. Blind channel equalization 
is also known as a self-recovering equalization. The objective of blind equalization is 
to recover the unknown input sequence to the unknown channel based solely on the 
probabilistic and statistical properties of the input sequence. The receiver can 
synchronize to the received signal and to adjust the equalizer without the training 
sequence. The term blind is used in this equalizer because it performs the equalization 
on the data without a reference signal. Instead, the blind equalizer relies on 
knowledge of the signal structure and its statistic to perform the equalization. 1. Blind 
signal is the unknown signal which would be identified in output signal with 
accommodated noise signal at receiver. 2. Channel equalization uses the idea & 
knowledge of training sequences for channel estimation where as Blind channel 
equalization doesn‘t utilizes the characteristics of training sequences for frequency 
and impulse response analysis of channel. 3. Blind Channel Equalization differs from 
channel equalization and without knowing the channel characteristics like transfer 
function & SNR it efficiently estimate the channel and reduces the ISI by blind signal 
separation at receiver side by suppressing noise in the received signal. 

3   CMA – Constant Modulus Algorithm 

In digital communication, equalizer was designed to compensate the channel 
distortions, through a process known as equalization. There are two types of 
equalization which are: 1) Trained equalization, 2) Blind (self recovering) 
Equalization. 

Blind equalization finds important application in data communication system. In 
data communications, digital signals are generated and transmitted by the sender 
through an analog channel to the receiver. Linear channel distortion as a result off line 
limited channel bandwidth, multipath and fading is often the most serious distortion in 
digital communication system. Blind equalization improves system bandwidth 
efficient by avoiding the use of training sequence. The linear channel distortion, 
known as the Inter symbol interference (ISI), can severely corrupt the transmitted 
signal and make it difficult for the receiver to directly recover the transmitted data. 
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Channel equalization and identification has proven to be an effective means to 
compensate the linear distortion by removing much of the ISI. 

 
Channel Equalization 
A typical communication system design involves first passing the signal to be 
transmitted through a whitening filter to reduce redundancy or correlation and then 
transmitting the resultant whitened signal. At the receiver, the recorded signal is 
passed through the inverse whitening filter and the original signal is thus restored. 
However, the channel will affect the transmitted signal because of a) Channel noise b) 
Channel dispersion leading to inter symbol interference. For example, by reflection of 
the transmitted signal from various objects such as buildings in the transmission path, 
leading to echoes of the transmitted signal appearing in the receiver. Therefore, it is 
necessary to pass the received signal through a so called equalizing filter to undo the 
dispersion effect as shown in figure 2 below. Equalization compensates for Inter 
symbol Interference (ISI) created by multi path within time dispersive Channel 
message signal whitening signal receiver. 

 
Blind Channel Equalization 
The field of blind channel equalization has been existence for a little over twenty 
years. Research during this time has centered on developing new algorithms and 
formulating a theoretical justification for these algorithms. Blind channel equalization 
is also known as a self-recovering equalization. The objective of blind equalization is 
to recover the unknown input sequence to the unknown channel based solely on the 
probabilistic and statistical properties of the   input sequence. The receiver can 
synchronize to the received signal and to adjust the equalizer without the training 
sequence. The term blind is used in this equalizer because it performs the equalization 
on the data without a reference signal. Instead, the blind equalizer relies on 
knowledge of the signal structure and i ts statistic to perform the equalization. A 
natural question from for direct adaptive equalization with training is, ``How can we 
adapt our filter F, without the use of a training signal?''. Figure 2 shows such a 
system. There has been extensive research on this subject for single user applications 
as well as multi-user applications. The Constant Modulus Algorithm is one such 
algorithm employed for the blind adaptation problem. 

4   NLMS Algorithm 

Usually, the adaptive algorithm consists of a transfer filter for processing the input 
single and an algorithm unit for update the transfer filter's coefficients. ( )x n  is the 

input signal; 0 1 2( ) [ , , ,..... ]lw n w w w w= is the vector of the transfer filter's 

coefficients; ( )d n  is the desired output of the transfer filter; ( )y n  is the output of 

the transfer filter; ( )e n  is the error value, and it can be written as: 

     (1)
^

( ) ( ) ( )e n d n y n= −
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The Adaptive algorithm unit represents some algorithm to update the coefficients of 
the transfer filter. For LMS algorithm, the method to update the coefficients of the 
transfer filter is given as follows: 

     (2)

μ , is the step of LMS algorithm. 

The main drawback of the "pure" LMS algorithm is that it is sensitive to the 
scaling of its input x(n). This makes it very hard (if not impossible) to choose a 
learning rate μ that guarantees stability of the algorithm. The Normalised least mean 
squares filter (NLMS) is a variant of the LMS algorithm that solves this problem by 
normalising with the power of the input. The NLMS algorithm can be summarised as:  

Parameters: p = filter order μ = step size Initialization: 
^

(0) 0h =  

Computation: For n = 0,1,2,...  

( ) [ ( ), ( 1),..... ( 1)]TX n x n x n x n p= − − +  

^

( ) ( ) ( ) ( )
H

e n d n h n X n= −
*^ ^ ( ) ( )

( 1) ( )
( ) ( )H

e n X n
h n h n

X n X n

μ+ = +  

5   Adaptive MMSE Equalizer 

The Sampled signal after MMSE Equalizer can be expressed in matrix form as 

     (3)

Where   ( ) ( ) ( ) ( )Ty i H i s i n i= + ,      (4) 

M is the length of the MMSE Equalizer: 1, 2, 3, 4, 5[ ........ ]T
Mw w w w w w w=  is the 

equalizer coefficients vector; Then the error signal e(i) is given by 

*( ) ( 1) ( )* ( )w n w n x n e nμ= + +

^

( ) ( )Hs i w y i=
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     (5)

where ( )d i  is the desired response. For MMSE equalizer, ( ) ( )d i s i D= +  , D is a 

time delay parameter which is L +1 usually. The MMSE criterion is used to derive the 
optimal equalizer coefficients vector w : 

     (6)

We make the assumption that signal s(i) and noise n(i) are independent identity 
distribution stochastic. 

Variable and uncorrelated each other, then the equalizer coefficients vector w  can 
be expressed as[2]: 

     (7)

Where 1 ( 1)[0.......1 ;0...........0]T
D D X L Mδ + −=

2

2
s

n

SNR
σ
σ

=  denotes the signal noise 

ratio   I  is MxM   identity matrix. 
To reduce the complexity caused by matrix inversion of ideal MMSE equalizer, we 

propose an adaptive MMSE equalizer algorithm. In code-multiplexed pilot CDMA 
systems, conventional adaptive equalizer is difficult to implement for lack of 
reference signal. In this paper, the steepest descent method[4] is used to derive 
adaptive equalizer algorithm in code-multiplexed pilot CDMA systems. 

According to Eqn.3 and Eqn.5, the mean square error (MSE) J can be expressed as 

     (8)

where autocorrelation matrix [ ( ) ( )]HR E y i y i=  ; cross-correlation vector 
*[ ( ) ( )]p E y i d i= , 2

sσ denotes the signal power; *(.) represents conjugate operation. 

Because the wireless channel is time-varying, the equalizer coefficients vector w  
must be updated real time. Conventional adaptive algorithm requires reference signal

( )d i , while in the downlink of code-multiplexed pilot CDMA systems, ( )d i  is 

difficult to distill. To resolve this problem, the steepest decent method is used. From 
Eqn.8, the gradient vector is 

     (9)

then the equalizer coefficients updating equation is 

     (10)

^

( ) ( ) ( )e i d i s i= −

{ }2
minw imizeE e=

11
( )H H

Dw H H I H
SNR

δ−= +

* 2( ) [ ( ) ( ) ] H H H
sJ w E e i e i w p p w w Rwσ= = − − +

( )
2 2

J w
p Rw

w

∂ = − +

( 1) ( ) 2 [ ( )]w i w i p Rw iμ+ = + −
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where parameter μ is a positive real-valued constant which controls the size of the 

incremental correction applied to the equalizer coefficients vector. 
For the autocorrelation matrix:  

                 

  
(11)

the cross-correlation vector 

     (12)

From Eqn.7,8,9, we can obtain the time recursive equation of MMSE equalizer by: 

     (13)

As can be seen from Eqn.13, the updating process avoids the matrix inversion 
operation. On the other hand, the updating process abstains the requirement to store 
the autocorrelation matrix R(i) and only the equalizer coefficients vector of last time 
is needed. From Eqn.13 we know, the channel convolution matrix H(i) is required to 
update the equalizer coefficients vector. 

For CMA, channel response can be estimated through code-multiplexed pilot. In 
this paper, the low complexity sliding-window method is used to estimate the channel 
coefficients, which can be expressed as 

     (14)

where 
^

( )l iβ  is estimation of the complex gain of l -th path; w  is the length of 

sliding-window in symbols and should be selected properly according to the varying 
speed of the channel. 

6   Experimental Results 

The performances for the Adaptive MMSE and adaptive CMA algorithm through and 
NLMS algorithm is experimental performed with accurate figures from 1-8. 

The performances of the channel estimation is an analyze in such a way that 
transmitted bits and receiver bits, Equalizers and very important task that is 
Convergences. 

[ ( ) ( )]HR E y i y i=

{ }
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Fig. 1. Transmitter side of Adaptive CMA       Fig. 2. Receiver side of Adaptive CMA 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Adaptive CMA Equalizer 

The first figures from 1-4 are obtained for Adaptive CMA Equalizer, with more 
efficient for equalization and convergences. Secondly from figure 5-8 are obtained for 
an Adaptive MMSE equalizer through NLMS algorithm. The efficient of equalization 
and convergences is too good. The time complexity is very less and more efficient for 
advance communication systems. 

 
Fig. 4. Convergence of Adaptive CMA equalizer 

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
Transmitted symbols

Real

Im
ag

e

-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3
Received samples

Real

Im
ag

e

 
Convergence 

n 

e(n)  

-



686 R. Nirmala Devi, T. Saikumar, and K. Kishan Rao 

 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 5. Transmitter side of Adaptive MMSE Equalizer 

 

Fig. 6. Receiver side of Adaptive MMSE Equalizer 

 

Fig. 7. Adaptive MMSE Equalizer through NLMS 
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Fig. 8. Convergence of Adaptive MMSE Via NLMS algorthim 

 

Fig. 9. Comparison of the actual weight and estimated weight 

7   Conclusions 

In this paper, the implementation of NLMS Algorithm with Adaptive MMSE gives 
more accurate results compare to with LMS Algorithm with Adaptive MMSE  that  
satisfy the performance requirement in high data rate transmission, while ideal 
MMSE equalizer is difficult to real-time implement because its large computational 
complexity, a low complexity adaptive MMSE equalizer algorithm is proposed. In 
future conclusion, the proposed low complexity adaptive MMSE equalizer in code-
multiplexed CDMA system can be proposed and this system has better practical 
application value. 
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Abstract. Recently there has been a growing interest in evolutionary multiob-
jective optimization algorithms which combines two major disciplines: evolu-
tionary computation and the theoretical frameworks of multicriteria decision 
making. This paper presents a comprehensive study of Multi-Objective Optimi-
zation (MOO) with Particle Swarm Optimization (PSO). Different suggestions 
of various researchers have been compiled to give a first-hand information of 
PSO based MOO. It is found that no single approach is superior. Rather, the se-
lection of a specific method depends on the type of information that is provided 
in the problem, the user’s preferences, the solution requirements and the availa-
bility of software. 

Keywords: Multi objective, Particle swarm optimization, PSO, Social  
networks, Swarm theory, Swarm dynamics. 

1   Introduction to Multi-objective Optimization (MOO) and PSO 

Optimization plays a major role in any branch of engineering. It is the mechanism by 
which the maximum or minimum value of a function or process is computed. This is 
used to optimize efficiency, production, profit or some other measure etc. Optimiza-
tion can refer to either minimization or maximization; maximization of a function f  is 
equivalent to minimization of the opposite of that function. In multi-objective optimi-
zation a collective of objective functions are systematically and simultaneously opti-
mized. Even though many works have been done in multi-objective optimization 
areas still it is   a very important research topic both for scientists and engineers, be-
cause there are still many open questions in this area. The interesting fact of this is 
that there is no accepted definition of “optimum” as in single-objective optimization. 
Hence it is difficult to even compare the results of one method to another’s because, 
normally, the decision about the “best” answer corresponds to the so-called (human) 
decision maker. 

2
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Multi-objective optimization originally grew out of three areas: economic equili-
brium and welfare theories, game theory, and pure mathematics. More precisely, mul-
tiobjective problems (MOPs) are those problems where the goal is to optimize k ob-
jective functions simultaneously. This may involve the maximization of all k func-
tions, the minimization of all k functions or a combination of maximization and mi-
nimization of these k functions.  Defining multiple objectives often gives a better idea 
of the task.. In contrast to the plethora of techniques available for single-objective 
optimization, relatively few techniques have been developed for multiobjective opti-
mization. In single objective optimization, the search space is often well defined. As 
soon as there are several possibly contradicting objectives to be optimized simulta-
neously, there is no longer a single optimal solution but rather a whole set of possible 
solutions of equivalent quality. When we try to optimize several objectives at the 
same time the search space also becomes partially ordered. To obtain the optimal 
solution, there will be a set of optimal trade-offs between the conflicting objectives. A 
multiobjective optimization problem is defined by a function f which maps a set of 
constraint variables to a set of objective values. An optimal solution is the solution 
that is not dominated by any other solution in the search space. Such an optimal solu-
tion is called Pareto optimal and the entire set of such optimal trade-offs solutions is 
called Pareto optimal set. As evident, in a real world situation a decision making 
(trade-off) process is required to obtain the optimal solution. Even though there are 
several ways to approach a multiobjective optimization problem, most work is con-
centrated on the approximation of the Pareto set. 

Particle Swarm Optimization belongs to the field of Swarm Intelligence and Col-
lective Intelligence and is a sub-field of Computational Intelligence. The idea behind 
this approach is to simulate the movements of a group (or population) of birds which 
aim to find food. The approach can be seen as a distributed behavioral algorithm that 
performs (in its more general version) multidimensional search. This approach is 
more suited to continuous variable problems. One major characteristic of PSO is it 
provides many configuration parameters, which allow the algorithm to be adjusted to 
various problem landscapes. In PSO individuals are allowed benefit from their past 
experiences whereas in an evolutionary algorithm, normally the current population is 
the only “memory” used by the individuals. PSO has been successfully used for both 
continuous nonlinear and discrete binary optimization [1, 3, 5, 6]. 

2   Particle Swarm Multiobjective Versions 

In the last few decades, a variety of PSO techniques for handling multiple objectives 
have been published in various literatures. Few of the efficient techniques will be 
reviewed next.  

Moore and Chapman [6] presented a Pareto dominance algorithm in an unpub-
lished document. The authors highlighted the value of performing both an cognitive 
component and a social component (group search). However, the authors did not en-
dorse any scheme to balance diversity. Liew and Ray [8] proposed the swarm meta-
phor algorithm, which uses Pareto dominance and combines concepts of evolutionary 
techniques with the particle swarm. This approach used crowding to maintain diversi-
ty and a multilevel filter to handle constraints. The authors adopt the constraint and 
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objective matrices proposed in some of their previous research [9] to implement the 
approach. Contrasting with the previous authors proposals , Parsopoulos and Vrahatis 
[10] adopted an aggregating function and are implemented through three types of 
approaches: a conventional linear aggregating function, a dynamic aggregating func-
tion and  the bang bang weighted aggregation approach [11]) for their multi-objective 
PSO approach. In modern work, Parsopoulos [12] studied a parallel version of the 
Vector Evaluated Particle Swarm (VEPSO) method for multiobjective problems. 
VEPSO is a multi-swarm variant of PSO, which is inspired on the Vector Evaluated 
Genetic Algorithm (VEGA) [13]. In VEPSO, evaluation of each swarm is done using  
only one of the objective functions of the problem under consideration, and the in-
formation that is possessed for the objective function is communicated to the remain-
ing swarms through the sharing of their best experience.  In 2002 Hu and Eberhart 
[14] proposed an approach called “dynamic neighborhood”, where only one objective 
is optimized at a time using a scheme similar to lexicographic ordering. Discussed 
mainly about Dynamic neighbors, new pBest updating strategy and one dimension 
optimization.   In further work,  Hu [15] adopt a secondary population (called “ex-
tended memory”) and proposed some further improvements to their dynamic neigh-
borhood PSO approach.  Fieldsend and Singh [16] has come out with an approach that 
uses unconstrained elite archive, where special data structure “dominated tree tech-
nique “ is adopted  to store the nondominated population found along the search  
process. The primary population interacts with the archives in order to define local 
guides. Their approach also uses a “turbulence” operator that is basically a mutation 
operator that acts on the velocity value used by PSO.  Coello Coello and Salazar Le-
chuga [30] and Coello Coello et al. [19] proposed an approach based on the idea of 
having a global repository in which every particle deposits its flight experiences after 
each flight cycle. Additionally, the updates to the repository are performed consider-
ing a geographically- based system defined in terms of the objective function values 
of each individual; this repository is used by the particles to identify a leader that will 
guide the search. The approach also uses a mutation operator that acts both on the 
particles of the swarm, and on the range of each design variable of the problem to be 
solved. 

In more recent work, Toscano Pulido and Coello Coello [19] use the concept of Pa-
reto dominance to determine the flight direction of a particle. In order to have a better 
distribution of solutions in decision variable space the authors adopted various clus-
tering techniques to divide the population of particles into several swarms. PSO algo-
rithm is executed with each sub-swarm and at later point, the different sub-swarms 
exchange information (the leaders of each swarm are migrated to different swarm in 
order to vary the selection pressure. Also, this approach does not use an external pop-
ulation since elitism in the current case is an emergent process derived from the mi-
gration of leaders.  For solving water quality problems the authors Baltar and Fontane 
[20] adopted a variation of Coello’s approach [19].The fundamental change is that 
Baltar and Fontane [20] did not use the adaptive grid of the original proposal, but 
instead, they calculate in objective function space. The repository in this case is a 
simple archive that stores the nondominated solutions found along the evolutionary 
process, but it does not work as a diversity-preserving mechanism, as in the original 
proposal [19]. An interesting aspect of this work is that the algorithm is implemented 
in a spreadsheet format using Microsoft Excel and Visual Basic. Tayal [21]  
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implemented PSO with a linear aggregating function to solve various engineering 
optimization problems, including the design of: (1) a 2 degrees- of freedom spring 
mass system, (2) a coil compression spring, (3) a two-bar truss,   (4) a gear train and 
(5) a welded beam. Using external penalty and the weights for the linear aggregating 
function Constraints are handled. Summarizing, this work illustrates the most 
straightforward way of using PSO as a single-objective optimizer to solve multiobjec-
tive optimization problems. 

Mostaghim and Teich [22] propose a sigma method in which the local best  guides 
each particle that  are adopted to improve the convergence and diversity of a PSO 
approach used for multiobjective optimization. They also use a “turbulence” operator, 
but implemented on a decision variable space. The idea of the sigma method is similar 
to compromise programming. The use of the sigma values increases the selection 
pressure of PSO (which was already high). This may cause premature convergence in 
some cases.  In more recent work, Mostaghim and Teich [22] propose a novel method 
called covering MOPSO (cvMOPSO). The propsosed method works in two phases. In 
phase 1: a MOPSO algorithm is implemented with a restricted archive size and the 
goal is to obtain a good approximation of the Pareto-front. In phase 2, the nondomi-
nated solutions obtained from phase 1 are considered as the input archive of the 
cvMOPSO. The particles in the population of the cvMOPSO are divided into sub 
swarms around each nondominated solution after the first generation. Li [24] propos-
es an approach that incorporates the main mechanisms of the NSGA-II [26] to the 
PSO algorithm. This approach combines the population of particles and all the per-
sonal best positions of each particle, and selects the best particles among them to con-
form the next population. It also selects the leaders randomly from the leaders set 
among the best of them, based on two different mechanisms: a niche count and a 
crowding distance. In more recent work, Li [26] proposes the maximinPSO, which 
uses a fitness function derived from the maximin strategy to determine Pareto domi-
nation. The author shows that one advantage of this approach is that no additional 
clustering or niching technique is needed, since the maximin fitness of a solution can 
tell us not only if a solution is dominated or not, but also if it is clustered with other 
solutions, i.e., the approach also provides diversity information. 

Srinivasan and Hou [28, 29] propose an approach, called Particle Swarm Inspired 
Evolutionary Algorithm which is a hybrid between PSO and an evolutionary algo-
rithm. The authors argue that the traditional PSO equations are too restrictive when 
applied to multiconstrained search spaces. Thus, they propose to replace the PSO 
equations with the so-called self-updating mechanism, which emulates the workings 
of the equations The approach uses a memory to store the elite particles and does not 
use a recombination operator. Zhang et al. [31] propose an approach that attempts to 
improve the selection of gbest and pbest when the velocity of each particle is updated. 
For each objective function, there exists both a gbest and a pbest for each particle.  In 
order to update the velocity of a particle, the algorithm defines the gbest of a particle 
as the average of the complete set of gbest particles. Analogously, the pbest is com-
puted using either a random choice or the average from the complete set of pbest val-
ues. This choice depends on the dispersion degree between the gbest and pbest values 
of each particle. Zhao & Cao [36] propose a multi-objective particle swarm optimizer 
based on Pareto dominance. This is very similar to the proposal of Coello and Lechu-
ga [30], since it adopts a gbest topology. However, this approach maintains not one 
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but two repositories additionally to the main population: one keeps the global best 
individuals found so far and the other one12 keeps a single local best for each mem-
ber of the swarm. A truncated archive is adopted to store the nondominated solutions 
found along the evolutionary process. Baumgartner et al. [32] propose an approach 
which uses weighted sums (i.e., linear aggregating functions) to solve multiobjective 
optimization problem. In this approach, the swarm is equally partitioned into n subs-
warms, each of which uses a different set of weights and evolves into the direction of 
its own swarm leader. The approach adopts a gradient technique to identify the Pareto 
optimal solutions.  

Chow and Tsui[33] propose an autonomous agent response learning algorithm. The 
authors propose to decompose the award function into a set of local award functions 
and, in this way, to model the response extraction process as a multiobjective optimiza-
tion problem. A modified PSO called “Multi-Species PSO” is introduced by considering 
each objective function as a species swarm. A communication channel is established 
between the neighboring swarms for transmitting the information of the best particles, in 
order to provide guidance for improving their objective values. Mahfouf et al. [35] 
present an enhancement of the original PSO algorithm which is aimed to improve the 
performance of this heuristic in multi-objective optimization problems. The approach is 
called the Adaptive Weighted PSO (AWPSO) algorithm, and its main idea is to modify 
the velocity by including an acceleration term which increases with the number of itera-
tions. This aims to enhance the global search ability of the algorithm towards the end of 
the run thus helping the approach to escape from local optima. A weighted aggregating 
function is also used to guide the selection of the personal and global best leaders. The 
authors use dynamic weights to generate different elements of the Pareto optimal set. A 
nondominated sorting scheme is adopted to select the particles from one iteration to the 
next one. The approach was applied to the design of heat treated alloy steels based on 
data-driven neural-fuzzy predictive models. 

Krami [41] use the MOPSO proposed in [19] to solve reactive power planning 
problems in which two objectives are minimized: (1) cost and (2) active power losses. 
This problem has constraints related to the acceptable voltage profiles at each node, 
which are treated using a death penalty approach (i.e., solutions not satisfying the 
voltage constraints are discarded). S. Dehuria, S.B. Chob[37], proposed a mul-
ti-objective Pareto based particle swarm optimization (MOPPSO) to minimize the 
architectural complexity and maximize the classification accuracy of a polynomial 
neural network (PNN). Classification using PNN is explained as a multi-objective 
problem rather than as a single objective one.  Measures like classification accuracy 
and architectural complexity used for evaluating PNN based classification can be 
thought of as two different conflicting criterions. Authors has enlighten the use of 
MOPPSO technique using the two metrics as the criteria of classification problem  in 
finding out a set of non-dominated solution with less complex PNN architecture and 
high classification accuracy. Shafiq Alam, Gillian Dobbie and Patricia Riddle[38] 
propose a new generation evolution and swarm intelligence based clustering algo-
rithm called evolutionary particle swarm optimization EPSO-clustering algorithm 
which represents each cluster with a single particle instead of representing whole 
clustering solution by individual particles. EPSO-clustering is a combination of two 
techniques; self organization of the swarm and evolution of the particles at attribute 
level during a specified generation. Initially a swarm is taken as a clustering solution 
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and then different particles are merged to optimize the swarm size into an optimal 
number of particles each representing an individual cluster centroid with associated 
data vectors.  

Juan, Jos, Nebro1 and Carlos A. Coello Coello[39] discussed the  search capabili-
ties of six representative state-of-the-art MOPSOs, namely, NSPSO, SigmaMOPSO, 
OMOPSO, AMOPSO, MOPSOpd, and CLMOPSO. Additionally they propose a new 
MOPSO algorithm, called SMPSO, characterized by including a velocity constraint 
mechanism, it is found that SMPSO shows a promising behavior on those problems 
where the other algorithms fail. Nor ,Mohamad, Ammar[43] presents a study of PSO 
for constrained optimization problems, discussed the categorization of evolutionary 
algorithm optimization methods  for constrained problems in to four types :1) Pre-
serve feasibility of  Solutions 2)Penality function 3) Differentiate the feasible and 
infeasible solutions 4) Hybrid methods. Discussed various multiobjective problems 
for PSO. Li Ransikarn Esraa [42] presents a multi-objective diversity guided Particle 
Swarm Optimization approach named MOPSO-AR which increases diversity perfor-
mance of multi-objective Particle Swarm optimization by using Attraction and Repul-
sion (AR) mechanism. AR mechanism uses a diversity measure to control the swarm. 
Using the approach helps to overcome the problem of premature convergence. AR 
mechanism integrated with crowding distance computation and mutation operator 
maintains the diversity of non-dominated set in external archive. Authors demonstrate 
that the proposed approach is highly competitive in distribution of non-dominated 
solutions but still keeps convergence towards the Pareto front. 

L. Benameur, J.Alami, A. El Imrani[44]proposes a hybrid multiobjective particle 
swarm approach called Fuzzy Clustering Multiobjective Particle Swarm Optimizer 
(FC-MOPSO). The model discusses the uses of  a fuzzy clustering technique which 
helps in improving  of solution for  better distribution in decision variable space by 
dividing the whole swarm into subswarms In FC-MOPSO, the concept of migration  
concept is performed in order to interchange information between different subs-
warms and ensure their diversity. Bin XU Jing YU* YouGan ZHU[45] discusses the 
idea of escalating strategy which helps to re-generate the whole evolutionary popula-
tion which results in a new population that is significantly better from the previous 
values Through this approach the performance on global convergence can been en-
hanced, and premature can be avoided idea. Yunxia Pei[46]discusses the usability of 
scheduling technique against two cases: Failure without self-adaptation and No Fail-
ure. By the proposed algorithm, the authors claims that  not only opportunistic place-
ment of workflow tasks is possible but also significant performance gains are achiev-
able. Moayed Daneshyari, Gary G. Yen[47] introduces  a cultural framework which 
adapts the individual  flight parameters of the mutated particles in a MOPSO, namely 
momentum and personal and global accelerations, The implementation of the pro-
posed algorithm on benchmark test functions shows that the movement of the indi-
vidual particle using the adapted parameters assists the MOPSO. Junwan Liu Junwan 
Liu, Yiming Chen [48] discusses the  how the  development of DNA microarray tech-
nology    make it very possible to study the transcriptional response of a complete 
genome to different experimental conditions. A  Biclustering technique is shown that 
is used to analysis those gene expression data. A  novel dynamic multi-objective par-
ticle swarm optimization biclustering(DMOPSOB) algorithm is discussed here which 
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is to mine coherent patterns from microarray data. Li Zhongkai, Zhu Zhencai, Zhang 
Huiqin[49] proposes , a crowding distance sorting based multiobjective particle 
swarm optimization algorithm (DSMOPSO. With the elitism strategy, the evolution 
of the external population is achieved based on individuals’ crowding distance sorting 
by descending order, to delete the redundant individuals in the crowding area. The 
results show that it outperformed NSGA-II and SPEA2 in the convergence and diver-
sity characteristics of Pareto optimal front. Hsing Hung Lin[50] discusses how  a 
particle swarm optimization (PSO) technique can address open-shop scheduling prob-
lems with multiple objectives. This is achieved through modifying the particle posi-
tion representation, particle velocity, and particle movement to consider the essential-
ly discrete nature of scheduling problems. The proposed algorithm was tested using 
two benchmark problems to evaluate its performance. The authors conclude that the 
algorithm performed better when only one swarm was used for all three objectives 
compared to the case where the swarm was divided into three sub-swarms for each 
objective. 

Gary G. Yen and Wen Fung Leong[51] discussed about functionalities of the the 
multiobjective constraint handling framework and also about how to update the per-
sonal best archive which are designed to encourage finding feasible regions and con-
vergence towards the Pareto front  Jintao Yao, Bo Yang, Mingwu Zhang,Yuyan 
Kong[52].proposes a method of information-sharing by offering particle the predation 
escaping behavior in order to provide the necessary selection pressure to propel the 
population moving towards the true Pareto front. The results show that  the modified 
NSPSO can find out the better Pareto Front.  Murilo R. Pontes, Fernando B. Lima 
Neto, Carmelo J. A. Bastos-Filho[53]. discussed the incorporation of auto-adaptation 
capability in a cooperative Particle Swarm Optimization algorithm, called Clan Par-
ticle Swarm Optimization. Carmelo J. A. Bastos-Filho, P´ericles B. C. Mirand[54] 
discussed about. MOPSOCDR approaches that selects the social and the cognitive 
leaders based on the crowding distance. Here they proposed a MOPSO with two dis-
tinct operation modes. The algorithm changes the operation mode based on the evalu-
ation of the External Archive. 

Table 1. Muli-Obejctive PSO Variants 

 Author (References) Year Approach Application 
1 Moore and Chapman [6] 1999 Pareto dominance - 
2 Ray and Liew [8] 2002 swarm metaphor Pareto 

dominance crowding 
Handling  
Constraints 

3 Parsopoulos and Vrahatis [10]] 2002 Vector Evaluated - 
4 Fieldsend and Singh [16] 2002 Unconstrained,  

Elite archive, 
Dominated tree, 
turbulence 

 

5 Hu and Eberhart [13,14] 2003 dynamic neighborhood 
lexicographic ordering 

- 
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Table 1. (continued) 

6 Tayal [21] 2003 aggregating function 
,external penalty 

 

7 Mostaghim and Teich [22] 2003 sigma method,” 
turbulence” operator 

Clustering 

8 Mostaghim and Teich [23] 2003 “{turbulence” operator decision variable 
space 

9 Li [24] 2003 a niche count and a 
crowding distance. 
Pareto domination 

- 

10 Zhang et al. [31] 2003 Gbest,pbest - 
11 Coello Coello and Salazar Le-

chuga [19] 
2004 mutation operator - 

12 Toscano Pulido and 
Coello Coello [18] 

2004 Pareto dominance Clustering 

13 Baumgartner et al. [32] 2004 weighted sums, 
gradient technique 

- 

14 Chow and Tsui [33] 2004 award function - 
15 Mahfouf  [35] 2004 weighted aggregating 

function 
Design of heat 
treated alloy steels 

16 Srinivasan and Hou [28,29] 2005 self-updating  
mechanism 

- 

17 Ho . [34] 2005 a “craziness” operator, 
roulette selection 
mechanism 

 

18 Baltar and Fontane [20] 2006 a roulette wheel 
selection 

water quality prob-
lems 

19 Krami et al. [41] 2006 death penalty approach 
 

Reactive power 
Planning 

20 S. Dehuria, S.B. Chob[37] 2008 Pareto based swarm 
optimization 

Classification  

21 Shafiq Alam, Gillian Dobbie 
and Patricia Riddle[38] 

2008 Gbest,pbest Clustering  

22 Juan, Jos, Nebro1 and Carlos A. 
Coello Coello[39] 

2009 velocity constraint 
mechanism 

- 

23 L. Benameur, J.Alami, A. El 
Imrani[44] 
 

2009 Pareto dominance, 
fuzzy clustering 

Clustering 

24 Bin XU Jing YU* YouGan 
ZHU[]45 

2010 escalating strategy -- 

25 Yunxia Pei[46] 2010 a grid workflow 
scheduling algorithm 

workflow  
applications in Grids 

26 Moayed Daneshyari, Gary G. 
Yen[47] 

2011 cultural framework Benchmark  
functions 
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Table 1. (continued) 

27 Junwan Liu, Yiming Chen[48] 
 

2010 Sigma method ϵ-dominance 
Clustering 

28 Li Zhongkai, Zhu Zhencai, 
Zhang Huiqin[49] 

2010 crowding distance 
sorting, Pareto 
dominance 

Benchmark  
functions 

29 Hsing Hung Lin[50] 2010 Gbest, pbest Pareto set Benchmark  
functions open-shop 
scheduling  
problems 

30 Gary G. Yen and Wen Fung 
Leong[51] 

2010 multiobjective  
constraint handling 
technique 

Benchmark  
functions 

31 Murilo R. Pontes, Fernando B. 
Lima Neto, Carmelo J. A. 
Bastos-Filho[53] 

2011 auto-adaptation 
capability 

Benchmark  
functions 

32 Carmelo J. A. Bastos-Filho, 
P´ericles B. C. Miranda[54] 

2011   

33 Jintao Yao, Bo Yang, Mingwu 
Zhang,Yuyan Kong [52] 

2011 Predatory Escaping 
Behavior, information 
sharing, 
Pareto based 

Benchmark  
functions 

34 Nor ,Mohamad, Ammar[43] 2011 Penality function - 
35 Li Ransikarn Esraa [42] 2011 Attraction and Repul-

sion (AR) mechanism., 
crowding distance 

- 

3   Conclustion 

PSO is a useful optimization algorithm. The basic PSO is proposed for optimization 
of single objective continuous problem . In more recent works the concept of PSO has 
been expanded to allow it to handle other optimization problems such as; binary, dis-
crete, combinatorial, constrained and multiobjective optimization. This paper re-
viewed some of the works conducted in constrained and multiobjective optimization 
problems. This body of work reviewed suggest the significance of PSO as optimiza-
tion strategy and highlights its evolution from being used for simple single objective 
continuous problems to more complex multiobjective and constrained problem 
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Abstract. Text Document Clustering aids in reorganizing the large collections 
of documents into a smaller number of manageable clusters. While several 
clustering methods and the associated similarity measures have been proposed 
in the past, the partition clustering algorithms are reported performing well on 
document clustering.  Usually cosine function is used to measure the similarity 
between two documents in the criterion function, but it may not work well 
when the clusters are not well separated. Word meanings are better than word 
forms in terms of representing the topics of documents. Thus, here we have 
involved ontology into the text clustering algorithm. In this research WordNet 
based document representation is attempted by assigning each word a part-of-
speech (POS) tag and by enriching the ‘bag-of-words’ data representation with 
synset concept which corresponds to synonym set that is introduced by 
WordNet. After replacing the ‘bag of words’ with their respective Synset IDs a 
variant of K-Means algorithm is used for document clustering. Then we 
compare the three popular similarity measures (Cosine, Pearson Correlation 
Coefficient and extended Jaccard) in conjunction with different types of vector 
space representation (Term Frequency and Term Frequency-Inverse Document 
Frequency) of documents.  

1   Introduction 

Clustering of text documents was initially used for improving the precision or recall 
in an Information Retrieval System [1] [2]. Currently clustering has been proposed for 
use in browsing a collection of documents [3] or in organizing the results returned by 
a search engine in response to  user’s query [4] or help users quickly identify and 
focus on the relevant set of results. However, there are several challenges that 
clustering techniques normally have to overcome. This work focuses on the following 
challenges 1.choosing an appropriate similarity measure for text clustering 2.utilizing 
domain knowledge in text clustering.  

This paper is organized as follows. The section 2 deals with the related work in text 
document clustering, section 3 describes the preprocessing, POS tagging and the use 
of WordNet for replacing words with their Synset IDs.  Section 4 describes the 
document representation used in the experiments. Section 5 discusses the similarity 

2
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measures and their semantics. Section 6 presents the basic K-Means and modified K-
Means clustering algorithm, Section 7 explains experiment settings, evaluation 
approaches, results and analysis and Section 8 concludes and discusses future work. 

2   Related Work 

Many clustering techniques have been proposed in the literature. Clustering 
algorithms are mainly categorized into Hierarchical and Partitioning methods [2, 3, 4, 
5]. Hierarchical clustering method works by grouping data objects into a tree of 
clusters [6]. These methods can further be classified into agglomerative and divisive 
hierarchical clustering depending on whether the hierarchical decomposition is 
formed in a bottom-up or top-down fashion. K-Means and its variants [7, 8, 9] are the 
most well-known partitioning methods [10]. Here K-Means++ a partitioned based 
clustering technique is used on the high dimensional sparse data representing text 
documents.  

The most experienced lexical tool in text related studies is WordNet [15]. WordNet 
is one of the most widely used thesauri for English. To model the lexical knowledge 
of a native English speaker WordNet can be used. WordNet(2.1)  contains over 
155,000 terms organized in 117597 synsets. It groups nouns, verbs, adjectives and 
adverbs into sets of synonyms called synsets, representing the underlying lexical 
concepts. Synonymy is the basic semantic relation between the words in the 
WordNet. There exists a rich set of relations between the words and the synsets and 
between the synsets themselves. The synsets are organized into senses, giving thus the 
synonyms of each word, and also into hyponym / hypernym (i.e., Is-A), and meronym 
/ holonym (i.e., Part-Of) relationships, providing a hierarchical tree-like structure for 
each term. The applications of WordNet to various IR techniques have been widely 
researched [11]. For example in [12] they combine the WordNet knowledge with 
fuzzy association rules and in [13] they extend the bisecting k-means using WordNet. 

In this paper a variant of K-Means [10] partitioning clustering approach based on 
WordNet is used for document clustering. We also analyse the comparison of three 
popular similarity measures (Cosine, Pearson correlation and extended Jaccard) in 
conjunction with different types of vector space representation (Term frequency and 
term frequency and inverse document frequency) of documents.  

3   Document Preprocessing Using WordNet 

Initially we need to preprocess the documents. This step is imperative. The next step 
is to analyse the prepared data and divide it into clusters using clustering algorithm. 
The effectiveness of clustering is improved by adding the Part-Of-Speech Tag and 
making use of the WordNet for synsets. 

The most important procedure in the preprocessing of documents using WordNet is 
to enrich the term vectors with concepts from the core ontology. WordNet covers 
semantic and lexical relations between word forms and word meanings. The first 
preprocessing step is POS tagging. POS tagging is a process of assigning correct 
syntactic categories to each word. Tag set and word disambiguation rules are 
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fundamental parts of any POS tagger. The POS tagger relies on the text structure and 
morphological differences to determine the appropriate part-of-speech. WordNet 
contains only nouns, verbs, adjectives and adverbs. Since nouns and verbs are more 
important in representing the content of documents and also mainly form the frequent 
word meaning sequences, we focus only on nouns and verbs and remove all 
adjectives and adverbs from the documents. For those word forms that do not have 
entries in WordNet, we keep them in the documents since these unidentified word 
forms may capture unique information about the documents.We remove the 
stopwords and then stemming is performed. The morphology function provided with 
WordNet is used for stemming as it only yields stems that are contained in the 
WordNet dictionary and also achieves improved results than Porter stemmer. The 
stemmed words are then looked up in the WordNet the lexical database to replace the 
words by their synset IDs. The words with the same synonyms are merged and are 
assigned a unique ID.  

These preprocessing steps aim to improve the cluster quality [14]. These steps lead 
to the reduction of dimensions in the term space. 

4   Document Representation 

The representation of a set of documents as vectors in a common vector space is 
known as the vector space model. Documents in vector space can be represented 
using Boolean, Term Frequency and Term Frequency – Inverse Document Frequency. 

In Boolean representation, if a term exists in a document, then the corresponding 
term value is set to one otherwise it is set to zero.  Boolean representation is used 
when every term has equal importance and is applied when the documents are of 
small size. 

In Term Frequency and Term Frequency Inverse Document Frequency the term 
weights have to be set. The term weights are set as the simple frequency counts of the 
terms in the documents. This reflects the intuition that terms occur frequently within a 
document may reflect its meaning more strongly than terms that occur less frequently 
and should thus have higher weights. 

Each document d is considered as a vector in the term-space and represented by the 
term frequency (TF) vector: 

    dtf = [ tf1 , tf2 , …….. tfD ] (1)

where tfi is the frequency of term i in the document and D is the total number of 
unique terms in the text database. 

The tf–idf representation of the document d is: 

    dtf – idf = [ tf1 log( n / df1 ), tf2 log( n / df2 ),….., tfD log( n / dfD )] (2)

To account for the documents of different lengths, each document vector is 
normalized to a unit vector (i.e., ||dtf-idf|||=1). In the rest of this paper, we assume that 
this vector space model is used to represent documents during the clustering. Given a 
set Cj of documents and their corresponding vector representations, the centroid 
vector cj is defined as: 
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1

| |
i j

j i
d cj

c d
C ∈

= ∑  (3)

where each di is the document vector in the set Cj, and j is the number of documents 
in cluster Cj. It should be noted that even though each document vector di is of unit 
length, the centroid vector cj is not necessarily of unit length.  

5   Similarity Measures 

Document clustering groups similar documents to form a coherent cluster. However, 
the definition of a pair of documents being similar or different is not always clear and 
normally varies with the actual problem setting.  

Accurate clustering requires a precise definition of the closeness between a pair of 
objects, in terms of either the pair wise similarity or distance [20]. A variety of 
similarity or distance measures have been proposed and widely applied, such as 
cosine similarity, Jaccard coefficient, Euclidean distance and Pearson Correlation 
Coefficient. The details of different similarity measures are described below. 

5.1   Cosine Similarity Measure 

The most commonly used is the cosine function. For two documents di and dj, the 
similarity between them can be calculated 
      
     di . dj   
  cos(di , dj )  =      
                  || di || || dj || 
 
where di, and dj are m-dimensional vectors over the term set T= {t1, t2,…tm}.  Each 
dimension represents a term with its weight in the document, which is non-negative.  
As a result the cosine similarity is non-negative and bounded between [0, 1]. Cosine 
similarity captures a scale invariant understanding of similarity and is independent of 
document length. When the document vectors are of unit length, the above equation is 
simplified to:  

 cos (di , dj)  =    di . dj (5)

When the cosine value is 1 the two documents are identical, and 0 if there is nothing 
in common between them. (i.e., their document vectors are orthogonal to each other). 

5.2   Jaccard Coefficient 

The Jaccard coefficient, which is sometimes referred to as the Tanimoto coefficient, 
measures similarity as the intersection divided by the union of the objects. For text 
document, the Jaccard coefficient compares the sum weight of shared terms to the 
sum weight of terms that are present in either of the two documents but are not the 
common terms. 

    (4) 
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        d i . d j   
 Jaccard Coff (di,dj) =       
              ||di||

2   + ||dj ||
2  -  di * dj 

 

     d i ∩ d j 
    Jaccard Index (di,dj) =        

     di U dj  
 
The Jaccard Coefficient ranges between [0, 1]. The Jaccard value is 1 if two 
documents are identical and 0 if the two documents are disjoint. The Cosine 
Similarity may be extended to yield Jaccard Coefficient in case of Binary attributes. 

5.3   Pearson Correlation Coefficient 

Correlation is a technique for investigating the relationship between two quantitative, 
continuous variables, for example, age and blood pressure. Pearson's correlation 
coefficient (r) is a measure of the strength of the association between the two 
variables. There are different forms of Pearson Correlation Coefficient (PCC) 
formula. It is given by 

 
 
  m∑k dik X  djk  - TFi X TFj  

Pearson Similarity (di,dj ) =         
              √ [m∑k dik

2 - TFi 
2][m∑k djk

2 – TFj
2] 

 
Where TFi = ∑k dik

   and TFi = ∑k dik  m is the no. of terms in document d. 
The measure ranges from +1 to -1.  Positive correlation indicates that both 

variables increase or decrease together, whereas negative correlation indicates that as 
one variable increases, so the other decreases, and vice versa. When Pearson 
Similarity is ±1 the two documents are identical and there is no relation between 
variables if it is equal to zero. 

The Euclidean distance is a distance measure, while the cosine similarity, Jaccard 
coefficient and Pearson coefficient are similarity measures. We apply a simple 
transformation to convert the similarity measure to distance values. Because both 
cosine similarity and Jaccard coefficient are bounded in [0, 1] and monotonic, we take 
D = 1 − SIM as the corresponding distance value. For Pearson coefficient, which 
ranges from −1 to +1, we take D = 1 − SIM when SIM ≥ 0 an d D = |SIM| when SIM 
< 0. 

6   Clustering Algorithm 

The simple Lloyd’s algorithm[17] usually referred as simple k means was first 
developed in 1967. This is an iterative Partitional clustering process that aims to 
minimize the least squares error criterion [6]. The standard k-means algorithm works 
as follows. Given a set of data objects D and a pre-specified number of clusters k, k 

    (6) 

    (7) 

    (8) 
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data objects are randomly selected to initialize k clusters, each one being the centroid 
of a cluster. The remaining objects are then assigned to the cluster represented by the 
nearest or most similar centroid. Next, new centroids are recomputed for each cluster 
and in turn all documents are re-assigned based on the new centroids. This step 
iterates until a converged and fixed solution is reached, where all data objects remain 
in the same cluster after an update of centroids. The generated clustering solutions are 
locally optimal for the given data set and the initial seeds. 

6.1   Modified K-Means 

In this paper, the basic K-Means algorithm is augmented with a special initialization 
technique [16] that aims at improving both the accuracy and the speed of k-means. As 
mentioned above we will use the modified K-Means algorithm as different choices of 
initial seed sets can result in very different final partitions. Methods for finding good 
starting points have been proposed [10].  Arthur and Vassilvitskii proposed the k-
means++ algorithm, which uses a randomized Seeding technique [10]. 

 
1. Choose an initial centroid c1 uniformly at random from D. 
2. Choose the next centroid ci, selecting ci = d′ ∈ D with probability 

  

(9)

Here S(d) represents the max similarity value between document D and already 
chosen  centroids. 

      3.   Repeat Step 2 until k centroids are chosen.  
      4.   Assign all points to the closest centroid. 
      5.   Recompute the centroid of each cluster. 
      6.   Repeat steps 4 and 5 until the centroids don’t change. 

7   Experiment 

The aim of this work is to explore the benefits of partial disambiguation of words by 
their POS and the inclusion of WordNet concepts. There is no systematic comparative 
study of the impact of similarity measures on cluster quality. This may be because the 
popular cost criteria do not readily translate across qualitatively different measures. It 
is very difficult to conduct a systematic study comparing the impact of similarity 
measures on cluster quality with word sense disambiguation of the documents, 
because objectively evaluating cluster quality is difficult in itself. In practice, 
manually assigned category labels are usually used as baseline criteria for evaluating 
clusters.  
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7.1   Dataset 

This work experiments with a bench mark dataset Classic dataset collected from 
uci.kdd repositories. Classic dataset consists of four different collections CACM, 
CISI, CRAN and MED.  We have considered 800 documents of the total 7095 
documents. 

In this dataset, some of the documents consists single word only, so it is 
meaningless to take such documents for document dataset. For eliminating these 
invalid documents we apply file reduction on each category, which returns the 
documents that supports mean length of each category.  For file reduction we 
construct the Boolean matrices of all documents category wise and calculate mean 
length of each category and removed the documents from the dataset which doesn’t 
support mean length. By this we got valid documents. From these valid documents we 
have collected 800 documents of four categories each. From Classic dataset 200 
documents of each category again totaling to 800 documents. 

This work is also experimented with an Abstracts dataset that consists of abstracts 
from four different fields which are downloaded from the web. Here the aim is to 
conduct WordNet based clustering of the downloaded abstracts from different 
research related topics. We have collected the abstracts of the following four research 
topics: Network Security, Image Processing, Natural Language Processing and Data 
Mining. 100 documents of each research topic are selected totaling to 400 abstract 
documents. 

Preprocessing of the documents is performed as explained in Section 3. 

7.2   Evaluation 

Entropy is used as a measure of quality of the clusters. Let CS be a clustering 
solution. For each cluster, the class distribution of the data is calculated first, i.e., for 
cluster j we compute pij, the “probability” that a member of cluster j belongs to class i. 
Then using this class distribution, the entropy of each cluster j is calculated using the 
standard formula 

    Ej = - pij log(pij ) (10)

where the sum is taken over all classes. The total entropy for a set of clusters is 
calculated as the sum of the entropies of each cluster weighted by the size of each 
cluster: 

    1

*m
j j

cs
j

n E
E

n=

=∑  (11)

where nj is the size of cluster j, m is the number of clusters, and n is the total number 
of data points. 

7.3   Results Analysis 

The seed points are chosen using a modified k-means thus improving the efficiency. 
In our previous study Boolean representation with these similarity measures did not 
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perform better. Also Euclidean measure performs worst [21]. So, here we have 
analysed these clusters for Classic dataset using Term Frequency and TF-IDF 
representation with Cosine, Jaccard and Pearson Corelation Coefficient measures.  As 
shown in Tables 1, 2 PCC measure performs better with both Term Frequency and 
TF-IDF representations. We also observe from tables 3 that Cosine Measure performs 
well with TF-IDF representation. From our results it is observed that the overall 
entropy representation table for frequency count with Cosine shows NaN values as 
some of the clusters are empty. On an average, the Jaccard and Pearson measures are 
slightly better in generating more coherent clusters, which means the clusters have 
lower entropy scores. Tables 4, 5 shows partitions as generated by the Frequency 
Count representation and Tables 6,7 shows partition as generated by the TF-IDF using 
Classic  dataset. 

Table 1. TF-IDF Entropy Results using Classic dataset 

 Cosine Jaccard Pearson 

Cluster[0] 0.224 0.049 0.152 

Cluster[1] 0.016 0.248 0.089 

Cluster[2] 0.084 0.0519 0.027 

Cluster[3] 0.0446 0.176 0.172 
 

Table 2. Frequency Count Entropy Results using Classic dataset

 Cosine Jaccard Pearson 
Cluster[0] 0.339 0.116 0.127 
Cluster[1] 0.263 0.269 0.0755 
Cluster[2] 0.1856 0.0348 0.0268 
Cluster[3] NaN 0.2416 0.1703 

 
Table 3. Total Entropy Results using Classic dataset

 Cosine Jaccard Pearson 
Frequency 

Count 
NaN 0.1926 0.106 

TF-IDF 0.111 0.1496 0.117 
 
Table 4. Clustering Results from Frequency Count  representation for Jaccard Measure using
Classic dataset 

 CACM CISI CRAN MED Label 
Cluster[0] 18 13 192 57 CRAN 
Cluster[1] 173 73 5 10 CACM 
Cluster[2] 4 112 0 0 CISI 
Cluster[3] 5 2 3 133 MED 
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Table 5. Clustering Results from Frequency Count representation for PCC Measure using 
Classic dataset 

 CACM CISI CRAN MED Label 
Cluster[0] 188 97 3 3 CACM 
Cluster[1] 6 3 192 5 CRAN 
Cluster[2] 0 98 0 0 CISI 
Cluster[3] 6 2 5 192 MED 

 
Table 6. Clustering Results from TF-IDF representation for Jaccard Measure using Classic 
dataset 

 CACM CISI CRAN MED Label 
Cluster[0] 20 3 196 43 CRAN 
Cluster[1] 175 25 2 4 CACM 
Cluster[2] 3 172 0 0 CISI 
Cluster[3] 2 0 2 153 MED 

 
Table 7. Clustering Results from TF-IDF representation for  PCC Measure using Classic 
dataset 

 CACM CISI CRAN MED Label 
Cluster[0] 1 160 0 1 CISI 
Cluster[1] 1 2 183 5 CRAN 
Cluster[2] 194 34 7 2 CACM 
Cluster[3] 4 4 10 192 MED 
 
For the Abstracts dataset as shown in Tables 8 and 9 PCC measure performs better 

with both Term Frequency and TF-IDF representations. It is also observed from table 
10 that Jaccard measure performs well with TF-IDF representation. On an average, 
the Jaccard measure is slightly better in generating more coherent clusters, which 
means the clusters have lower entropy scores. Tables 11 and 12 shows one partition as 
generated by the frequency count representation for Jaccard and Pearson measures 
using abstracts dataset. Tables 13 and 14 shows one partition as generated by the TF-
IDF representation for Jaccard and Pearson measures. 

 
Table 8. TF-IDF Entropy Results using Abstracts dataset

 Cosine Jaccard Pearson 
Cluster[0] 0.2320 0.2244 0.3377 
Cluster[1] 0.3312 0.1283 0.0604 
Cluster[2] 0.2936 0.2767 0.2067 
Cluster[3] 0.3032 0.1873 0.3614 
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Table 10. Total Entropy Results using Abstracts dataset

 Cosine Jaccard Pearson 
Frequency 

Count 
0.2929 0.2131 0.2573 

TF-IDF 0.2365 0.1916 0.2446 

 
Table 11. Clustering Results from Frequency Count representation for Jaccard Measure using
Abstracts dataset 

 IP DM NLP NS Label 
Cluster[0] 1 94 4 1 DM 
Cluster[1] 1 4 3 97 NS 
Cluster[2] 0 2 91 1 NLP 
Cluster[3] 98 0 2 1 IP 

 
Table 12. Clustering Results from Frequency Count  representation for PCC Measure using 
Abstracts dataset 

 IP DM NLP NS Label 
Cluster[0] 1 4 1 95 NS 
Cluster[1] 0 78 0 1 DM 
Cluster[2] 3 18 96 4 NLP 
Cluster[3] 96 0 3 0 IP 

 
Table 13. Clustering Results from TF-IDF  representation for  Jaccard Measure using Abstracts
dataset 

 IP DM NLP NS Label 
Cluster[0] 1 91 6 2 DM 
Cluster[1] 1 3 3 96 NS 
Cluster[2] 1 6 90 2 NLP 
Cluster[3] 97 0 1 0 IP 
 
 
 

Table 9. Term Frequency Entropy Results using Abstracts dataset

 Cosine Jaccard Pearson 
Cluster[0] 0.3256 0.2155 0.3481 
Cluster[1] 0.0358 0.0669 0.0376 
Cluster[2] 0.1857 0.2718 0.2021 
Cluster[3] 0.3641 0.1945 0.3240 
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Table 14. Clustering Results from TF-IDF  representation for PCC Measure using Abstracts
dataset 

 IP DM NLP NS Label 
Cluster[0] 1 3 2 96 NS 
Cluster[1] 0 80 0 1 DM 
Cluster[2] 2 17 95 3 NLP 
Cluster[3] 97 0 3 0 IP 
 

The clustering accuracy is used as a measure of a clustering result. Clustering 
accuracy r is defined as   

  

(12)

where ai is the number of instances occurring in both cluster i and its corresponding 
class and n is the number of instances in the dataset. The clustering accuracy is more 
for TF-IDF representation with Pearsons and Jaccard coefficient measures. The 
Classic dataset has shown above 91 percent accuracy for TF-IDF representation with 
Pearson measure. For Abstracts dataset the cluster accuracy is above 93 percent.  

8   Conclusions and Future Work 

We have enhanced the document clustering with background knowledge from an 
external database, WordNet by applying semantics knowledge to the document 
representations to represent relationships between the terms and studied the effect of 
the three similarity measures exhaustively.   

In this study we found that all the measures have significant effect on Partitional 
clustering of text documents. Pearson correlation coefficient is slightly better as the 
resulting clustering solutions are more balanced and is nearer to the manually created 
categories. Here the experiments using WordNet for document clustering always 
resulted in consistent cluster accuracy, of above 90% with TF-IDF representation with 
Pearson measure. The Jaccard and Pearson coefficient measures find more coherent 
clusters. Finally the TF-IDF representation shows better results with both Jaccard and 
Pearson measure. Considering the type of cluster analysis involved in this study, we 
can see that there are four components that affect the final results—representation of 
the documents, distance or similarity measures considered, using background 
knowledge for enriching ‘bag of words’ representation and the clustering algorithm 
itself.  In our future work we would like to explore WordNet more in order to apply it 
with text document clustering. 



714 N. Sandhya and A. Govardhan 

References 

1. Van Rijsbergen, C.J.: Information Retrieval, 2nd edn. Buttersworth, London (1989) 
2. Kowalski, G.: Information Retrieval Systems – Theory and Implementation. Kluwer 

Academic Publishers (1997) 
3. Cutting, D.R., Karger, D.R., Pedersen, J.O., Tukey, J.W.: Scatter/Gather: A Cluster- based 

Approach to Browsing Large Document Collections. In: SIGIR 1992, pp. 318–329 (1992) 
4. Zamir, O., Etzioni, O., Madani, O., Karp, R.M.: Fast and Intuitive Clustering of Web 

Documents. In: KDD 1997, pp. 287–290 (1997) 
5. Koller, D., Sahami, M.: Hierarchically classifying documents using very few words. In: 

Proceedings of the 14th International Conference on Machine Learning (ML), pp. 170–
178 (1997) 

6. Salton, G.: Automatic Text Processing. Addison-Wesley, New York (1989) 
7. Steinbach, M., Karypis, G., Kumar, V.: A Comparison of Document Clustering 

Techniques. In: KDD Workshop on Text Mining (2000) 
8. Cutting, D.R., Pedersen, J.O., Karger, D.R., Tukey, J.W.: Scatter/gather: A cluster-based 

approach to browsing large document collections. In: Proceedings of the ACM SIGIR 
(1992) 

9. Larsen, B., Aone, C.: Fast and Effective Text Mining using Linear-time Document 
Clustering. In: Proceedings of the Fifth ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining (1999) 

10. Arthur, D., Vassilvitskii, S.: K-means++ the advantages of careful seeding. In: 
Symposium on Discrete Algorithms (2007) 

11. Varelas, G., Voutsakis, E., Raftopoulou, P., Petrakis, E., Milios, E.: Semantic similarity 
methods in wordNet and their application to information retrieval on the web. In: 
Workshop On Web Information And Data Management, Proceedings of the 7th annual 
ACM international workshop on Web information and data management, pp. 10–16 
(2005) 

12. Chen, C.-L., Tseng, F.S.C., Liang, T.: An Integration of Fuzzy Association Rules and 
WordNet for Document Clustering. In: Theeramunkong, T., Kijsirikul, B., Cercone, N., 
Ho, T.-B. (eds.) PAKDD 2009. LNCS, vol. 5476, pp. 147–159. Springer, Heidelberg 
(2009) 

13. Sedding, J., Kazakov, D.: WordNet-based text document clustering. In: Proc. of COLING-
Workshop on Robust Methods in Analysis of Natural Language Data (2004) 

14. Sedding, J., Kazakov, D.: WordNet-based Text Document Clustering 
15. Miller, G.: WordNet: a lexical database for English. Communications of the ACM 38(11), 

39–41 (1995) 
16. Technische Universität Dresden, An Empirical Study of K-Means Initialization Methods 

for Document Clustering 
17. Lloyd, S.P.: Least squares quantization in pcm. IEEE Transactions on Information 

Theory 28(2), 129–137 (1982) 
18. Strehl, A., Ghosh, J., Mooney, R.: Impact of similarity measures on web-page clustering. 

In: AAAI-2000: Workshop on Artificial Intelligence for Web Search (July 2000) 
19. Huang, A.: Similarity Measures for Text Document Clustering. In: The Proceedings of 

New Zealand Computer Science Research Student Conference (2008) 
20. Sandhya, N., Srilalitha, Y., Anuradha, K., Govardhan, A.: Analysis of stemming algorithm 

for Text Clustering 



 

S.C. Satapathy et al. (Eds.): Proceedings of the InConINDIA 2012, AISC 132, pp. 715–722. 
springerlink.com                                                     © Springer-Verlag Berlin Heidelberg 201  

Application of Particle Swarm Optimization  
for Combined Environmental and Economic Dispatch  
of IEEE 30 Bus System Using Fuzzy Logic Technique 

Sankaramurthy Padmini, Teresa George, and Medepalli Sandeep 

Department of Electrical and Electronics Engineering, 
SRM University, Chennai, India 

{padminisp81,treesag77,sandeep_med}@gmail.com 

Abstract. In this paper a method has been proposed to solve multi-objective 
optimization method using fuzzy decision satisfaction method while the 
objectives are minimized individually using Particle Swarm Optimization. The 
fossil fuel plants pollutes environment by emitting some toxic gases. But this 
load allocation may lead to increase in the operating cost of the generating 
units. So, it is necessary to find out a solution which gives a balanced result 
between emission and cost. Thus the objective of reactive power optimization 
problem can be seen as minimization of real power loss over the transmission 
lines. All these objectives are to be met for efficient operation and control. In 
this project an attempt has been made to optimize each objective individually 
using Particle Swarm Optimization. Hence an algorithm has been developed for 
optimization of each objective and is then tested on IEEE 30 system. Simulation 
results of IEEE 30 bus network are presented to show the effectiveness of the 
proposed method. The results clearly show that the proposed method gives 
global optimum solution compared to the other methods. 

Keywords: Economic dispatch, Emission dispatch, Reactive power, Voltage 
stability, PSO. 

1   Introduction 

Power system should be operated in such a fashion that simultaneously real and 
reactive power is optimized. Real power optimization problem is the traditional 
economic dispatch which minimizes the real power generation cost. Reactive power 
should be optimized to provide better voltage profile as well as to reduce total system 
transmission loss. Thus the objective of reactive power optimization problem can be 
seen as minimization of real power loss.over the transmission lines. Traditional 
Economic Dispatch [1] aims at scheduling committed generating unit's outputs to 
meet the load demand at minimum fuel cost while satisfying equality and inequality 
constraints. On the other hand thermal power plants create environmental pollution by 
emitting toxic gases such as carbon dioxide (CO2), sulphur dioxide (SO2), nitrogen 
oxides (NOx). Several strategies for minimizing these emissions have been proposed 
among which dispatch of generating units to minimize emissions as well as fuel cost 
is the most attractive approach as this can be applied to the traditional economic 

2
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dispatch algorithm with slight modification[5]. The four objectives of minimization of 
fuel cost, minimization of emission,  minimization of losses and minimization of 
system stability index  are conflicting and non commensurable. Hence trade off 
solution using fuzzy min-max approach is proposed in this thesis. Assuming the 
decision maker (DM) has imprecise or fuzzy goals of satisfying each of the 
objectives, the multi-objective problem can be formulated as a fuzzy satisfaction 
maximization problem which is basically a min-max problem [10]. 

2   Problem Formulation 

2.1   Economic Dispatch 

The ED problem is to determine the optimal combination of power outputs of all 
generating units to minimize the total fuel cost while satisfying the load demand and 
operational constraints. 

Minimize ( )
n

T i i
i=1

F = F P∑                                                   (1) 

 

Where TF = Total cost of generation (Rs/hr)    

 n = Number of generators 

iP = Real power generation of ith generator 

if = Fuel cost function of ith generator. 

n n
2

T i i i i i i i
i=1 i=1

F = F (P )= a +b P +c P∑ ∑                                          (2) 

Where  ai, bi and ci are fuel cost coefficients 
 
A. Equality Constraint 

Equilibrium is only met when the total system generation (∑ iP ) equals to the total 

system load (PD) plus the system losses (PLoss) 

n

i D L
i=1

P =P +P∑                                                       (3) 

Where, PD : total system demand (MW) 
Ploss: transmission loss of the system (MW) 

 
B. Network Losses 

In the B coefficients method, network losses are expressed as a quadratic function: 
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n n

L i ij j i i0 00
i=1 i=1 i

P  = P B P   +  P B + B∑∑ ∑                              (4) 

Where, Bij are constants called B coefficients or loss coefficients.  
 

C.  Inequality Constraint 

These constraints reduce our permissible generator operating region to within two 
bounds.                           

imin i imaxP P P≤ ≤  

Where, Pi,min : minimum power output limit of ith generator (MW) 
Pi,max :  maximum power output limit of ith generator (MW) 

PFi is the penalty factor of unit i given by

L

i
i

1
PF =

1- P / P∂ ∂
, and 

L iP / P∂ ∂  is the 

incremental loss of unit i.power output of ith unit is given as 

n
i

ij j
j=1

i
i

ii

a
1- - 2B P

λ
P  = 

2b
+2B

λ

∑
                                                     (5) 

D. Evaluation Function 

In order to emphasize the “best” chromosome and speed up convergence of the 
iteration procedure, the evaluation value is normalized into the range between 0 and 1.  

1

1

1

n

i D lo s s
i

D

f

P P P
k

P
=

=
⎛ ⎞− −⎜ ⎟
⎜ ⎟+
⎜ ⎟
⎜ ⎟
⎝ ⎠

∑

                                    

(6) 

where, k is a scaling constant (k = 50 in this study). 

2.2   Emission Dispatch 

The emission dispatch problem can be defined as the following optimization problem 
[4] 

2

1

n

i i i i i
i

Minimize E P Pα β γ
=

= + +∑                                        (7) 
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Where 

E: total emission release (Kg/hr) 
αi, βi, γi  : emission coefficients of the ith generating unit 

Subject to demand constraint (6) and generating capacity limits (7). 

imin i imaxP P P≤ ≤                                                           (8) 

The well know solution method to this problem using the coordination equation is  

i i n n
i n

i n

dF (P ) dF (P )
PF  = ............. = PF

dP dP
                                        (9) 

Where i i

i

dF (P )

dP
 is the incremental cost denoted by λ =bi+2ci                                (10) 

 PFi is the penalty factor of unit i given by 

L

i
i

1
PF =

1- P / P∂ ∂
,  

and 
L iP / P∂ ∂  is the incremental loss of unit i. From Eq. (9) and (10) power output of 

ith unit is given as 

n
i

ij j
j=1emission

i
i

ii
emission

α
1-  - 2B P

    λ
P  = 

2β
+2B

λ

∑
                                          (11) 

Network losses are expressed as a quadratic function:                 

n n

L i ij j i i0 00
i=1 i=1 i

P  = P B P   +  P B + B∑∑ ∑                               (12) 

Where, Bij,Bi0,B00 are constants called B coefficients or loss coefficients.  

2.3   Reactive Power 

The objective of RPD is to identify the reactive power control variables, which 
minimizes the Real power loss (Ploss) of the system [6] 

 Minimize F= [f1]          

                                     (13) 

The reactive power optimization problem is subjected to the following constraints. 
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A. Equality Constraints: These constraints represent load flow equation such as  
 

 

                                  (14) &(15) 

B. Inequality Constraints  

These constraints are formulated as 

          (i)  Voltage limits - Biii
NiVVV ∈≤≤ ;maxmin

                  (16) 

       (ii)  Generator reactive power capability limit      
                 

   ggigigi NiQQQ ∈≤≤ ;maxmin
            (17) 

          (iii)  Capacitor reactive power generation limit      

ccicici NiQQQ ∈≤≤ ;maxmin

                                                                   (18) 

         (iv) Transformer tap setting limit 

Tkkk Nittt ∈≤≤ ;maxmin

                                
 (19) 

 (v)  Transmission line flow limit       

lll NlSS ∈≤ ;max

                                      (20)
 

2.4   Voltage Stability 

The L index is a quantitative measure for the estimation of the distance of the actual 
state of the system to the stability limit. The L index describes the stability of the 
complete system and is given by [11] 

Li n

FLG(j-no_units,i)*E(i)

Lindex(i)=1-
E(j)

ε
∑

                                 (21) 

Here ng = number of generators 
          n = no of buses. 

The L index value varies in a range between 0 (no load) and 1 (voltage collapse). 
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3   Economic and Emission Dispatch Using PSO 

3.1   Algorithm 

1.  Specify the lower and upper bound generation power of each unit, and calculate  
λmax and λmin . Initialize randomly the individuals of the population according to 
the limit of each unit including individual dimensions, searching points, and  
velocities. These initial individuals must be feasible candidate solutions that   
satisfy the practical operation constraints.  

2. Set iteration count=1. 
3. Set population count=1. 
4. To each individual in the population (i.e at each λ)compute power output of all 

generators using Eq.(5). Employ the B-coefficient loss formula Eq.(3) to 
calculate the transmission loss PL. 

5. Calculate the evaluation value of each individual in the population using Eq.(6). 
Compare each individual’s evaluation value with its Pbest. If the evaluation value 
of each individual is better than the previous Pbest, the current value is set to be 
Pbest.  

6.  Increment individual count by 1.If count < population size go to step (4). 
7.  The best evaluation value among the Pbests is denoted as gbest. 
8. Modify the member velocity V of each individual  according to  
  vi

k+1 =k*( w* vi
k + c1*rand1*(pbesti - xi) + c2*rand2*(gbesti - xi)) 

  xi
k+1= xi + vi

k+1    
9.  If  vi

k+1 >Vmax, then vi
k+1 = Vmax and if vi

k+1 <-Vmax, then vi
k+1 = -Vmax). 

10.  Modify the member position of each individual Pi according to  
        Pi(k+1)=Pi(k)+Vi(k+1) 

  Pi(k+1) must satisfy the constraints. 

11. Increment iteration count by 1.If the number of iterations reaches the 
maximum,then go to Step 13.Otherwise, go to Step 3. 

12.  The individual that generates the latest gbest is the optimal generation power of 
each unit with the minimum total generation cost. 

13. At this power generation compute emission release. Run FDC load flow to        
determine system losses and stability index. 

4   Fuzzified PSO for Multiobjective Problem 

Each particle consists of power generations of all units excluding slack bus voltages, 
taps and shunts encoded in it. The size of each particle is equal to sum of active power 
generations, no of voltages excluding slack bus, number of voltage, taps, and shunts. 
Assuming the decision maker (DM) has imprecise or fuzzy goals of satisfying each of 
the objectives, the multi-objective problem can be formulated as a fuzzy satisfaction 
maximization problem which is basically a min-max problem. [10] 

4.1   Proposed Algorithm 

The proposed solution strategy for the multi objective problem is shown in the 
following algorithm 
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1. Read the system data. 
2. Read the values of fixed cost, loss, index, emission for each sub problems. 
3. Form Ybus matrix and FLG matrix for L index calculation. 

    4. Form B1 sub matrix. Decompose B1 by Cholesky decomposition   
previous Pbest. The current value is set to be Pbest. If the best Pbest is better than 
gbest, the value is set to be gbest. 

Step 7: If the stopping criterion is reached, then print the result and stop; otherwise 
repeat steps 2–6. 

5   Case Studies and Results for IEEE 30 Bus System 

The line data, bus data cost and emission coefficients of IEEE 30 bus system.25 
independent runs are made for each sub problem and the values of four factors 
considered at minimum value of each sub problem over 25 independent runs are 
determined. These values for all sub problems are given in Table 1. 

 
 

Optimization 

Problem 

Fuel Cost   

($/hr) 

Losses 

( MW ) 

Stability 

Index 

Emission   

 ( kg/hr) 

Fuel cost  
minimization  

 

806.498025 

 

10.5826 

 

0.272567 

 

380.671279 

Losses 
minimization  

 

945.214690 

 

4.32680 

 

0.272342 

 

232.701959 

Stability Index 
minimization  

 

897.142571 

 

33.557655 

 

0.162446 

 

375.611008 

Emission 
minimization  

 

932.094511 

 

4.404039 

 

0.267070 

 

229.144834 

6   Conclusions 

In this work an approach to solve multi objective problem which aims at minimizing 
fuel cost, real power loss, emission release and improving stability index of the 
system simultaneously has been proposed. Several system constraints are taken care 
off.  

We have successfully implemented Particle Swarm Optimization solution for 
Economic Dispatch Problem. The so algorithm has been tested on IEEE 30 bus 
system. An attempt has been made to determine the optimum dispatch of generators, 
when emission release is taken as objective. The algorithm has been tested on IEEE 
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30 bus system. Reactive power optimization is taken as another objective and the 
algorithm has been developed for minimizing the total system losses using PSO. 
Improving stability index of the system is taken as another independent objective and 
this improvement is done using PSO. Thus all the four objectives are solved 
individually and the results from these individual optimizations are fuzzified and final 
trade off solution is thus obtained. Our proposed approach satisfactorily finds global 
optimal solution within a small number of iterations.  
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Abstract. This paper mainly deals with hydroelectric generation scheduling.  It 
is formulated as a Mixed Integer Programming (MIP) model with respect to 
various constraints, electric power balance, water flows, hydro discharge limits 
and reservoir limits and then decomposed by Lagrangian Relaxation (LR)  
method.  This method designs the schedule for the generating units which mi-
nimizes the generation cost.  The objective of this scheduling algorithm is to 
obtain the schedule which gives the optimal amount of generated powers for the 
hydro units.  Based on numerical calculations and graphical representations the 
optimal schedule can be obtained which reduces the production cost, increases 
the system reliability and maximizes energy capability of reservoirs. 

Keywords: Generation scheduling, Mixed Integer Programming, Lagrangian 
Relaxation Method. 

1   Introduction 

In day to day life hydrothermal scheduling is a important activity for electric utilities 
to meet the future demand.  In this paper scheduling of hydro units determine the 
commitment and generation of power resources over a planning horizon. Because all 
hydro systems are different no two hydroelectric systems in the world are alike.  The 
reason is between the natural and man made storage on the operation of hydroelectric 
systems. 

The co-ordination and operation of hydro plants involves, the scheduling of water 
releases.  The long range hydro scheduling problem involves the long range forecast-
ing of water availability and the scheduling of reservoir capacities.  In this paper the 
scheduling period is one year. 

Generation scheduling minimizes the total generation cost.  It is formulated as a 
MIP model and it can be solved by using Lagrangian relaxation method. 

Many methods have been developed to solve hydro subproblems like dynamic 
programming (DP), network flow, and standard mixed integer programming (MIP) 
methods. Dynamic programming method was discussed by A.I. Cohen et al. (1985) 
and W.J. Trott et al. (1973).  But DP suffers for practical applications due to “dimen-
tionality”.  Network flow method is used by H. Bramhund et al (1986), R.E. Rosental 
(1981), C.Li.P. Jap et al. (1993), J.L. Kennington et al. (1980) and H. Habibollahza-
deh et al. (1991).  Disadvantage of this method, it could not deal discontinuous  

2
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operating regions and discrete operating states. Recently, combination of DP and net-
work flow method are used in G.Li.E. Hsu et al. (1997). 

Lagrangian framework is a successful method as discussed by A. Cohen et al. 
(1987), J.J. Shaw et al. (1985), L.A.F.M. Fesseira et al. (1989), A. Renaud 
(1993),S.Maheswari et al.(2010,2011) and S.J. Wang et al. (1995). 

In this paper, the solution of MIP model is obtained by Lagrangian Relaxation me-
thod.  The sub problem objective includes the fixed cost and variable cost which mi-
nimize the total generation cost for hydro electric generation scheduling. 

2   Mathematical Formulation 

Mathematical formulation is based on the generation scheduling with respect to hydro 
units. 

 

 

 
Fig. 1. Generation Scheduling 

Economic scheduling is a kind of scheduling model in which water releases to sa-
tisfy all the hydro system constraints and to meet the demand for the generation of 
electrical energy. 

3   Model Formulation 

The optimization model for hydro generation scheduling can be formulated as an 
Mixed Integer Programming (MIP) model with respect to various constraints. 

3.1   Parameters 

H −  Number of hydro units 
NH −  Total number of hydro units 
S −  Number of pumped-storage units  
 
 

Balance 
between the  

hydro-electric 
generation 

Thermal  
generation 

load 
 

Types of scheduling problems in 
power system 
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PS −  Total number of pumped-storage units 
t −  Time index 
T −  Time horizon, t = 1, …, T 
Pd(t) −  Power demand at time t in MW 
Pr(t) −  System spinning reserve requirement at time t in MW 
PPS(t)  −  Power generate (or) for pumping by pumped storage units  
     PS at time t in MW 
rH(t) −  Spinning reserve contribution of hydro units H at  
      time t in MW 
rPS(t)  −  Spinning reserve contribution of pumped storage units  
     PS at time t in MW 
MH(P) −  Maintenance cost for generation of hydro units 
AGH(P)  − The cost which is associated with the administrative  
     and general expenses of power generation of hydro units 
LH −  Labour cost for generation of hydro units 
DCH  −  Depreciation cost 
IFH −  The cost is related to the interest and finance charges 
SCH(t)  −  Start up cost of hydro units H at time t 

max
H

min
H PG,PG   −  The minimum and maximum power can be generated by the  

     hydro units H (MW) 
RH(t) −  Reservoir level of hydro reservoir j at time t 

max
HR   −  Maximum reservoir level of hydro unit H 

uH(t) −  
⎩
⎨
⎧

−  tat timedown  is Hunit   theif1
 tat time up is Hunit   theif1  

min
HR  −  Minimum reservoir level of hydro unit H 
0
HR  −  Initial reservoir level if hydro unit H 
T
HR  −  Terminal reservoir level if hydro unit H 

WDH(t)  −  Water discharge of hydro unit H at time t 

(t)WDmax
H    −  Maximum water discharge for hydro unit H at time t 

(t)WDmin
H  −  Minimum water discharge for hydro unit H at time t 

XH(t) −  State if hydro unit H at time t, denoting number of home  
      that the unit has been on positive (or) negative 
upH  −  Minimum up time if hydro unit H, in hours 
dnH  −  Minimum down time if hydro unit H, in hours 

3.2    Decision Variables 

(t)PG H  −  Amount of power generated by hydro unit H at time t 

XH(t) −  State if hydro unit H at time t, denoting number of home  
      that the unit has been on positive (or) negative 
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3.3   Objective Function 

MIP =
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

×+×++++ ∑∑∑
== =
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NH

1H

HHHHHH (t)PGSC(t)PG]DCLAGM[IFmin  

subject to 
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1PS
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⎨
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HH

0
HH

H R(T)R
R(0)R
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(initial & terminal reservoir levels) 

(t)WD(t)WD(t)WP max
HH

min
H ≤≤              (f) 

 

uH(t) = 1, minimum time of hydro unit H, 1 ≤ XH(t) ≤ upH 
uH(t) = −1, minimum down time of hydro unit H, dnH ≤ XH(t) ≤ −1 

(t)P(t)PG)LAG(IF d

NH

1H

HHHH =×++∑
=
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(t)P(t)PG)LDC(M d

NH

1H

HHHH =×++∑
=

           (h) 

T1,2,...,t,PG(t)PGPG max
HH

min
H =≤≤             (i) 

4   Solution Methodology 

4.1   Langrangian Relaxation Method 

Relaxing the equation (a), 
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subject to 

∑∑
==

≤
maxmax T

1t

d

T

1t

H (t)P(t)PG              (a) 

T1,...,t(t),P(t)P(t)r(t)PG(t)r r

PS

1S

PSPS

NH

1H

HH =≥×+× ∑∑
==

                       (b) 

(spinning reserve requirement) 
max
HH

min
H R(t)RR ≤≤                           (c) 

(reservoir level limits) 

⎩
⎨
⎧

=
== T

HH

0
HH

H R(T)R
R(0)R

(t)R                     (d) 

(initial & terminal reservoir levels) 

(t)WD(t)WD(t)WP max
HH

min
H ≤≤             (e) 

uH(t) = 1, minimum up time of hydro unit H, 1 ≤ XH(t) ≤ upH 
uH(t) = −1, minimum down time of hydro unit H, dnH ≤ XH(t) ≤ −1 

(t)P(t)PG)LAG(IF d

NH

1H

HHHH =×++∑
=

             (f) 

(t)P(t)PG)LDC(M d

NH

1H

HHHH =×++∑
=

           (g) 

T1,2,...,t,PG(t)PGPG max
HH

min
H =≤≤              (h) 

Lagrangian Relaxation replaces the original problem with an associated Lagrangian 
problem whose optimal solution provides a bound on the objective function of the 
problem. This is achieved by eliminating (relaxing one or more) constraints of the 
original model and adding these constraints, multiplied by an associated Lagrangian 
multiplier in the objective function.  

The main objective of this method is to relax the constraints that will result in a re-
laxed problem. When it gives the values of multipliers, it is much easier to solve op-
timally. The role of these multipliers is to derive the Lagrangian problem towards a 
solution that satisfies the relaxed constraints. 

The Lagrangian relaxation approach replaces the problem of identifying the optim-
al values of all the decision variables with one of finding optimal or good values for 
the Lagrangian multipliers.  Most Lagrangian-based heuristics use a search heuristic 
to identify the optimal multipliers.  A major benefit of Lagrangian-based heuristics is 
that they generate bounds (i.e., lower bounds on minimization problems and upper 
bounds on maximization problems) on the value of the optimal solution of the original 
problem.   

In this paper ,Lagrangian function incudes fixed cost and variable cost which is ob-
tained by relaxing the demand constraint from the MIP which minimizes the genera-
tion cost with respect to various constraints. 
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5   Numerical Calculations and Graphical Representations 

Generation scheduling algorithm gives the schedule for generation of units and this 
implemented in MALTAB 7.0.  The testing data sets are summarized in the following 
table. 

Table 1. Optimum Generation Cost 

 Kundah Kadamparai Erode Tirunelveli Total Cost 
January 923.780 384.640 56.340 490.776 1855.546 
February 843.633 395.043 573.581 606.645 2418.902 
March 1046.688 497.412 347.113 639.474 2530.687 
April 409.230 366.600 0.000 395.102 1170.942 
May 661.540 225.770 0.000 368.472 1255.792 
June 365.020 253.990 618.912 358.385 1596.317 
July 364.150 1025.110 765.739 382.473 2537.482 
August 258.430 221.560 629.000 339.403 1448.403 
September 437.420 237.060 497.950 349.617 1522.054 
October 330.881 245.440 652.580 440.615 1669.526 
November 341.170 239.260 495.974 467.812 1544.226 
December 307.070 236.370 720.020 375.300 1638.770 

 
Table 1 gives the minimum generation cost of Rs. 1170.942 (in lakhs) in the month 

of April by the Scheduling algorithm.  The maximum power can be utilized in April 
with respect the power cycle. 

 

 

Fig. 2. Optimization Graph 
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6   Conclusion 

In this paper, Mixed Integer Programming (MIP) model is designed with respect to 
various constraints.  The solution is obtained by Lagrangian relaxation method.  This 
method relaxing the constraints with respect to demand, the subproblem gives the 
schedule for the generation of hydro units.  Minimum generation cost obtained by the 
schedule that is maximum power utilized in the planning period.  This generation 
scheduling algorithm gives convergence within an acceptable execution time and 
highly optimal solution can be achieved.  
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Abstract. In this new era Semantic web technologies changed the mode of 
information sharing on the web. In traditional web it is familiarized to publish 
and share data in terms of documents. These documents are connected through 
hyperlinks and only meant for the human use. Semantic web enables data to be 
machine process able with the addition of semantic annotations by means of the 
data in the documents. On the semantic web these semantically annotated data 
remains as data silos without any knowledge and as a consequence it makes 
them relatively less exploitable. A contemporary technology like Linked Data is 
used to make them linked. Within linked Data web also called Web of Data, the 
data elements get connected through the links between different internal and 
external datasets. So, discovery of links among the entities from different 
datasets represents an important issue to be resolved. Our approach in this paper 
is to find out a simplistic way for link discovery with minimal effort. Point to be 
noted that without any link to any of the external data sets does not ensures a 
dataset is a linked data at all. 

Keywords: Linked data, Rdf Dump, Web of data, Semantic Web. 

1   Introduction 

Linked Data [1], [2] is the medium to achieve the full usability of the proposed 
semantic web vision as completely working. Semantic web makes the data on web 
machine process-able and consumable. In general terms web is a place where data can 
be stored, searched, retrieved and used through some connected documents. Semantic 
web [3] has the potential to transfer this data documents into machine process able, 
understandable and semantically annotated data dumps. But the data in the dumps 
remains as a collection of data silos. The use of Linked Data actually makes these 
data silos connected. So the vision of global data space (machine process able as well 
as understandable) becomes possible. 

1.1   Background 

The presented work that is link generation is basically based on our previous work [4] 
where a framework is introduced to generate the linked data from the legacy database. 

2
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The job division of the whole framework is divided into three steps. First the RDF [5] 
dumps file generation for the data available from the legacy database. Second 
provenance data addition with the generated RDF dump. Third the preparation of the 
final Linked Data representation of RDF dumps. A more detailed description of the 
LGLP framework is given below in the section 2. 

This work is related to the third step where actual RDF dump get ready for the 
linked data web. Most of the times the data Extracted from the legacy database in 
form of RDF dump are not connected with any of the external datasets. So formally 
they don’t suit well to the linked data concept, since they still acts like the 
semantically annotated data silos. Our approach is to handle this issue. The aim is to 
generate a minimum number of links to some relevant external datasets with a 
minimal effort so that a generated RDF dump get connected with some external 
datasets and become ready for the web of data as a complete linked dataset. 

2   Introduction to the LGLP Framework 

LGLP is an effort to generate the structured linked data by extracting information 
from legacy data base and representing them in RDF format. The whole framework is 
shown in the following figure 1. Referring to the figure the framework is consists of 
the following components, 

1. DB: it represents actual legacy database from which data will be extracted and 
converted into the machine process-able and understandable format i.e. in RDF 
format. 
 

2. RDF Dumper: its job is to generate the actual RDF data dump. It internally uses 
the D2R [6], [7] map processor to generate a database-to-RDF mapping file. Next 
it itself processes the mapping file and generates the RDF dump. That’s why it is 
called the RDF dumper. 
 

3. RDF dump: it is the original semantically annotated data dump that we will use in 
our present work. 

 

4. Provenance Handler: it is the component where the provenance [8] related issues 
will be handled. It generally generates and publishes provenance data for the dump 
file. We will not talk much about this component except the following points about 
the provenance: 
 

a. States about the origin of the data. 
b. States about the access permission of the data. 
c. Assures about the quality of data. 
d. Describes the data’s trustworthiness. 
e. Gives information about the used vocabularies. 

 

5. VoID description: it is nothing but the provenance data represented in structured 
format using VoID [9], [10] vocabulary. 
 

6. RDF-to-HTML: here RDF data is also represented in HTML format so that if any 
one tries to access any resource through traditional web browser human 
consumable information will return. 
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7. LD Publisher: basically component 6 is just a part of the component 7 where the 
actual Linked data is prepared to be published. In context of our present work, this 
component is the most important for us, because it is the place where the links to 
external datasets is measured automatically and added with original data dump to 
prepare them completely suitable for the Web of Data. 

It is to be noted that in the original paper where the following framework is described 
is not introduced with the name LGLP which basically an acronym for “Linked Data 
Generation from Legacy Database with provenance”. The name is given later. 

 

Fig. 1. Schematic Diagram of the LGLP Framework 

3   Link Generation for LGLP Framework 

In brief our proposed link generation approach is consists of the following five steps 
as shown in the following figure 2. 

1. First a property file will be generated. We consider the .PROPERTIES 
extension for it which is common for the properties files used in a java 
environment. The structure of this property file is very simple. It generally 
holds some predefined URIs for the future use to generate the links to 
their corresponding datasets. It also declares a variable holding the total 
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number of declared dataset URIs. This property file is generated for one 
time and updated if needed and used again and again. 

2. Next step is to read this property file to keep the track of the predefined 
URIs within memory and prepare the base URIs for the external datasets. 

3. Now it is time to read the actual RDF dump file and extract the concepts/ 
attributes/ instances/ literal values to prepare the target lists. 

4. Preparation of the actual URIs, by concatenation of the base URI and the 
target entities. 

5. Finally the link generation through the URI checking. 

 

Fig. 2. Basic Block Diagram of the Internal Work flow. 

Here three novel algorithms has been introduced to carry out the above mentioned 
operations as shown in block diagram of Fig. 2. The algorithms are named according 
to their jobs as “ReadProperty”, “URICheck” and the “LinkDiscovery”. 

This first algorithm is used to read the content of the .PROPERTIES file, where 
as second one which is “URICheck” performs a checking on some predefined 
datasets with the provided resource URIs to find out if there are any related 
information exists about current resource. LinkDiscovery internally call these two 
algorithms to complete the link generation procedure. 

ReadProperty. For the sake of simplicity of the job, .PROPERTIES file is used, 
which is a collection of key-value pairs. There are two types of key values proposed. 
One for holding total number of predefined dataset URI prefixes for resources and, 
other(s) for the actual URI prefixes for the resources on the datasets. A typical 
structure for the property file is shown in the following Table 1. 
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Table 1. Sample Property File 

urilength = 5 
uri1 = http://dbpedia.org/resource/ 
uri2 = http://data.linkedmdb.org/resource/country/ 
uri3 = http://data.linkedmdb.org/resource/film/ 
uri4 = http://revyu.com/things/ 
uri5 = http://revyu.com/people/ 

 
Use of this property file within the framework is very limited. Though the property 

file content can further be refined to hold more advance configuration related 
information. At present it only used as a common gateway where easily new dataset’s 
resource URI prefixes is possible to add. 

Table 2. Pseudo code for the algorithm to read a property file 

Algorithm 1: ReadProperty(P) 
Input: P holds the path to the property file. 
Output: U holds the list of all dataspace URIs to be searched for link discovery. 

1. Read urilength from P into len. 
2. While i < len repeat steps 3 to 6. 
3. t  ←  concat(uri, i + 1). 
4. Read value of t from P: u  ←  t. 
5. U.add(u)    ## add the value of u in to the list U ## 
6. Increment i by 1. 
7. Return U. 

URICheck. The purpose of the algorithm is two-fold. First one is the checking of the 
existence of a particular resource within a predefined datasets from the properties file. 
On the other hand to link generation for the related resources found on the external 
datasets and enrich the original RDF dump with this information. The pseudo code for 
the algorithm is given in the Table 3. 

Table 3. Pseudo code for the algorithm to check the URIs 

Algorithm 2: URICheck(R, B[ ], T[ ]) 
Input: R is the RDF dump, B[ ] is array of all the URIs of corresponding dataspaces and T[ ] 
holds all the entities for which the link to be searched. 
Output: Ru represents the updated RDF dump. 

1. Set i, j = 0, Ru  ←  null. 
2. For i = 0 to B.length, 

a. For j = 0 to T.length, 
i. u'  ←  concat(B[i], T[j]). 

ii. Check u' exists at B[i] or not. 
iii. If u' exists: generate ln  ←  [<rdfs:seeAlso> link to the 

dataset]. 
iv. Ru  ←  update(R, ln) for T[j]. 

3. Return Ru. 
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LinkDiscovery. Previously stated two algorithms are called through the following 
algorithm. It takes the original RDF dump as input and returns the updated dump file 
enriched with new links to the external data sets. The first job of this algorithm is 
extraction of the concepts/instances as list of targets. Later it calls the ReadProperty 
and the URICheck to perform the actual link generation operations. The pseudo code 
for this algorithm is given below in Table 4. 

Table 4. Pseudo code for LinkDiscovery algorithm 

Algorithm 3: LinkDiscovery 
Input: R represents the RDF dump, u[ ] is array of all the URIs of corresponding data spaces 
to be searched. 
Output: R" represents the updated RDF dump with new links (specifically <rdfs:seeAlso> 
links). 

1. Read RDF dump in R. 
2. Extract all concepts from R into C. 
3. Extract all instances from R into I. 
4. Execute ReadProperty(). 

a. Read all URIs in U. 
b. Read U.length: urilen  ←  U.length. 

5. Strore: B[ ]  ←  U. 
6. Store: T[ ]  ←  C. 
7. Execute URICheck() for C: 

Rtemp  ←  URICheck(R, B[ ], T[ ]). 
8. Change values of T[ ], 

a. T[ ]  ←  null. 
b. T[ ] ←  I. 

9. Execute URICheck() for I: 
R"  ←  URICheck(Rtemp, B[ ], T[ ]). 

10. Return updated RDF dump R". 

4   Discussion and Explanation 

4.1   Scope  

The LGLP framework is designed to publish the information available within any 
legacy database as linked data on the Web of Data. Link discovery just a part of this 
framework, comes with very straight forward responsibility of link generation among 
datasets. The present aim is to develop a mechanism with minimal facilities of link 
generation and limited functionalities. Concerning this aim, the concept of properties 
file is included, where a few hand selected well known external dataset prefixes(for 
resources) is declared for future use. Using this property file any dataset is possible to 
convert into compatible linked datasets through new link generation with minimum 
amount of effort. To perform this any deeper knowledge about the system active 
behind the scene is not necessary. The .PROPERTIES file is chosen for dataset 
prefixes because it is easy to read and update, which increases its reusability. It is 
expected that the property file will be updated with new URI prefixes and the broken 
one will be removed time to time. 
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4.2   Limitations 

As already mentioned it is applicable within a limited environment with limited 
functionality. Number of datasets on the Web of Data is increasing day by day. Any 
one of them may contain related data for the entities declared into dataset under 
experiment. If we consider this large collection of external data spaces on the web, 
use of few hand picked well known dataset  as target for link generation does not 
sound effective enough. There is a huge probability that numbers of dataspaces 
remain unselected having really some related information and a sure destination to 
link up. Further, the proposed approach cannot assure that a minimum number of 
links to the declared datasets will be found. 

4.3   New Possibilities  

To make the proposed approach more dynamic and effective use of RDF crawlers is 
beneficial. For example Ldspider is very useful to crawl the Web of Data, searching 
the Web of Data for relevant information to generate the links towards them. This 
way dependency on some hand picked data spaces will reduce and the hit ratio 
corresponding to related information finding will increase. 

4.4   Generated Links and Their Effects  

Since the proposed mechanism is at its premature and experimental age, there is a lot 
of scope for development. It is reflected into the statements that we choose to generate 
the links. At present only <rdfs:seeAlso> statements are used to generate the links. In 
future inclusion of <owl:sameAs>, <foaf:based_near> etc. different kind of 
statements to be used with a little bit of modification to the above mentioned 
algorithms. 

5   Conclusion 

The proposed approach for automatic link generation is still at the budding stage. 
During the experimentation we have found several limitations that already been 
discussed in the previous section. Though, it is the most simplistic approach that may 
be used with minimum effort to transform any semantic data silos into a compatible 
linked datasets. 
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Abstract. A solution for segmentation of Bangla word images, printed in 
different fonts with varying styles and sizes, into constituent characters is 
reported here. Firstly, three horizontally non-intersecting zones viz., Upper, 
Middle and Lower Zones of a given word are identified. Then, estimation of the 
probable black pixels, which constitute common Matra of the word, a 
prominent feature in Bangla script, is done. Some of the black pixels on the 
Matra region are selected as potential segmentation points to segment the word 
vertically into their constituent characters. Each of these segmented components 
is then categorized into any of the six possible component types (viz. 
upper/middle/lower zone component/ middle and lower zone component/ 
broken character component/noise component). Middle and lower zone 
components are separated horizontally. The methodology is tested on 1600 
word images of different fonts with varying styles and sizes and average 
success rate achieved is 96.85%. 

Keywords: Character segmentation, Printed document, Bangla script, OCR. 

1   Introduction 

Optical Character Recognition (OCR) system contributes to the technological 
advancement by providing software systems to automatically convert large volumes 
of information, available in the form of paper documents, into electronic versions. 
Printed OCR systems have many applications like automation of data entry into 
computer from paper documents, desktop publishing, library or other office 
documents cataloguing etc. The tasks of OCR system can broadly be divided into four 
basic steps: text line extraction, word extraction, character segmentation i.e., 
segmentation of words into constituent characters and finally character recognition. 
Proper working of an OCR system for text documents highly depends on proper 
segmentation of words because each segment produced in this process is a candidate 
character prior to recognition. Obviously, the more is the accuracy of segmentation, 
the less will be the error during recognition process. Researchers have observed that a 

2



740 R. Sarkar et al. 

 

large number of recognition errors in OCR system take place due to incorrect 
segmentation of words into constituent characters [1]. 

Segmentation of word images of English text into characters is usually done by 
identifying the valleys in the vertical pixel density histogram of word images. It is 
possible since consecutive characters in English text are mostly vertically separable 
which is not valid for the words of Bangla script. Bangla ranks 5th in the world and 
2nd in India as a script and language both. It is the national language of Bangladesh. 
In India, Bangla is mostly used in West Bengal, Tripura and Assam. In the present 
work, we have developed a character segmentation technique for printed Bangla 
words.  

 

 
(a) Common Matra and various zones of a 
Bangla word 

(b) Various zone boundaries considered 
in the present work. 

Fig. 1. (a-b). Illustration of common Matra and different zones in a Bangla word image 

Bangla script consists of 50 Basic characters, 12 Modified shapes, 194 Compound 
characters, in addition to some special symbols including certain punctuation marks 
and diacritics. The vowels and some consonants take different shapes other than their 
original ones when they get joined with other consonants. These shapes are called 
modified shapes. Most characters in Bangla script have horizontal lines at the top, 
called the headline or Matra as shown in Fig.1 (a). Depending on character the Matra 
covers partly or fully the entire character width. The consecutive characters, which 
have Matras, are joined through a common Matra.  

Any word of Bangla script can be partitioned horizontally into three adjacent zones 
as shown in Fig.1 (a). The portion of each word on and above the Matra is identified 
as the ‘upper zone’. The main body of the characters in a word and the portion of the 
word below the main body are identified as the ‘middle zone’ and the ‘lower zone’ 
respectively. The characters/modifiers or part of them, which appear in the upper 
zone, are called ascendants, where as those in the lower zone are called descendants. 

1.1   Related Review 

Comprehensive surveys of strategies for character segmentation were prepared by 
Casey and Lecolinet [2] and by Elliman and Lancaster [3]. A brief survey on the same 
can also be found in the paper [4] by Arica and Yarman-Vural.  

A number of works [5-10] is found in literature on segmentation of words into 
constituent characters for printed Bangla script. In the work by M. Chowdhury et al. 
[5] the Matra region was detected first and then the three basic zones of the Bangla 
words are identified. The authors also provided a rule-based solution to segment some 
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characters viz., প, গ and শ. In [6], a complete OCR system was designed for documents 
written in single Bangla font. An OCR system was proposed in [7] that could read 
two Indian language scripts viz., Bangla and Devanagri. A complete OCR system for 
documents of single Bangla font was also found in [8].   

Authors, in [9], presented a survey report on script segmentation for Bangla OCR 
and they concluded that each character from a word could be isolated in rectangular 
region. M. A. Hasnat et al. [10] presented a dissection based lower zone modifier 
segmentation method to segment the vowel modifiers present in the lower zone of a 
word in a wide range of document image.  

In computer-composed Bangla script some characters, especially the modifiers in a 
word may partially overlap with one another. These kinds of nontrivial combinations 
of characters make the whole process of character segmentation extremely 
challenging. Besides, some characters / modifiers, like Chandra-Bindu ( ) or Reph 
( ) in Bangla script, often appear in upper zone, come in between two consecutive 
characters in a word and isolating them from word images becomes a tough job. A 
variety of fonts exists for printed Bangla script. Even a text document of single font, 
characters may be printed in various styles (bold, italic) and / or sizes. Also proper 
segmentation of the ascendants and descendants from the main body of the character 
in the Bangla script is a tough job, which is not mentioned explicitly by most of the 
researchers. To overcome the above-mentioned issues, we have developed a character 
segmentation technique for the printed Bangla script words. 

2   Present Work 

A font, style and size invariant technique for segmentation of printed Bangla word 
images into constituent characters is presented here. After acquisition and binarization 
of word images, the Zone Boundary Detection module identifies three horizontally 
non-intersecting zones viz., Upper, Middle and Lower Zones of a given word. Then, 
identification of Matra region module estimates the probable rows of black pixels, 
which constitute the common Matra of a word. After that, some column positions on 
the Matra region are selected as potential segmentation points, which are 
subsequently used to segment the word vertically into their constituent characters or 
their sub-parts. Each of these segmented components are separated using Connected 
Component Labeling (CCL) algorithm [12] and then categorized into either of the six 
possible component types (viz. upper/middle/lower zone component/ middle and 
lower zone component/ broken character component/noise component) using a rule-
based classification technique. Middle and lower zone components are separated 
horizontally. Detail of the present work is described in the following subsections.  

2.1   Input Word Image  

In the present work, we have collected isolated word images of the Bangla script from 
different types of documents printed in various fonts, styles and sizes of the script. 
Each such image is scanned using a flatbed scanner with 300 dpi resolution. The 
documents are then binarized by simple adaptive thresholding technique, where the 
threshold is chosen as the mean of the maximum and minimum gray level values in 
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each document image. To remove a noisy pixel and to smooth the contours of data, 
we have used a sequence of erosion and dilation, two basic mathematical 
morphological operators [12], on the input printed word images.  

2.2   Zone Boundary Detection 

The common Matra appears at the top of the main character body and acts as a 
boundary between upper and middle zones. For each word image, we have identified 
the top row of the upper zone (R1), the top row of the middle zone (R2), the middle 
row of the middle zone (R3), the bottom row of the middle zone (R4) and the bottom 
row of the lower zone (R5) as shown in Fig.1 (b). The algorithmic representation of 
the method for estimation of R1, R2, R3, R4 and R5 is described below:  
 

1. Scan the word image row-wise from top to bottom and mark the first row with one 
or more black pixels as R1. 

2. Scan the word image row-wise from bottom to top and mark the first row with one 
or more black pixels as R5. 

3. Scan the word image row-wise from R1 to RHALF (i.e. R1 to (R1 + R5)/2) and 
compute length of the row-wise longest run of black pixels for all black pixel 
positions in a row. 

4. Add all such longest run values in a row and select the row, appearing first from 
top, with maximum sum as R2. 

5. Calculate the sum of all transition points (TPs) between foreground and 
background pixels for all rows from RHALF to R5. 

6. Compute η as the average number of TPs in the lower half of the image.  
7. Scan the word image row-wise from R5 to RHALF and consider first row with TPs 

greater than η as first approximation of the bottom row of the middle zone (say 
R41)  

8. Scan the word image row-wise from RHALF to R5 and consider first row with TPs 
less than η as second approximation of the bottom row of the middle zone (say 
R42). 

9. The final value of R4 is estimated as R4 = (R41+ R42)/2. 
10. Middle row of middle zone i.e. R3 is calculated as, R3 = (R2 + R4)/2. 

2.3   Estimation of Matra Region 

Matra of a printed Bangla word image may be identified as the continuous horizontal 
rows of black pixels in the upper half of a word image. The boundary between the sets 
of Matra pixels and non-Matra pixels in the region R1 to RHALF is not always distinct. 
The black pixels lying over the line R2 have got strongest membership to the set of 
Matra pixels. For the other black pixels on both sides of the line R2, their degree of 
belongingness to that set diminishes as they are more and more away from the line R2, 
as per the membership function μ(x). The expression of μ(x) is given below.  

 

                                           
2

1
( )

1
b

x
x c

a

μ =
−+                                                   (1) 

where ‘c’ denotes the center of the function, and ‘a’ and ‘b’ are parameters of the 
equation.  
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In the present work, ‘c’ is chosen as R2 and ‘x’ as the row under consideration. The 
parameter ‘a’ is chosen as (R2-R1)/2 and (R3-R2)/2 for above and below the row R2 
respectively to make the function size invariant. In any case if the row R1 and R2 
became collinear, the no membership value is calculated above the row R2. The 
parameter ‘b’ is chosen as 1. Estimation of Matra pixels, based on Eq.1, is described 
in detail in one of our earlier works [11]. 

2.4   Segmentation of Printed Word Image 

In the present work, we have segmented the word images both vertically and 
horizontally to isolate characters and/or their sub-parts appearing in the middle zone, 
upper zone and lower zone of the word images.  
 
Vertical segmentation on Matra region using fuzzy features. As Matra of a word 
image appears only in the upper half of the word image, technique of identification of 
vertical segmentation points is applied only on the upper half of the word images i.e. 
from R1 to RHALF.    

One of the prominent features for identifying these points is the number of black 
pixels in the said region along each vertical column position on the Matra. The less is 
the number of black pixels along a vertical column position in the region (R1 to R2) or 
(R2 to RHALF) on Matra, the higher is its degree of belongingness to the set of 
segmentation points. On this basis a bell-shaped fuzzy membership function (μ1), 
discussed in [11], is used. The values of parameters a, b, c are chosen as follows: c=0, 
b=1, a=WM, where WM is the difference between the row numbers of the two farthest 
Matra pixels in the segment, i.e., the maximum vertical width of the Matra region.   

Another feature, the distances of a Matra pixel from R2 on its both sides are 
considered here within the region R1 to R2 and R2 to RHALF. Again the more is the 
distance; the less is the degree of belongingness (μ2), which is also described by a 
fuzzy membership function [11], of the associated Matra pixel to the set of 
segmentation points. Choices of the parameters ‘a’, ‘b’ and ‘c’ for the membership 
function μ2 remain same as discussed in section 2.3, where we have applied bell-
shaped fuzzy membership function (μ) to estimate Matra region.  

For determination of final set of segmentation points, a trade-off between 
under/over segmentation of word images is required. For this reason, we have applied 
the following algorithm to identify a column (from each segmentation-point cluster) 
for segmentation of the word images on the Matra region which also minimizes the 
data loss due to this vertical segmentation. 

 

1. Group the set of segmentation points, using 8-way CCL algorithm and do the 
following steps for each group. 

2. Calculate the sum of number of data pixels, Matra pixels and segmentation 
point pixels for each column in the region R2 to (R2 + (R3- R2)/2).  

3. Consider the column for vertical segmentation, which has the minimum sum. 
 
Horizontal segmentation to separate ascendant(s) of a word. After successfully 
segments the word images vertically, now it is required to identify horizontal 
segmentation points, to isolate upper and/or lower zones character components (if 
connected), along R2 and R4. Though in printed Bangla word images Matra zone is 
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prominent, but in some cases, the components which appear in the lower zone (i.e. the 
descendant), accurate estimation of R4 becomes difficult. The reason behind this is 
due to presence of more number of lower zone components, italic styling of the word 
images or elongated vertical portion(s) of lower part(s) of the basic characters in some 
fonts. The descendant separation technique is described in the following subsection.     

2.5   Classification of the Word Components Using a Rule Based Technique 

The components generated after vertical and horizontal segmentations are classified 
into several classes using some threshold based rule set. This classification decision 
will be subsequently utilized for the reconstruction of the components to form the 
original word image after the recognition process is done. The classification rules use 
only the positional information i.e. the top-row (TR) and bottom-row (BR) of the 
components in the original word image. Table 1 describes the rules applied in this 
classification procedure. 

Table 1. Different classes of word components after vertical and partial horizontal 
segmentation 

Class # Class Description Classification Rule 
1 Upper zone component (TR < (R1 + R2)/2) and (BR <= R2) 
2 Middle zone component ((R3-TR) > 0) and (BR >= (R3+R4)/2) and (BR <= R4) 

3 Lower zone component (TR> (R3+R4)/2) and (BR > R4) 
4 Middle and lower zones 

component 
((R3-TR) > 0) and (BR > (R4+R5)/2) 

5 Broken character 
component 

((R3-TR) > 0) and (BR <= R3) and (height of the 
component (BR-TR) >= (R4-R2)/2) 

6 Noise component Otherwise. 

Special consideration for class #4 components. In the above-mentioned threshold-
based technique, some of the class #4 components misclassified as class #2 
components. To handle this problem, we have taken a special consideration for these 
components for possible horizontal segmentation along R4 and subsequent re-
classification of the components. The procedure is implemented in the following way. 
 
1. If the component is a class #4 component, estimate the number of TPs i.e. 

changeover between foreground and background pixels and vice versa in each row 
starting from the middle row of the component (i.e., (TR+BR)/2 to R5). 

2. Select the minimum of all the TPs (say, TP1). 
3. Scan the component again in row-wise manner from its middle row to R5 and 

select the first row with TP=TP1 (say ROW1). If all the rows have the same TP 
values from ROW1 to R5 then the component is considered as middle zone 
component.  

4. Otherwise, a row (say ROW2) is estimated where TP>TP1.  
5. Select the row, at the middle of ROW1 and ROW2, i.e. (ROW1 + ROW2)/2, as the 

separation line between middle zone and lower zone.  
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3   Experimental Results 

The character segmentation algorithm is evaluated on the word images of various 
types of fonts, styles and sizes printed in Bangla script. Four different font types 
namely, Mukti, Siyam Rupali, Vrinda and Verdana, with four different styles of 
printing namely, Normal, Italic, Bold and Italic-bold and five different font sizes (14 
points, 16 points, 18 points, 20 points, and 22 points) are considered here.  For each of 
the above mentioned font, style and size, we have taken 20 images of same words 
printed in Bangla script. Thus, a total of 1600 (i.e. 20*4*4*5) word images are 
identified from different documents to include varieties in fonts, styles and sizes of 
the script. Some sample word images, which are properly segmented by the present 
technique, are shown in Table 2. Also, some word images, on which the technique 
fails at some points, are shown in Table 3. Failures cases are encircled in the figures, 
where sample #1 of Table 3 depicts the case of over segmentation and sample #2 of 
Table 3 shows the case of under segmentation. The average success rate of the present 
technique is computed to be 96.85% on the test set of 1600 Bangla word images. 

 Table 2. Examples of output images where the present technique works successfully 

Sample# Original word image Output of the corresponding word image 
1 

  
2 
 

 
3 

  

Table 3. Examples of output images where present technique fails (errors are encircled) 

Sample# Original word image Output of the corresponding word image 
 
1   

 
2  

4   Conclusions 

Computerization of Bangla script documents is still in its early stage. The printed 
documents may have lots of variations in terms of font, style and size of the scripts. A 
solution for segmentation of offline Bangla word images printed in different fonts 
with varying styles and sizes is reported here. Though the present technique produces 
reasonably good results, in future an attempt may be made to prevent the failure cases 
due to over/under segmentations, obtained through this experimentation, by some 
intelligent methodologies. Our future aim is also to apply the technique to other 
scripts, which are having the Matra on the top of the characters. 
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Abstract. This paper presents a novel technique to automate the solutions for 
the process planning in industries. A heuristic based artificial intelligence 
technique is used as the basic framework for the formulation of the process 
plan. An expert system is used for the development of the distinct nodes or 
states of the problem with the basis of CAD modeling. The CAD representation 
used for modeling may employ either Constructive Solid Geometry or 
Boundary representation. The comparison between the two representations is 
discussed along with the various other issues and steps that are pertaining to the 
generative process planning. This technique offers greater scope of 
diversification and also offers versatility in the process control leading to 
greater precision of the products produced in the industrial floor.    

Keywords: Process planning, Artificial Intelligence, Expert system. 

1   Introduction 

Process planning is an elemental part of manufacturing industries where a detailed 
plan with all the information regarding the processes that are involved in the creation 
of a product is formulated. These include the type of operations performed on the 
material, the tools used, the order of the processes and the various parameters that are 
involved while performing the individual processes. Thus by obtaining the process 
plan, the time, efficiency and production capability (number of products that can be 
produced) to produce a particular product can be analyzed. Normally, this work is 
performed by a process engineer who has the proper knowledge of the various 
processes, tools and machines in the in manufacturing plant.  

It can be seen that the work performed by the process engineer is manual and it 
largely depends on the skill-set and knowledge about the various machines and 
processes that are present in the manufacturing plant. Thus its dependency in the 
experience of the process engineer is high. Because of this the loss, in case of any 
error in the part of the process engineer proves to be really expensive. Moreover, the 
time which is required for the formulation of such a plan is also high. Thus, to 
increase the efficiency and also to reduce the time taken during this stage, automated 
process planning was introduced.  

The recent developments in Artificial Intelligence (AI) and Expert Systems 
techniques has to led to its expansion to virtually all fields thus proving as a 
indispensible tool for solving of problems in various domains. Since the knowledge 
base of the expert system consists of past experience and also the knowledge of the 

2
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engineer who develops the expert system, [11] the system is capable of dealing with 
the problems efficiently thus providing the best possible practical solutions.  

CAD modeling plays a vital role in the automation of the process plan. By 
incorporating CAD modeling in the automation scheme, it provides a direct path from 
the design of the product to the formulation of the process plan thus reducing the time 
as well as the manual work requirement. 

2   Fundamentals of Planning 

In order to understand the impact of using artificial intelligence in the process 
planning, it is best to understand the fundamentals of planning in general. What is 
planning? Planning is a constructive activity by which the means of reaching a 
particular goal is devised based on the given resources and constraints. This plan 
largely depends on the constraints, resources and the past experience when dealing 
with problems of the same kind. Thus proper feedback mechanisms have to be 
enforced so that the reports from the process or manufacturing line regarding the 
efficiency of the plan is obtained and stored for future references. One of the major 
ways in which the planning done by humans is simulated is by the usage of artificial 
intelligence and expert systems [1]. This paved the way for automated planning in 
various practical domains [2]. 

Manufacturing planning is employed in the manufacturing plant to co-ordinate the 
ideas of the designer with the constraints and resources in the plant to provide a 
proper functioning product. The manufacturing planning maybe further subdivided 
into operations planning, production planning and process planning [3]. 

In operations planning, the details regarding the various parameters and 
functioning of a particular process such as drilling, milling etc. are determined to 
ensure that the manufacturing process occurs smoothly. This type of planning is also 
called micro planning as it has a very narrow focus when compared to that of the 
other types of manufacturing planning [4].    

Production planning has much broader focus when compared to the operations 
planning. It concentrates on the development of plan based on the availability of 
resources and the due-time. Thus, it takes the planning to a broader point of view 
without concentrating on the finer details of the production of the part. This type of 
planning is also called as scheduling.  

In process planning, the various processes that are required to produce the final 
product from the raw materials. Thus, the planning contains the process route that the 
material should take in order for it to be transformed into the final product. The 
process planning includes the selection of various parameters like tool used, process 
sequence, feed rate and process conditions [5].  

This paper mainly focuses on process planning which forms the crux of the 
manufacturing planning and how the application of automation improves the overall 
efficiency when constructing the plan.  

3   Automation in Process Planning  

Automation in process planning can be performed in two ways namely, generative 
process planning and variant process planning [6]. The two types of process planning 
vary in the level of automation that is used in them.  
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3.1   Generative Process Planning 

Generative process planning is the type of planning in which the plan for new 
component is automatically created by the system. It creates the process plan from the 
information that is available in the knowledge base with the application of control 
logic which is done using formulas and algorithms by manipulating the geometry 
based input scheme used for translating the design input into usable computer code or 
format. Thus the various decisions such as the process selection, tools selection and 
operating conditions are determined automatically by using the control logic. The 
advantage of this system is that it is able generate a plan for a new component quickly 
and is able to cater to a wide range in the type of components. 

3.2   Variant Process Planning 

The variant process planning is based on the concept of group technology where the 
components are grouped into pre classified part families and the components process 
plan is developed from the standardized process plan that is created for that particular 
part family. This type of process planning system is useful when dealing with batch 
processes. Though the speed at which the process plan is developed is faster, the 
variant process planning system does not support a new component which does not 
belong to the pre classified part family. Thus it lacks the versatility to deal with all 
types of components and need the support of an engineer to constantly create and 
maintain the standard process plans. 

Due to its advantages over the variant process planning, the generative process 
planning system is more widely used in automated plants. This paper, thus, 
concentrates on the automation in generative planning system. 

4   Operating Framework  

In order to provide an optimum process plan, the proper description of the work to be 
achieved is required. This is known as a representation problem in which the problem 
is represented in the proper form that enables the system to analyze and solve it [7]. 

The process problem in the industries can be represented follows: 

1. Initial state- The raw material 
2. Final State- The final product 
3. Control logic 
4. Knowledge Base 

The first step which is the conversion of the problem into computer accessible form is 
done with the help of the CAD modeling and expert system. The expert system is 
used to analyze the CAD representation and convert the processes that have to be 
performed into nodes or steps. These steps only describe the action that has to be 
performed for the raw material to be converted into the final product. Thus, the initial 
state and the final state is received as input which is namely the size and shape of the 
of the product and the expert system determines the intermediate states or nodes. 
Now, the intermediate steps are not arranged in any particular order. The ordering and 
checking of the feasibility is done by using Artificial intelligence and the Expert 
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system’s knowledge base and inference engine [8]. After this, the details regarding 
the various processes like tools used and operating environment are determined with 
the help of expert systems. The various steps are explained in the states diagram and 
the details of each step will also be explained in the following sections. 

 

Fig. 1. Operating framework for process planning 

4.1   CAD Representation 

The first problem that comes into picture when dealing with process planning is the 
representation of the problem. There are a few characteristics that are common to all 
good representation systems. They should be able to fully represent all the available 
information in a format that is accessible by the system. The representation should be 
such that the structures can be easily manipulated and updated. CAD offers such a 
representation model which has some of the most desirable characteristics. There are 
two most common representations in solid modeling using CAD. They are 
constructive solid geometry and boundary representation.  

Constructive solid geometry uses Boolean functions on basic solid structures to 
build the complex part. The construction of the part is stored in the form of a tree 
where the nodes are operations. The disadvantage here is that there is more than one 
way in which a solid can be created. But the advantage is that they are easy to 
construct and the validity of the operations can be easily checked.  

Boundary representation on the other hand uses boundary surfaces as a form of 
representation. The advantage of this representation is that it offers a unique format 
for a given solid model. But the disadvantage is that it is difficult to directly 
incorporate this model in automated manufacturing. 

Due to the ease of incorporating into the system, the Constructive solid geometry 
representation is considered in this model. 

4.2   Expert System 

The use of Expert System extends to various parts in this process planning system [9]. 
It is used together with the CAD representation to determine the proper order in the 
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Boolean combination of the basic solid structures. It is used with the artificial 
intelligence search technique in determining the best possible route for the creation of 
the final product. When finding out the best route, the various details such as the feed 
rate and operating conditions are also finalized using the inference mechanism of the 
expert system. Each of the functions will now be explained in detail. 

The Constructive solid geometry representation gives the structure of the solid 
model as the Boolean function of the basic solid structures. But the problem with this 
type of representation is that the various schemes of representation in the 
representation tree are not checked for feasibility in terms of machining operations. 
For example, one cannot add or attach an external component with the main part. 
Only material removal is possible. Thus non-feasible schemes are removed from the 
representation tree by examining the entire tree using the expert system’s knowledge 
base and inference engine [9].  

Next, the expert system is used to determine the process that is required for the 
model to be converted from one stage to the next stage based on the solid models 
scheme. There are two methods in which this can be done; by foreword chaining or 
backward chaining. In forward chaining, the expert system takes the initial stage as 
the base and finds the best process that might convert the model to the next stage. 
Since it uses the current data as a base, it is also known as data driven reasoning. In 
backward chaining, the goal stage is taken as the base and the process that converts 
the previous stage to the goal stage is determined. This is also known as goal driven. 
The backward chaining is used in this model of the expert system.  

 

Fig. 2. Model of Backward Chaining or Goal Driven Reasoning 

Now that the feasible schemes along with the processes are known, the expert 
system along with heuristic artificial intelligence search technique is used to 
determine the optimum process plan along with the details such as the feed rate and 
optimum working condition. The expert system is used here to help determine the 
optimum path based on factors such as stresses developed process, cost of process, 
time taken by process etc.  

4.3   Heuristic Artificial Intelligence 

The use of artificial intelligence in this system is mainly confined within its use in 
determining the optimum process scheme within the many feasible schemes that are 
available. Here, heuristics is used as a tool to find out if the precision and accuracy 
that is achieved through the process plan matches or betters that which is required in 
the final product by the user. 

The algorithm of the artificial intelligence system should be such that it 
incorporates all the required functions and also completes the processing in the least 
possible time.  
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Start 
states{}= all initial states from system 
while(not empty)states{} 
{cur.state=first (states{}) 
 Check for execution of precondition of cur.state 
 Check feasibility in execution of process in cur.state 
 if (feasibility not satisfied) 
     {check expert system for change in process 
        if(check fails) 
   {remove cur.state and sub.state 
        Clear fringe{}  
       Update experience in expert system  
     } 
        } 
 Update details of process from expert system 
 Update heuristic function  
 Compare heuristic with req. function 

   if (req > heuristic) 
        {check for process detail change 
       if( process detail change fails) 
       { remove cur.state and sub. state 
            Clear fringe{}  

           update experience in expert system
        } 

    else 
            { Change process details   
                   Jump to heuristic check 
                 } 
         }   
 else 
      {if(sub.state{}=0) 
         { fin.state[L][ ]=fringe{} 
           break 
         } 
       else 
         { states{}= insert first (sub.state)  
            fringe{}=insert cur.state 
 
         continue 
          } 
      } 
} 
Compare heuristic of fin.state[L][ ] 
Print plan of fin.state with max heuristic. 
End 

Let us consider an example to explain the entire operating framework. Consider an 
example of a product that has to undergo drilling operation twice.  
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First, the problem is represented by the CAD representation and the expert system 
determines the feasible Boolean combination schemes. It also determines the 
processes that cause the transformation from one state to the other state of the scheme. 

 

 

Fig. 3. Two schemes of process plan for final product 

Here there are two schemes for the product. Next, the optimum process plan along 
with the details of the process is determined by the algorithm using expert systems.  

 

Fig. 4. Optimum process plan for final product 

Here the optimum plan is that the bigger hole is drilled before the smaller one. 
Thus this plan has the maximum possible precision and accuracy. The plan is then 
sent to the manufacturing unit for production. 

 

Fig. 5. 3-D process plan for final product 

5   Conclusion 

This paper discussed the development of automated process planning using a 
framework which uses expert systems, artificial intelligence and CAD modeling.  
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The various aspects of the framework such as the representation, the control logic and 
the algorithm have been reviewed. The integration of algorithmic approach of 
artificial intelligence with expert systems provides the means for the development of 
an efficient automated process plan development system which paves the way for the 
development of a fully automated manufacturing unit. Though there are a lot of 
developments in this field, there is still a lot of possibilities left to explore and thus 
requires more research and practical implementation. With more improvements and 
developments in this field, there is no doubt that the challenges of completely 
automating a plan will get eradicated.   
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Abstract. Microarray cancer gene expression datasets consist of high dimen-
sional data. Gene selection helps in the removal of irrelevant genes. The re-
duced dimensions of the datasets help in improving the overall classification 
performance. We present two hybrid techniques, Ant Colony Optimization-
AntMiner (ACO-AM) and ACO-RandomForests (ACO-RF) with weighted 
gene ranking as heuristics. The heuristic information is obtained by a weighted 
sum of the Information Gain, Chi-Square, Correlation based Feature Selection 
(CFS) and Gini Index scores for each gene. The ACO algorithm selects a small 
subset of relevant genes from this ranking. The fitness’s of these subsets are 
then assessed by the cAnt-Miner and the Random Forest classifiers. The per-
formances of the algorithms are tested using two cancer gene expression  
datasets retrieved from the Kent Ridge Bio-medical Dataset Repository. We 
demonstrate that genes selected by the suggested algorithms yield better classi-
fication accuracies. 

Keywords: Cancer Classification, Weighted Gene Ranking, Ant Colony  
Optimization, cAnt-Miner, Random Forests. 

1   Introduction 

Microarray gene expression experiments allow the measurement of expression levels 
of thousands of genes simultaneously. This data helps in the diagnosis of various 
types of tumors with improved accuracy. However, one limitation of this technique is 
that it produces a vast amount of complex data. 
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It is thus important to construct classifiers that can classify cancerous samples with 
high predictive accuracy based on their gene expression profiles.  

The number of genes (features) is much greater than the number of samples in a 
microarray gene expression dataset. Such composition poses problems to machine 
learning tasks and makes the classification problem difficult to solve. This is mainly 
because, out of thousands of genes, most of the genes do not contribute to the classifi-
cation process. To overcome this problem, one way is to select a small subset of “in-
formative” genes from the data. This technique which is known as Gene Selection or 
Feature Selection not only helps in getting rid of noisy genes but also helps in reduc-
ing the computational load and in increasing the overall classification performance.  

Gene selection algorithms mainly fall into two categories: wrappers and filters. 
Wrappers make use of a learning algorithm to estimate the quality of genes. Methods 
like Ant Colony Optimization [1] and Genetic Algorithm [2] in combination with a 
classifier like Support Vector Machine (SVM) fall into this category. On the other 
hand, filters evaluate the quality of genes considering the inherent characteristics of 
the individual genes without making use of a learning algorithm. Methods based on 
statistical tests and mutual information fall in this category.  

This paper presents a hybrid gene selection approach which makes use of both filter 
as well as wrapper methods. First, genes are ranked using a weighted ranking approach 
(filter). Second, as a wrapper approach Ant Colony Optimization (ACO) algorithm is 
used [3]. ACO traverses the search space by using this ranking information coupled 
with pheromone mediated search to iteratively obtain more informative gene subsets. 
At each iteration, the selected subsets of genes, of each ant, are evaluated. 

2   Methodology 

2.1   Ant Colony Optimization (ACO) 

Ant Colony Optimization (ACO) is an iterative search algorithm inspired by the 
search behavior of ant species. Real ants use an odorous    chemical    substance    
called pheromone as a communication medium for finding the food source. In search 
of a food source, an ant lays pheromone on its path, thus marking the path with a phe-
romone trail. When an isolated ant moves at random, it detects the previously laid 
pheromone trail and selects the path to reach the food source. In this process, this ant 
itself lays a certain amount of pheromone on the path, thus making the path more 
attractive to other ants. Thus, the probability of choosing a path by an ant increases 
with the number of preceding ants that chose the path. 

ACO was originally used to solve the Traveling Salesman Problem (TSP) [1]. TSP 
is inspired by the problem faced by a salesman to find the shortest tour for which he 
travels through a number of cities, visiting each city exactly once before returning 
home. When ACO is used to solve the TSP problem, each salesman is represented by 
an ant. Also, in the case of gene selection, ants conduct only a partial tour in contrast 
to TSP [4]. 

ACO for gene selection mainly depends upon the following two factors: 

• Heuristic information on the given gene. 
• Experience (Pheromone Information) gathered by the ants in previous iteration. 

Further details can be found in cited sources. 
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2.2   Heuristic Information 

We obtained the heuristic information for each individual gene by calculating the 
weighted sum of the Information Gain, Chi-Square, CFS, and Gini index scores which 
were obtained using the WEKA[5] data mining software suite and Leo Breiman's 
Random Forests implementation[6]. 

Information Gain (IG) is an entropy-based measure which selects the gene that has 
the best capability to separate the samples into individual classes. A gene with a high 
information gain is said to be “informative”. Information gain is evaluated indepen-
dently for each gene and the genes with the top scores are selected as the relevant 
genes.  

Chi-square is used to measure the lack of independence between a gene and a 
class. Its value is closer to zero if the gene and the class are independent. We scale 
these scores in the range of 0-1. 

Correlation-based Feature Selection (CFS) evaluates the goodness of gene subsets. 
CFS measures the merit of gene subsets by considering the importance of individual 
genes for predicting the class label along with the level of inter-correlation among 
them. In order to generate CFS rank scores, first the CFS attribute subset evaluator of 
WEKA suite was used to generate a subset of genes based on the CFS heuristic. Next, 
the genes selected by the evaluator were assigned a score of 0.8 and the rest were 
assigned a score of 0.2. These scores were used as the CFS rank scores.  

Gini index is used in CART. It measures the impurity of a data partition .Like IG it 
selects the gene that has the best capability to separate the samples into binary parti-
tions. So a gene with high gini index can be termed as “informative” and is subse-
quently ranked as per its value. 

Let w1 be the weight assigned to the Information gain (IG) score of gene f, w2 be 
the weight assigned to the Chi-square (CS) score,w3 be the weight assigned to the CFS 
score (CFS) and w4 be the weight assigned to the Gini index(GIN) of the same gene. 
Then Weighted Rank (WR) of gene f is calculated as: 

WRf = w1 * IGf + w2 * CSf + w3 * CFSf + w4 * GINf (1) 

2.3   Gene Subset Generation and Evaluation 

An ant selects the genes based on either exploitation or exploration. For this, an algo-
rithm parameter, q0 (0 ≤ q0 ≤ 1) is used to make a choice between exploitation and 
exploration.   

If exploitation is chosen, the gene with the highest quality value corresponding to 

the product of the pheromone concentration on the link connecting i
th

 and j
th

 gene 
i.e. (fij)  and the heuristic information (weighted gene ranking score) associated with 
the gene j i.e. η(fjij) is selected. Exploration, on the other hand involves the selection 
of the next gene j with a probability proportional to the relative quality of the gene to 
the subset of genes not selected yet. This step is repeated until a partial tour of fixed 
gene subset size is built. 

After a gene subset is constructed, each ant passes its subset to the cAnt-Miner 
package of Myra-2.0.1[7] tool and receives its classification accuracy. Similarly, each 
ant passes its subset to the randomForest 4.6-2[8] package of R and computes  
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classification accuracy. This accuracy is used as a fitness function for selecting the 
best ant of that iteration in both algorithms, executed separately. 

The cAnt-Miner and randomForests classifiers' accuracies for a gene subset were 
evaluated using a 10-fold cross validation. The 10-fold cross validation involves 
breaking of data of size n into 10 sets each of size n/10. Out of these 10 sets, a single 
set is retained as the “test data” and the remaining 9 sets are used as the “training 
data”. The cross-validation process is repeated 10 times with each of the 10 sets used 
exactly once as the test data. The 10 results thus obtained are then averaged to pro-
duce a single estimation.  

2.4   Pheromone Update 

After each iteration the global pheromone update is performed by the best ant of that 
iteration. The equation for the global pheromone update is: 

τij = (1-ρ).τij+ρ . cvabest                                               (2) 

where, cvabest  is the cross validation accuracy of the best gene subset of the current 
iteration. The global update ensures that the desirability of those genes producing a 
higher accuracy is increased. This process ensures that the ants gradually learn to 
distinguish between the informative and the non-informative genes. 

After each construction step, the local pheromone update is performed by all ants 
to the last edge traversed using the following equation. 

τij  =(1-φ ).τij+τ0                                                     (3) 

where φ is in the range [0, 1] and τ0  is the initial pheromone. 
This leads to lowering the pheromone concentration on the links and hence allows 

the ants to choose other links thereby enabling them to produce different solutions.  

2.5   cAnt-Miner   

cAnt-Miner [9] is an extension to ACO which is used to discover classification rules. 
The goal of cAnt-Miner is to extract classification rules of the form IF (term1) AND 
(term2) AND ... AND (term n) THEN (class) from data. Each rule is made up of three 
terms (attribute, operator, value), where operator represents a relational operator and 
value represents a value of the domain of attribute. The rule’s antecedent (IF part) 
represents the rule condition whereas the rule’s consequent (THEN part) represents 
the class to be predicted by the rule.  

cAnt-Miner starts with an empty rule list and adds rules one by one to the list itera-
tively until the number of uncovered training examples is greater than a user-specified 
threshold value. Ants keep adding a term to their partial rule until any term added to 
the rule’s antecedent would make their rule cover less training samples than the user-
specified value. Details can be found in the cited source.  

The reduced dataset based on the gene subset formed by the previous execution of 
ACO is therefore provided as input to cAnt-Miner.  
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2.6   Random Forests 

Random forest (RF) [6, 10] is an ensemble of randomly constructed independent  
decision trees. It generally exhibits substantial performance improvements over sin-
gle-tree classifiers such as CART and C4.5. Randomness is introduced into the RF 
algorithm in two ways: one in the sample dataset for growing the tree and the other in 
the choice of the subset of attributes for node splitting while growing each tree. Such 
a RF is grown in the following manner:  

• For each tree, a Bootstrap sample (with replacement) is drawn from the original 
training data set, i.e. a sample is taken from the training data set and is then re-
placed again in the data set before drawing the next sample. Likewise, ‘n’ numbers 
of samples are taken to form ‘In Bag’ data for a particular tree, where ‘n’ is the size 
of the training data set. In each of the Bootstrap training sets, about one-third of the 
instances are unused for making the ‘In Bag’ data on an average and these are 
called the out of bag (OOB) data for that particular tree. 

The classification tree is induced using this ‘in bag’ data using the CART algorithm. 
There is no need for a separate test data in RF for checking the overall accuracy of the 
forest. It uses the OOB data for cross validation. After all the trees are grown, the kth 
tree classifies the instances that are OOB for that tree (left out by the kth tree). In this 
manner, each case is classified by about one third of the trees. A majority voting strat-
egy is then employed to decide on the class affiliation of each case. The proportion of 
times that the voted class is not equal to the true class of case-‘n’, averaged over all 
the cases in the training data set is called as the OOB error estimate. The important 
features of random forests are that they can handle any high dimensional and multi-
class data easily. Details can be found in the relevant sources as cited. 

3   Results 

3.1   Datasets 

The output of microarray experiments are the expression levels of different genes 
which are available publicly. Two such datasets were obtained from the Kent Ridge 
Biomedical Repository [11]. The specifications of the datasets are given as per the 
Table 1.  

Table 1. Dataset Specifications 

Dataset Name No. of genes No. of classes No. of instances 

Colon Cancer 2000 2 62 
Lymphoma 4026 2 47 

3.2   Discussion of Results 

The parameters and their corresponding values used in the algorithms have been listed 
in Table 2. These parameters were decided on after extensive evaluations and are 
therefore tuned to the most optimum values. 
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Table 2. Algorithm Parameters 

Algorithm Parameters Values 

Number of ants (na) 20 
Number of iterations (itr) 50 
Exploitation Probability Factor(q0) 0.6 
Pheromone Update Strength (φ) 0.25 
Pheromone Decay Parameter (ρ) 0.98 
Pheromone Importance Factor (β) 1 
Information Gain weight (w1) 0.3 

Chi-Square weight (w2) 0.1 
CFS weight (w3) 0.4 
Gini weight(w4) 0.2 
Maximum number of ant miner iterations 1500 
Number of trees in Random Forests(ntree) 500 

Table 3. lists the sizes of gene subsets selected by the ACO-AM and ACO-RF al-
gorithms and the 10-fold cross validations obtained for the selected gene subsets. 

Table 3. 10 fold cross validation accuracies for all the datasets. 

Dataset Original 
number of 
genes 

Number of 
genes selected 

10-fold 
cross vali-
dation 
accuracy 
(ACO-AM) 

10-fold 
cross vali-
dation 
accuracy     
(ACO-RF) 

Colon 2000 5 95.47% 96.77% 
Lymphoma 4026 7 96.0% 95.74% 

As per our comparisons, ACO-AM and ACO-RF had outperformed the previously 
best performing algorithms for Colon Cancer dataset namely SVMRFE-RG and Fish-
er-RG-SVMRFE which had shown accuracies of 93.3 and 94.7, respectively [12-13].  

Similarly the best performing algorithms for Lymphoma dataset have shown accu-
racies in the range of [93, 99] % earlier [14-17]. 

In comparison, ACO-AM and ACO-RF have shown consistent and good results.  

4   Conclusions 

The hybrid ACO-AM and ACO-RF methods compared well against the highest accu-
racies for the Colon Cancer and the Lymphoma datasets. The weighted gene ranking 
approach has contributed to better accuracies. The methods are simple to implement, 
robust and are flexible since the methods can have various possible alternatives. Pa-
rallel implementations of the proposed methods can help in obtaining the results at a 
much faster rate.  
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Abstract. This paper deals with the various roles that can be recognized in self 
organized wireless devices. Wireless network which demands for a higher level 
of self organization, proposes strategies of creating backbone, requires 
identifying various roles which each participating device is playing. In this 
approach the efficient way to identify the roles and devices that can perform 
appropriate roles suitably is identified to yield a complex global emergent 
behavior. Various roles are identified like agents, willingness to act as a 
gateway, gateways etc. A minimum connection in backbone of self organized 
network avoids unnecessary broadcasting and in turn energy savings can be 
achieved. Proposed strategy assigns roles to devices by identifying 
inconsistency in duplicate gateways and tries to minimize unnecessary 
broadcast with effective connections.  

Keywords: emergent behavior, clustering, self organization, wireless devices 
networks, wireless communication. 

1   Introduction 

A Wireless, ad-hoc network is created by wireless devices like cell phones, PDAs, 
sensors etc provide the ability to communicate with each other directly. Various 
applications like disaster management, home monitoring, and office automation 
shows increasing demand for wireless networks. Nodes in a wireless, ad-hoc network 
are free to move and organize themselves in an arbitrary fashion. Physical backbone 
network infrastructure is not created instead nodes can communicate with each other 
by adapting themselves with self organization. Demands for a higher level of self 
organization proposes strategies of creating backbone of devices by identifying 
various roles which each node efficiently can perform. Devices arrive or leave in this 
network dynamically so it is difficult to keep all nodes connected during the changes 
in network topology and their local environment. Design of self organizing network 
communication covers various functions like design local interactions that achieve 
global properties , exploit implicit coordination, minimization of maintained state and 
design protocols that adapt to changes[1][2].  

Important characteristics of self organization are emergent behavior, high level of 
scalability, adaptability with respect to the changes in system and robustness against 

2
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failure and damage [1][2]. Related work regarding various strategies and approaches 
for self organization can be found in literature which will be reviewed in next section. 
Various constraints on transmission ranges are considered with the work which 
suitably not applicable to self organization.  

This paper proposes the strategy for effective connection in backbone of self 
organized wireless networks with role based approach. Each node is playing the 
efficient role for formation of backbone with local interaction. Four roles are 
identified: Agent, Leader, Willingness to act as a Gateways and Gateway. Each node 
is playing one of the roles and backbone reconfiguration can be performed with 
changes in environment. Network maintenance can be done with variable 
transmission ranges. Willingness to act as gateway role playing node avoids the 
problem of duplicate gateways.  

The remainder of the paper is organized as follows: In section II the related work is 
overviewed. In Section 3 describes the algorithm for various roles assignment and the 
environment. In Section 4 strategy for effective connection of backbone by avoiding 
duplicate gateway problem and condition for change of role is proposed. Conclusions 
that can be drawn are covered in section 5. 

2   Related Work 

Energy-aware self-organization algorithms for small WSNs [3], allow to deploy a 
WSN solution in monitoring contexts without a base station or central nodes. Sensors 
are self-organized in a chain and alternate between sleep and active mode where the 
sleep periods are longer than the activity periods. The use of implicit coordination is 
exploited and shows a significant potential for reduction of power consumption. 
Effective creation of backbone is not considered. IDSQ ALGORITHM for Wireless 
sensor networks described in [4], consist of three components mainly: the sensor 
nodes, sensing object and the observer. Sensor nodes can be randomly placed in the 
human hard to reach areas in order to constitute self-organizing network, the mutual 
cooperation between them, each sensor node has a small processors, some data need 
to be addressed was sent to the node summary, then through the multi-hop routing 
data about monitoring on the perceived object will be sent to the gateway, and finally 
by the gateway to data within the entire region is transferred to the remote center to 
manipulate. Hence this algorithm has constraints on roles and network 
reconfiguration. 

Various topology control approaches are designed and proposed like a multi-point 
relay (MPR) based approach [6], a connected dominating set (CDS) based approach 
[9] and a cluster based approach [5]. Flooding or broadcast storm is minimized using 
MPR based approach. In MPR each node maintain the one hop information and 
multipoint relay set(MPRS) is formed, which are responsible for forwarding the 
packet from a node to two-hop neighbors.  CDS is used in such applications which are 
directly dealing with topology of wireless devices. Given an undirected graph   a 
subset    is a CDS of G if, for each node, u is either in C or there exists a node   such 
that and the sub graph induced by C, i.e. G(C), is connected [9][10]. The nodes in the 
CDS are called dominators, and the others are called dominatees. But this strategy 
requires the knowledge of network in advance and constrained on equal transmission 
ranges [8]. Many cluster based approaches are proposed with self organization. 
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Cluster based algorithm for self organization with various roles like member, leader 
and gateway is proposed [5] with variable transmission ranges. Each node performs 
some role like member, leader or gateway and they form backbone depending on 
local interaction. But backbone connection can have duplicate gateway for one path 
which leads increase in broadcast and extra energy consumption as multiple gateways 
can exist on single path [5]. This scenario is shown in figure 1. 

 

Fig. 1. Network Formation by Identifying Role 

As shown in figure 1 the node which is acting as leader is connected to the all 
agents and leaders can communicate with the help of gateways. But the nodes which 
are sensing two leaders will declare themselves as gateways and will act as gateway 
for single path which increases the complexity and energy consumption through 
broadcast as shown in figure 2. 

 

Fig. 2. Unnecessary Broadcasting 

This paper proposes strategy for effective connection for backbone with a efficient 
gateway on single path by changing the roles of other gateways existed on same path. 
And tries to minimize the unnecessary broadcast and in turn energy saving is achieved. 

3   Role Based Self Organization 

The proposed strategy is based on self organization by identifying four different roles 
played by each node: Agent, Leader, Willingness to act as Gateway and Gateways. 
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Initially when the node wake up they do not have assigned any role. The first Role 
assignment is Leader for all the nodes in network. Then there is conflict for leader 
selection so leader election procedure is followed; so some nodes other than leaders 
will act as agents and some will act as gateways. This way the cluster is formed [5] 
figure 1. 

When the new node arrives to network role is assigned first. If  Leader is already 
exist for that group then agent role is assigned to that node else if node is detecting 
one or more agents without assignment of role then node role will be  leader. If agent 
is detecting two or more leader existing in network then the role of Gateway is 
assigned to that node. If a node is detecting two or more leader and a gateway exist in 
network then the role of willingness to act as a gateway is assigned to node. At a time 
only one role is assigned to each node. The node assigned role as Willingness to act as 
a gateway will act as a normal member but it shows willingness to become  a gateway 
to efficiently handle the failure condition and efficient connection for backbone. As 
willingness to act as a gateway role is assigned to such a node which can detect two 
groups and can work as normal agent, unnecessary broadcast is minimized and 
efficient backbone with a gateway on one path is maintained. 

                         Algorithm 1. Role Based Self –Organization Algorithm 
    1: if NodeExist≠ 0 

     2:     if NodeLeaderNum= 0 then 
     3:           ROLE<=LEADER; 
     4:     else if ROLE =Leader then 
     5:            leaderElection(); 
     6:     else if Node LeaderNum=1 then 
     7:            ROLE<= AGENT 
     8:       else  
     9:            ROLE<=GATEWAY 
    10:                if NodeGatewayNum >1 then 

                                   11:                      ROLE<=WillingGateway 
                                   12:                end if  
                                   13:  else 
                                   14:         ROLE<=ANY 
                                   15:  end if 

Algorithm 1 describes the assignment of various roles. Efficient assignment of role 
will definitely creates effective backbone and avoids unnecessary broadcasting. 
Figure 3 shows effective formation of backbone with proper role assignment. 

 

Fig. 3. Effective Formation of Backbone with proper role assignment 
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4   Formation of Backbone with Effective Change of Role  

Initially, Modeling the environment with a connected, undirected Graph G(V,E), 
where V is set of agents, VVE ×⊂ is the set of possible interconnections between 

pairs of agents. For each edge Evu ∈),( , there is a weight w(u,v)  that represents the 

cost to connect the agent u and v . We assume that we have a connected, undirected 
graph with G=(V,E)  with weight function w : ER.  

Then, by using Prim’s algorithm, we find a minimum spanning tree T for G(T ⊂ G) . 
Now, Consider G = (V,E) 

          MST =>   T = { V,E} ={ R,E’} 
               Where , R = { L,Gw,A,W} 
                   &          L•Gw•A•W =  ØGw•A•W =  Ø 

(Here, R defines Roles like Leader(L), Gateways(Gw), Agents (A) and  agents 
showing Willingness (W) to act as a gateway) 
                 f(R) is, 

                            f(Gw) = Gw or A 
                            f(W)   = Gw or W 

This is one implicit situation where change of role will take place. 
Now, role can get changed according to energy Levels E, 
Consider, 

                              λ = minimum energy required to act as a Gateway. 
Let V1’  Є Gw 
Such that, 
                E(  V1’)  <  λ    &  V1’ is present in between  L1’ and L2’ 
 V1’ can not act as a Gateway 

Decision Step:: Change Role 
Now ,  σ ( V1’’  Є W )     &      E(  V1’’)  ≥  λ     
            & must present between  L1’ and L2’ 
Then, 
             Gw’ = Gw -  V1’    &   A’ = A U  V1’ 
             & 

Hence  MSTB = {(L U Gw), E’’} 
             Where, |E’’| = | L  U Gw| - 1   
Now, 
               W = f(V1,L1’,L2’) 

(where W is a node who is interested to be Gateway between 2 leaders, L1’ and L2’) 
Role R has onto mapping such that, 
                                    W’ = W- V1’’   & Gw’ =  Gw’ U   V1’’ 

     Checking Condition, 
                              If    V1’’  Є W      but    E(  V1’’)  <  λ 
                              Then, 
                              W’ =  W - V1’’   &      A’ =A U V1’’ 

 Success Factor, 
                               L•Gw’•A’•W’  =  Ø 

 Failure Factor, 
                                       |Gw| ≠  |Gw’| 
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5   Conclusion 

Role based approach for effective connections in backbone of self organized wireless 
networks is studied in this paper. Various roles are identified and the solution for 
duplicate gateway is studied. With effective connection in backbone unnecessary 
broadcast can be eliminated and energy saving will possible. Further study for 
showing the results about the proposed strategy and analyzing the energy 
consumption is going on. 
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Abstract. In this work, we proposed a method of artificial neural net-
work learning using differential evolutionary(DE) algorithm. DE with
global and local neighborhood based mutation(DEGL) algorithm is used
to search the synaptic weight coefficients of neural network and to min-
imize the learning error in the error surface.DEGL is a version of DE
algorithm in which both global and local neighborhood-based mutation
operator is combined to create donor vector.The proposed method is ap-
plied for classification of real-world data and experimental results show
the efficiency and effectiveness of the proposed method and also a com-
parative study has been made with classical DE algorithm.

1 Introduction

Artificial neural network(ANN)[13] is a useful tool in machine learning. ANN
acts a important roll as classifier in classification of non-separable data.To apply
ANN to any problem, it is necessary to train the ANN.A well-known algorithm
named Back-propagation (BP) algorithm is used to train the ANN in supervise
learning. BP Algorithm is a gradient descent optimize technique to search the
synaptic weight coefficients of ANN and to minimize the learning error in the er-
ror surface. But BP algorithm has several drawbacks. The error function of ANN
is a multi-modal function which has several local minima.The BP algorithm gets
stuck into local minima easily. secondly, it has slow convergence speed.Therefore
evolutionary algorithms like Genetic Algorithm(GA) [12],Particle Swarm Op-
timization(PSO) [6,7],Differential Evolutionary algorithm [1,3,4,5] are used to
train the ANN as an alternative of BP algorithm. In the ANN training using
GA method(GANN),weight coefficients of neural network are encoded in chro-
mosome and selection,cross-over and mutation operators are used to minimize
the error. But GANN suffers fom early convergence. GA has diversity in its popu-
lation but lacks of convergence speed towards global optimia.On the other hand,
PSO is applied successfully to train the ANN training[6].PSO has faster conver-
gence speed than that of GA but it lacks of diversity in population.Recently DE
� Corresponding author.
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algorithm is successfully applied for training of ANN. Advantages of DE algo-
rithm are as follows: a possibility of finding the global minimum of a multi-modal
function regardless of initial values of its parameters, quick convergence and a
small number of parameters to set up at the start of the algorithm operation.In
the year 2003, Fan and Lampinen [10] introduced Trigonometric DE(TDE) al-
gorithm and applied to train the ANN as a test case for their proposed algo-
rithm. Recently,in paper [4],DE algorithm was used to train ANN and applied
to classification of parity-p problem.In Ref.[1],Adam Slowik applied adaptive
DE algorithm with multiple trial vectors to ANN learning to classify parity-p
problem.Liu Mingguang and Li Gaoyang combined the BP algorithm and the dif-
ferential evolutionary algorithm to train the neural network in order to achieve
better local search and optimizing speed in paper [3].Yuelin Gao and Junmin
Liu introduced a modified DE algorithm and trained the neural network for
exclusive-OR (XOR) classification and function approximation problem in pa-
per [5]. In this work, we trained a feed forward neural network using a DE with
Local and global mutation proposed by Das et al.[2] and applied for classification
of real-world data.

2 Artificial Neural Network

The n attributes in data set are used as input to NN. In this experiment, we
used feed forward multi-layer perceptron (MLP, see Figure 1 ) that has three
layers known as input, hidden and output layers respectively. Each processing
node, except the input layer nodes,calculates a weighted sum of the nodes in the
preceding layer to which it is connected. This weighted sum passes through the
transfer function to derive its output which is fed to the nodes in the next layer.
Thus, the input to node j is obtained as

netj =
M∑

j=1

WijOi + biasj (1)

and output as
Oj = Fa(netj) (2)

Fig. 1. Feed-forward neural network
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where Wij is the synaptic weight for the connection linking node i to j, value
for node j, is the output of node j, and is the activation function (AF). Here
the AF is considered as a sigmoid function[13] and is defined as

Fa(netj) =
1

1 + enetj
(3)

MLP uses back-propagation (BP) learning algorithm [13] for weight updating.
The BP algorithm basically reduce the sum of square error called as cost func-
tion (CF), between the actual and desired output of output-layer neurons in a
gradient descent manner. The CF is given as

CF =
N∑

i=1

M∑
j=1

(Odes
ij − Opred

ij ) (4)

where i is a training pattern and j is the output node. Opred
ij denotes the predicted

output of node j when the training pattern i is applied to the network, and
Odes

ij is the corresponding desired output. The details of BP algorithm including
derivation of equation can be obtained from [13].The number of input nodes in
the input-layer is equal to the number of attributes and the number of nodes in
the output-layer is equal to the number of classes present in the data set.

3 Differential Evolutionary Algorithm

DE [8] algorithm is a floating-point population based derivative free global opti-
mization technique. A differential operator is used to create new offspring from
parent chromosomes instead of classical crossover or mutation operator in genetic
algorithm(GA).In Table 1,a DE scheme, namely DE/rand/1/bin is described.

3.1 DEGL Algorithm

DE with local and global mutation(DEGL) is proposed by Das et al.[2].In DEGL
algorithm, local mutant vector L is created using the Eq.(5)

Li(t + 1) = Xi(t) + α1.(Xnbest(t) − Xi(t)) + β1.(Xp(t) − Xq(t)) (5)

where Xnbest(t) is the neighborhood best of ith vector in iteration t and p and
q are the neighborhoods of the same vector and p, q ∈ [i − k, i + k] where
i �= p �= q .k is the radius of the neighborhood of ith vector in the ring topology.In
this work,two neighbors are selected in the radius(k)=1 of ith vector based on
positional index(not geometric position). global mutant vector G is created using
the Eq.( 6)

Gi(t + 1) = Xi(t) + α2.(Xbest(t) − Xi(t)) + β2.(Xr(t) − Xs(t)) (6)
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Table 1. The Main Steps of DE Algorithm

Begin
N = population size;
D=dimensional size;
X=current population;
t=the generation index;
V =donor Vector
U=trial Vector
i=population index
j=dimension index
Initialize the population of size N
while (generation t ≤ MaxGeneration)
for i = 1 to N
Calculate the fitness value f(Xi(t))
//Mutation:
for j = 1 to D
Vij(t + 1) = Xr1j(t) + F.(Xr2j(t) − Xr3j(t))
// r1, r2 and r3 ∈ [1, N ],are integers and mutually exclusive, and F ∈ (0, 2)
//is a scale factor.
for end
//Crossover:
for j = 1 to D
if Rj(0, 1) ≤ CR then
Uij(t + 1) = Vij(t + 1)
//Rj(0, 1) is uniformly distributed random number in (0,1) and CR ∈ (0, 1)
//is crossover rate
else
Uij(t + 1) = Xij(t)
End if
for end
// Selection:
if f(Ui(t + 1)) ≤ f(Xi(t)) then
Xi(t + 1) = Ui(t + 1)
else Xi(t + 1) = Xi(t)
End if
for end
while end
End

where Xbest(t) is the best solution in the population in generation t.r and s are
selected from [1, NP ] and r �= s �= i.Local mutant vector L and global mutant
vector G is combined in order to create actual donor vector V using the Eq. (7)

Vi(t + 1) = w.Gi(t + 1) + (1 − w).Li(t + 1) (7)

where w ∈ (0, 1) is a weighted factor to adjust exploration and exploitation of
the search capability.
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4 ANN Training Using DE Algorithm – A Review

The error function of ANN is a highly multi-modal function which has lot of
local minimas.The ANN is training using well-known BP algorithm which has
several drawbacks:one is that it gets stuck in local minima and another is slow
convergence speed . But it has strong local search capability.The training pro-
cess is to minimize the error function by adjusting weights to obtain a desired
accuracy as well as to achieve faster convergence speed.

In recent few years, a lot of contributions have been given in ANN training
using DE algorithm. In order to keep a reasonable balance between convergence
speed and the capability of global search,Liu Mingguange et al. [3] combined the
BP and DE algorithm to optimize the weights and threshold value adjustments
of ANN.

Yueline Gao et al. [5] introduced a novel mutation operator in DE algorithm
to obtain a good balance between global and local search and applied in BP
neural network to solve exclusive-OR and function approximation problem.And
as result ,reduced training time and improved testing accuracy are achieved.

Adam Slowik and Michal Bialko [4] presented artificial neural network training
using DE algorithm with adaptive selection of control parameters in DE and
applied to classification of parity-p problem.

Adam Slowik [1] applied adaptive DE algorithm with multiple trial vectors to
ANN learning to classify parity-p problem.But it takes additional training time
(m − 1) × nt × G compare to classical DE algorithm where m is the number of
trial vectors and nt is the time taken to calculate the error function values for n
records in training data set and G is the maximum generation.

Hui-Yuan Fan and Jouni Lempinen [10] introduced Trigonometric Differen-
tial Evolutionary (TDE) algorithm and they applied it to train the ANN with
considering XOR problem and aerodynamic five-hole probe calibration problem.

As DEGL algorithm provides a good balance between local and global search,
DEGL is used in ANN training in this work with the hope that it will provide a
good performance for classification problems.

5 ANN Training Using DEGL Algorithm

In this work, ANN is trained using DEGL Algorithm( DEGL-ANN) to search
the synaptic weight coefficients of a feed forward neural network as well as to
minimize the mean-square-error in the error surface. We used a feed forward
multi-layer perceptron(MLP) having n input nodes in input-layer, m output
nodes in output-layer and (2n+1) hidden nodes in the hidden-layer. Mean Square
Error (MSE) is calculated by following Equation (8 ) and it is used as a fitness
function for DE algorithm.

MSE =
1

N.M

N∑
i=1

M∑
j=1

(Odes
ij − Opred

ij ) (8)
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where i is a training pattern and j is the output node. Opred
ij denotes the predicted

output of node j when the training pattern i is applied to the network,Odes
ij is the

corresponding desired output,N=number of training samples and M=number of
outputs.For the outputs, a binary 1-of- m encoding is used in which each bit
represents one of the m-possible output classes of the problem definition. Only
the correct output class carries a (1 − ε), whereas all others carry ε(= 0.1) and
winner-takes-all policy is adopted.

Total number of weight coefficients in the ANN is D = (n ∗ (2n + 1) + (2n +
1) ∗m) = (n+m)(2n+1).These weight coefficients are initialized in the interval
[-1,1] with uniform distribution and treated as vector elements in DE.Each and
every vector in DE represents a neural network and is trained with the complete
training set.After completion of maximum number of iteration or after meet-
ing to the minimum error criteria, best neural network is used to check with
the unknown test data.Finally,classification accuracy is measured by confusion
matrix.

6 Data Set Description

In this work, we used five different data sets collected from UCI machine learning
repository[15]. The data are normalized between [0, 1] and missing values are
coded as zeros. The details of the data sets are described in below:

1. Fishers iris data set contains 3 classes of 50 instances each, where each class
refers to a type of iris plant. One class is linearly separable from the other 2;
the latter are NOT linearly separable from each other. It contains 4 attributes
and one class attribute.

2. Cleveland heart disease data set has 303 records. Among the entire records,
160 are healthy, 137 are sick, and six are missing records. The data set has
13 attributes and 1 class attribute. The class attribute refers to the presence
of heart disease in the patient. It is integer valued from 0 (no presence) to
4. Experiments with the Cleveland database have concentrated on simply
attempting to distinguish presence (values 1, 2, 3, 4) from absence (value 0).

3. Breast cancer data set has total 286 instances and 9 attributes with one
class attribute.201 instances has the no-recurrence-events class whereas 85
instances has recurrence-events.This data set has missing values.

4. BUPA liver disorders data set has 345 Number of Instances and 7 attributes
including one class attribute. Attribute characteristics are categorical, inte-
ger and real.This data set has no missing values.

5. Hepatitis data set has 155 number of Instances and 20 attributes includ-
ing one class attribute. Attribute characteristics are categorical, integer and
real.This data set has missing values.

7 Experimental Setup

K-fold cross-validation is used to obtain a reliable estimate of classifier accuracy
where K=10 and best individual is selected in a run for testing the unknown data.
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Classification accuracy was measured by Confusion Matrix [16].The confusion
matrix is a useful tool for analyzing how well a classifier can recognize tuples of
different classes.

7.1 Parameters

1. Population Size(N)=30.
2. Number of Generations=100 for iris data and 200 for rest of the data sets
3. Minimum Mean Square Error (MSE)=0.005
4. α1 = β1 = 0.8
5. α2 = β2 = 0.8
6. CR=0.8
7. w = 0.729

7.2 PC Configuration

1. System:Fedora 13(i386)
2. CPU: P IV 2GHz (Core 2 Duo)
3. RAM: 3 GB
4. Software: Matlab 2010b

8 Result and Discussion

In this work, ANN is trained with both DEGL and classical DE algorithm
and applied to classify the data that are described in Sect. 6. The proposed
method is run with 10-fold cross-validation.The sensitivity,specificity, testing
accuracy and training accuracy from best run(providing best testing accuracy)
have been described in Table 2 and 3 for DEGL-ANN and DE-ANN respec-
tively. Mean,standard deviation of training accuracy and average time of train-
ing for each data set have been described in Table 4 for DEGL-ANN and DE-
ANN.Mean,standard deviation of testing accuracy for each data set have been
described in Table 5 for both DEGL-ANN and DE-ANN.Convergence of mean
square errors for DEGL-ANN is given in Fig. 2 .The results in boldface in tables
are better in the comparative analysis of two aforementioned DE algorithm.From
Table 2, it is found that DEGL is able to produce a better generalization per-
formance for neural network.From Table 4 & 5,it can be said that both classical
DE and DEGL have a good efficiency in training and testing performances of
neural network. The highest testing accuracy for cancer data set is 78% as per
reported in UCI machine learning repository[15].In this work, highest testing ac-
curacy 77.19% is achieved for the same data.The highest testing accuracy is 83%
as per reported in Ref.[15] for hepatitis data whereas 90.32% is achieved from
this experiment.For liver data, though DE-ANN produced better testing accu-
racy(e.g 74.29) than that of DEGL-ANN whereas DEGL-ANN provides better
mean testing accuracy.
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Table 2. Best results for each data set in DEGL-ANN

Data Set Sensitivity(%) Specificity(%) Testing Accuracy(%) Training Accuracy(%)

Iris 100.00 100.00 100 97.78

Heart 89.29 93.75 91.67 85.96

Cancer 32.35 96.25 77.19 76.89

Liver 84.00 57.24 72.75 74.85

Hepatitis 100.00 40.00 90.32 95.16

Table 3. Best results for each data set in DE-ANN

Data Set Sensitivity(%) Specificity(%) Testing Accuracy(%) Training Accuracy(%)

Iris 100.00 100.00 100 100

Heart 78.94 87.50 83.57 83.92

Cancer 32.00 91.67 74.12 74.90

Liver 85.00 60.00 74.29 66.45

Hepatitis 89.66 100.00 90.21 83.06

Table 4. Mean,standard deviation of training accuracy and average time of training
for each data set

Data Set DEGL-ANN DE-ANN

Mean Std. Dev. Avg. Time(hrs.) Mean Std. Dev. Avg. Time(hrs.)

Iris 98.85 0.5040 0.005 100.00 0.0 0.007

Heart 86.46 0.3698 0.27 83.53 0.4572 0.268

Cancer 77.3123 0.2251 0.26 74.83 0.6511 0.26

Liver 75.59 0.72 0.32 70.26 1.4323 0.31

Hepatitis 92.66 2.6462 0.13 83.79 3.0756 0.128

Table 5. Mean,standard deviation of testing accuracy for each data set in both DEGL-
ANN and DE-ANN

Data Set DEGL-ANN DE-ANN

Mean Std. Dev. Mean Std. Dev.

Iris 98.71 0.9367 100.00 0.0

Heart 86.44 3.1712 82.79 0.5945

Cancer 73.97 2.2862 72.54 1.3943

Liver 70.67 2.1930 68.50 2.4320

Hepatitis 82.90 6.8091 81.94 5.3114
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Fig. 2. Convergence graph for DEGL-ANN

9 Conclusion and Future Works

In this work, artificial neural network is trained using DE with local and global
mutation and classical DE algorithm and application has been done for classifica-
tion of real-world data set. From the experimental results, it has been shown that
DEGL algorithm is efficient and effective in neural network learning with produc-
ing a good generalization performance than classical DE algorithm.Performances
of a classifier are varied due to complexity of data set,preprocessing of data(i.e
removing or replacing the missing values in data),transformation of categorical
values to numerical values. Proper preprocessing scheme can be adopted to en-
hance the performances of the proposed method.In this work, fixed parameter
values are used in all iteration of the DEGL algorithm. Different control mech-
anism for parameters setting in DEGL algorithm can be adopted while training
the neural network.Form this study,it may be concluded that DEGL algorthm
can be used in ANN learning for classification problems.
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Abstract. Mammography is especially valuable as an early detection tool 
because it can identify breast cancer at a stage when treatment may be more 
effective. This paper introduces a new Unsharp Masking (UM) algorithm using 
a non-linear enhancement function. The proposed algorithm combines the 
conventional UM with the non-linear enhancement function. The conventional 
UM algorithm is extremely sensitive to noise because of the presence of the 
linear high pass filter. The improved high pass filter used in the proposed work 
provides high frequency components of the image which are insensitive to noise 
which reduces the noise sensitivity of the UM algorithm. The input image is 
simultaneously processed using the improved high pass filter and the non-linear 
enhancement function; both the images are then combined to get the final 
enhanced image. Simulation results show that the proposed algorithm not only 
enhances the edges of the masses, but at the same time suppresses the 
background noise as well.   

Keywords: Unshap Masking (UM), Non-Linear Enhancement function, Digital 
Mammography, Region Segmentation. 

1   Introduction 

Cancer is a group of diseases characterized by uncontrolled growth and spread of 
abnormal cells. If the spread is not controlled, it can result in death. Worldwide, one 
in eight deaths is due to cancer [1]. According to estimates from the International 
Agency for Research on Cancer (IARC), there were 12.7 million new cancer cases in 
2008 worldwide, of which 5.6 million occurred in economically developed countries 
and 7.1 million in economically developing countries[2]. Breast Cancer is the most 
common cancer among women (after skin cancer). According to the report of 
American Cancer Society, breast cancer accounts for nearly 1 in 4 cancers diagnosed 
in US women [2]. This cancer may be invasive if it has spread from the milk duct or 
lobule to healthy breast tissues. Development of a tumor is an outcome of various 
internal processes affecting the breast tissues in different ways. A detected tumor 
always needs further investigation unless it is classified one among the well-defined 
types. A round, oval, or lobulated mass with sharply defined borders has a high 
likelihood of being benign. On the other hand those with distorted borders need 

2
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further enhancement to be classified as a tumor. Masses with irregular boundaries are 
generally malignant [3]. Mammography is capable of detecting and locating 
underlying tumors which are non-palpable in nature that may be cancerous at a later 
stage. Mammographic images are limited by poor radiologic resolution, especially in 
case of patients with denser breasts, prior surgery, previous radiation or breast 
implants. For accurate computer aided detection of this breast tumor, edge 
enhancement techniques are applied to digital mammograms. Thus, computer assisted 
diagnostic techniques serve to be an important tool for improving breast cancer 
detection. These techniques are useful in early detection of breast cancer, thus 
providing a remarkable reduction in disease mortality [4].Conventional enhancement 
techniques applicable in the spatial domain are not very effective in case of 
mammographic images. Histogram based enhancement techniques well preserves the 
edges of the masses but there are losses of details outside the denser parts of images. 
Unsharp Masking (UM) is a very common technique used to enhance the edges of the 
breast tumor. Conventional linear UM method [5] is very simple but because of usage 
of linear high pass filter in the linear UM method makes the system extremely 
sensitive to noise. In addition the usage of a global enhancement factor leads to over-
enhancement thereby introducing some undesired artifacts in the finally processed 
image. Many variants of the conventional UM methods are proposed in the literature 
to overcome these limitations. Strobel et al. used quadratic operator in place of linear 
high pass filter [6] to improve the performance of UM method. However, usage of 
this operator introduces some visible noise depending on the enhancement factor. The 
properties of quadratic filters were used to generate high order polynomial operators 
[7] suitable for contrast enhancement using UM method. But to reduce the noise 
effects, the output of the high pass filter is multiplied by a control signal obtained 
from the output of an edge sensor. Mira et al. proposed a normalized non-linear 
approach [8] which replaced the high pass component of the conventional UM 
method by a fraction obtained from the quadratic filter. However, this approach 
amplified the noise in high contrast areas. The cubic UM approach [9] was suggested 
by Ramponi et al. which uses a quadratic function of local gradient to suppress noise. 
This filter works well in some areas but may introduce some visible noise depending 
on the choice of enhancement factor. Adaptive UM method proposed by Polosel et al. 
[10] cannot be applied for the edge enhancement of mammographic images because 
of the high complexity. Yang et al. proposed a UM method based on region 
segmentation [11] to overcome the drawback of adaptive UM method [10]. However, 
the authors have used conventional high pass filter, hence it is not able to enhance the 
details and the lesion edges in region of interest (ROI) effectively. Wu et. al. proposed 
an improved unsharp mask method [12], but some overshoot artifacts can still be seen 
and the edges are also not clearly visible. This paper introduces an modified UM 
algorithm based on non-linear enhancement function combined with the region 
segmentation for digital mammograms. The present work proposes a new 5x5 
template to improve the performance of the high pass filter, thus providing high 
frequency components of the targeted ROI which are insensitive to noise. 
Combination of this high pass filter with the UM based on region segmentation, not 
only enhances the contrast of the lesion details and edges but also suppresses the 
background noise. The rest of the paper is organized as follows: Section 2 discusses 
the improved UM based on region segmentation method in the first half. The latter 



 A New Unsharp Masking Algorithm for Mammography 781 

half of this section describes the non-linear enhancement function. Results and 
discussions are covered in Section 3, while the concluding remarks are given under 
Section 4.   

2   Proposed UM Algorithm 

 

 

 

 
 
 
 

 

 

 

 

 

 

2.1  Improved UM Based on Region Segmentation 

UM based on region segmentation [13] works on the principle of dividing the entire 
image into three different segments according to their characteristics. These three 
segments are low-detail, medium-detail and high-detail regions correspond to low, 
medium and high frequency regions respectively. To assign a pixel to any one of 
these three segments, a local variance vi is computed over a 3x3 pixel block using the 
formula:  

1 11 2( ( , ) ( , ))
9 1 1

( , )
m n

h i j h m n
i m j n

v m ni

⎛ ⎞+ +⎜ ⎟−∑ ∑⎜ ⎟= − = −⎝ ⎠
=                                         (1)   

where: ( , )h m n  is the average luminance level of the 3x3 pixel block. The 

conventional linear equation for UM can therefore be modified and stated as : 

  High Pass 
Filtered Image 

     Input Image 
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(Normalization and 
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 by  Enhancement 
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Fig. 1. Block diagram of the proposed algorithm 
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                    ( , ) ( , ) ( , ) ( , )f x y c x y x y g x yβ= +                                         (2) 

where: f(x, y) is the final enhanced image,  c(x, y) is the original image and  g(x, y) is 
the output of the linear high pass filter. The new convolution template proposed in 
this work effectively improves the high pass, thereby modifying the sharpening effect 
of the UM algorithm. The new high pass filter produces the high pass filtered image 
by subtracting the low pass filtered image from the original image. The background 
prediction process is achieved using the low-pass filter and then this image is 
subtracted from the original input image producing a high frequency image in which 
the background information is suppressed. The expression for the improved high pass 
filter can be given as:  

                   ' ( , ) ( , ) ( , )g x y c x y l x y= −                                       (3) 

l(x, y) is the image containing the background information obtained from a low pass 
filter. The low pass filtering and the background prediction is performed by 
convolution of the proposed template H(m, n) with the original  image  c(x, y) is 
defined as: 

                       ( , ) ( , ) ( , )l x y c x y H m n= ∗                                             (4) 

H(m, n) is the 5x5 convolution template expressed  as : 
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where: a can take whole numbers between 4 and 8. Now, substituting the output of 
the high pass filter g ´(x, y), in (2), the modified expression for the UM method based 
on region segmentation can be stated as: 

              '( , ) ( , ) ( , ) ( , )f x y c x y x y g x yβ= +                                        (6) 

The proposed method in (6) is applied to the ROI with low enhancement factor, in 
order to effectively extrude the edges of mammographic masses. The block diagram 
representation of the proposed UM algorithm is shown in fig. 1. 

2.2   Non-linear Enhancement Function 

The major difficulty in the contrast improvement of mammograms is that the noise 
present in the background is also enhanced during the enhancement of fine details of the 
ROI, this makes the tumor undistinguishable from the background. Non linear 
enhancement approach with multistage adaptive gain [13] is used to overcome the 
above problem. Linear combination of logistic function along with the gain factor is 
used for the preparation of the non-linear mask for the enhancement of ROI. This 
function modifies the gray levels by the suppression of pixel values of smaller 
amplitude and enhancement of only those pixels larger than a certain threshold. The 
non-linear enhancement function [14] used to perform the above operation is given by: 
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                 ( ) [ { ( )} { ( )}]y x a logistic k x b logistic k x b= − − − +                             (7) 

where x denotes the gray level value of original ROI at co-ordinates (i,j), k is a 
parameter for control of enhancement and b is the threshold value to be chosen. A 
logistic function is a real valued, differentiable and monotonically increasing function 
given by : 

                              
1

( )
1

logistic x xe
= −+

                                                (8) 

where a is given by : 

                  
1

{ (1 )} { (1 )}
a

logistic k b logistic k b
=

− − − +
                              (9) 

where  0<b<1, b⋲ R  while k ⋲ N 
The graphical variation of the non linear enhancement function is shown in fig 2.  

 

Fig. 2. Graphical variation of Non-Linear Enhancement function y(x) 

3   Results and Discussion 

3.1   Simulation Results 

The images used in this work for simulations are taken from the Mammographic Image 
Analysis Society (MIAS) database [15] which is publically available and one of the 
most easily accessed databases consisting of 322 digital mammograms. The pre-
processing operation involves ROI extraction, where a particular section of the 
mammographic image is cropped, from the probable area of lesion location and then 
normalized. The test images include ROI of size 256 x 256 pixels extracted from 
mammograms containing masses which may be benign or malignant. The proposed UM 
method is then applied to the pre-processed ROI. The enhancement results on the 
different ROI are shown in Fig. 3. In the proposed UM method, a=4 is used for the filter 
template (5). The values of k and b used in the enhancement function are 15 and 0.77 
respectively. The proposed method is then applied with low enhancement factors. 

3.2   Evaluation Method Used 

Combined Enhancement Measure (CEM) [16] is used as an evaluation parameter for 
the ROI processed by different algorithms. It combines DSM, TBCe and TBCs for a 
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particular algorithm by representing each value within a three dimensional Euclidean 
space. The algorithm giving the smallest value of CEM is selected as the best 
enhancement algorithm for ROI. These parameters can be calculated as under:  

                        ( ) ( )E E O ODSM T B T Bμ μ μ μ= − − −                                      (10) 

           ( ) ( )E E O O
T B T BTBCs E O

T T

μ μ μ μ

σ σ

⎧ ⎫−⎪ ⎪
= ⎨ ⎬
⎪ ⎪
⎩ ⎭

                                       (11) 

           ( ) ( )
e

E E O O
T B T BTBC

E O
T Tε ε

μ μ μ μ⎧ ⎫−⎪ ⎪
= ⎨ ⎬
⎪ ⎪
⎩ ⎭

                                       (12) 

       2 2 2(1 ) (1 ) (1 )CEM DSM TBC TBCs e= − + − + −                        (13) 

where: O
Bμ , O

Tμ , O
Tσ , O

Tε  are the mean, standard deviation and entropy of the gray scales 

comprising the background and the target area, of the original image before 
enhancement whereas, E

Bμ , E
Tμ , E

Tσ , E
Tε  are the mean , standard deviation of the gray 

scales after enhancement. CEM values of the digital mammograms processed by 
various algorithms are enlisted under table 2.  
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Fig. 3. Enhnaced ROI images obtained with proposed methodology (a) Pre-Processed ROI (b) 
Enhanced ROI using low-pass filtering template (c) Enhanced ROI using proposed method 
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(a)                                                                     (b) 

Fig. 4. Graph showing the comparison of values obtained  by applying various UM algorithms. 
(a) CEM  (b) PSNR. 

3.4   Comparison of Results 

It can be observed from the results obtained in table II that the Linear UM method (M1) 
[5] yields a high value of CEM. UM based on region segmentation(M2 &M3) [13] 
yields lower values of CEM in comparison to linear UM (M1) [5] but the value of PSNR 
is not appreciable/appropriate. The proposed UM method (as shown in fig. 3 (c)) 
produces the ROI with enhanced edges along with due suppression of background 
noise, thereby yielding the lowest value of CEM in comparison to other algorithms and 
the PSNR  improves showing the increase in the overall quality of the mammogram.  It 
can be observed from the graph in figure 4 (a) and (b) that the CEM values obtained 
from the proposed algorithm are lowest in comparison to the other UM algorithms 
whereas the PSNR values are the highest, thus proving its better performance. The 
results are even better as compared to the recent proposed UM method by Wu et al. 

Table 2. Values of Evaluation Parameters of Digital Mammograms Processed by Various 
Algorithms 

ROI M1 M2  M3 M4 M5 

 PSNR CEM PSNR CEM PSNR CEM PSNR CEM PSNR CEM 

mdb005 26.81 1.89 28.99 1.55 31.96 1.52 34.21 1.40 41.90 1.08 

mdb132 25.31 1.87 28.48 1.54 33.62 1.49 35.10 1.38 41.26 1.14 

mdb134 28.28 1.82 29.35 1.56 32.24 1.53 35.21 1.37 40.69 1.16 

mdb184 25.38 1.75 27.94 1.50 31.24 1.47 34.49 1.40 39.56 1.12 

mdb202 26.34 1.77 29.21 1.51 31.12 1.46 35.94 1.36 41.76 1.13 

M1 :Linear UM [5], M2 :RS with high enhancement factor [11],  M3 :RS with low enhancement factor 
[11], M4 :UM algorithm proposed by Wu et al. [12], M5 :Proposed Method 

4   Conclusion 

This paper introduces a new non-linear UM algorithm for the enhancement of 
mammographic masses. The Linear or conventional UM algorithm suffer from 
drawback of being sensitive to noise because of the presence of the linear high pass 
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filter as well as the enhanced images contains overshoots which is an undesirable 
feature. The proposed algorithm uses an improved high pass filter template to enhance 
the performance of the high pass filter, and then combines the results obtained from 
non-linear enhancement function. Simulation results demonstrate that the proposed 
algorithm enhances the edges of the noise effectively along with the suppression of 
background noise.  
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Abstract. Replay attack is a typical breach of secured communication between 
peers that threatens the very design of authentication and key distribution 
protocols. The designed and proposed protocols are analysed for its strength 
and weakness and possible vulnerability of replay attack is analysed. Replay 
attack is type of man-in-middle attack. In this paper, we analyse the replay 
attack and its countermeasure and propose a new authentication protocol as a 
solution of replay attack in Junhong Li, 2009 protocol. The session key 
generated is confirmed by the attacker as a model of secured communication. 
The sender and receiver without having any idea of such sniffing confidentially 
enter into the mode of secure communication. All the communication over the 
session can be hijacked without a trace unless the third party nonce generator is 
challenged for subsequent renewal and start of new session with the same 
session key is consciously avoided. 

1   Introduction 

Encryption system depends largely on the secure system of the key distribution used 
by the security protocol. Needham and Schroeder (NS) proposed the first important 
authentication and key distribution protocol in 1978, it happens to be the basis of 
many authentication protocols [1]. Denning pointed out a flaw of NS protocol in 
literature in 1981, making people begin to pay attention to the research work in the 
field of formal security protocol [2]. Replaying attack is a typical issue breach of 
secured communication between peers that threatens the very design of authentication 
and key distribution protocols. The generic approach to address such issues is to run it 
over a standardized security protocol like TLS or SSH, it is sometimes more 
appropriate to secure the messages directly, i.e., enrich them with security-related 
parts or wrap them in a secure “container” message or a digital envelop. The 
messages are not only secured during transport, but they can be stored or passed on 
including their security features. Our aim of the security goals is that of authenticated 
message exchange. The server wants to be convinced that the request originated from 
the alleged client and is not an (unauthorized) duplicate, and the client wants to be 
convinced that the response originated from the server and is a response to its request. 
Our proposed models will later allow us to express this formally. The formal analysis 
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and design is not the part of this paper due to space limitation and will be taken up as 
a separate study in future. 

2   Cryptosystem Attack 

A replay attack is a form of network attack in which a valid data transmission is 
maliciously or fraudulently repeated or delayed [3]. This is carried out either by the 
originator or by an adversary who intercepts the data and retransmits it, possibly as 
part of a masquerade attack by IP packet substitution (such as stream cipher attack).  

3   Authentication Protocols and Cryptography 

In 1976, Diffie and Hellman proposed the idea of public key [4], Rivest, Shamir and 
Adleman proposed the famous RSA public key algorithm in 1978. Public key 
cryptosystems do not have to adhere to distribution of the private key system. The 
distribution of keys will not be required for establishing secure communication. But 
the efficiency of the algorithm is slower than the private key and is not suitable for 
large amounts of data encryption [1]. It confirms the identity of both communicating 
parties and distributes session key, guarantees the confidentiality of information 
transmitted. In 1983, Dolev and Yao pointed out a protocol can be designed on the 
assumption that cryptosystem and technology are good in the sense of reliability [1]. 

4   Analysis of Cryptographic and Authentication Protocols 

In various cryptographic scheme, Alice and Bob would like to schedule a meeting 
time which Alice decides on; she encrypts the time with Bob's key, and sends it to 
him.  

4.1   Concept of Replay Attack  

An adversary can intercept Alice's message, and resend it at a later time. In that first 
phase, the attacker is passive in the sense that he only catches all the messages and 
eventually keeps some copies that are sent to Bob from Alice. Concept of Replay 
attack: 

Original Protocol: 
Alice→Bob: {30MAY11,12h10}KB 
Alice→Bob: {30MAY11,12h10}KB 

Attack: 
Alice →Ivan{30MAY11,12h10} KB→Bob {30MAY11,12h10}KB 

Alice→ Ivan{31MAY11,12h45} KB→Bob {30MAY11,12h10}KB 
 

Alice chooses a meeting on 30th May, 2011 at 12:10 and send to Bob, Ivan keep this 
message only in passive mode i.e. listing mode. Suddenly, due to some changed 
circumstances, Alice changes meeting date and time and sends to Bob but attacker 
already intercepts the previous message. He can now send the message to Bob again. 
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So Bob never knows about the updated date and time (31st May-2011, 12:45). This 
attack is a classic case of Man-in-the-Middle (MITM) attack. It is still valid for all 
encryption schemes without authentication. 

4.2   Diffe-Hellman (D-H) Authentication Protocol 

The Diffe-Hellman (D-H) key exchange protocol is a method of exchanging keys 
over an insecure channel [4]. Alice and Bob agree to choose two public parameters g 
and p. where p prime number, g generator publicly available, Alice and Bob choose a 
random number a and b respectively. 
 

A→B: {ga} 
B→A: {gb} 
A: A calculates Kab{{gb}}a = gab 

B: B calculates Kba {{gb}}b = gba 

Alice and Bob Compute same session key K= Kab= Kba 

4.3   MITM Attack on Diffe-Hellman 

A is sending ga, attacker generates z and sent gz to Bob and Bob generates b and sent 
gb  to Alice but attacker intercepts that message and sends  gz  to alice. Now, Alice 
compute K1= gaz  , Bob compute  K2= gbz . No session key  gab, in this case is 
generated. However two parellel sessions between Alice and Attacker and Bob and 
Attacker are possible. This is case of man-in-middle-attack, also known as parallel 
session attack. 

 

Fig. 1. MITM Attack on Diffe-Hellman 

4.4   Analysis of Needham Scroceder (NS) Protocol 

Needham  Scroceder (NS) protocol was first published in 1987 [6]. It aims to provide 
mutual authentication between two parties in the initiated session key is a public key 
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authentication protocol. KA, KB are public key for A and B respectively and NA, NB 
are public key and/or nonce generated by A and B respectively. 
 

A→B: {NA, A}KB 

B→A: { NA, NB}KA 
A→B: {NB}KB 
 

Alice genearte a nonce NA and her identity encrypted by public key of B i.e. KB,  sends 
to Alice, so this is the initiatiaon of the communication. Bob sends challenge to Alice 
after the generated nonce NB and with previous nonce NA encrypted by public key of 
A,  KA . Avoidence of replay attack is on nonce generattion and its instant use or 
freshness identifier. 

4.5   Lowe Attack 

NS protocols is very much secure since 1978, but G. Lowe found its vulnearble in 
1995 to a MITM [5]. If the attacker is able to intercept Alice then he can 
simultaneousely relay the message to Bob, Bob thought he received message from 
Alice. 
 

A→I: {NA, A}KI 

I→B: {NA, A}KB 

B→I: { NA, NB}KA 

A→I: {NB}KI 

I→B: {NB}KB 
 

Alice sends a nonce NA to Ivan using Ivan's public key. Alice is totally aware that she 
is speaking to Ivan without understanding the security breach. Ivan decrypts the 
message from Alice and re-encrypts it using Bob's public key. By doing so, he is 
pretending to Bob that Alice wants to communicate with him. Bob sends to Alice the 
nonce he has generated and NA. As the man-in-the-middle, Ivan intercepts the 
message but he is unable to decrypt it, so he just forwards it to Alice. At this point, 
Alice thinks that the nonce NB she has received was actually generated by Ivan, so she 
sends it back to him using his public key. Ivan is now able to learn the value of NB, so 
he can send it to Bob after encrypting it with Bob's public key. When receiving the 
message, Bob has no evidence that the person with whom he is speaking is not Alice. 
Therefore, after this attack, Ivan is authenticated as being Alice from Bob's point of 
view In fact a partial impersonation takes place. Countermeasure of Lowe Attack: 

 

A→B: {NA, A}KB 

B→A: { NA, NB, B}KA 
A→B: {NB}KB 

4.6   Type Flow Attack on the Needham-Schroeder-Lowe protocol 

Type flow is when A→ B: M and B accepts M as valid but parses it differently. That 
is that B interprets the bits differently than A. For example, two 16-bit nonces {NA, 

NB} could be mistaken as a 32-bit shared key. Type Flow Attack on the Needham-
Schroeder Lowe protocol: 
 

I→B:{N1, A}KB 

B→I: {N1, NB, A}KA 

I→A: {I, (NB, B)}KA 
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A→I: { NB, B } 
I→B: { NB}KB 
 

First of all, Ivan sends to Bob first message of the mutual authentication protocol with 
the identity of Alice A. Ivan cannot decrypt the message since it is encrypted using 
Alice's public key, so he just forwards it to Alice. {I, (NB, B)}KA is the first message 
Alice receives, and so interprets it as the start of a new protocol run, taking the field 
{NB, B } to be an agent's identity, and so believes this message came from { NB, B }, 
therefore tries to request { NB, B }'s public key, by sending the identity { NB, B } to 
the server which stores the public keys. Ivan is able to intercept the request for the 
{NB, B}'s public key sent by Alice. Thus, it allows Ivan to learn NB and so, to respond 
to the nonce challenge and completed the authentication process between Ivan and 
Bob, with Ivan who impersonates Alice. 

4.7   Authentication Protocol by Li [Junhlong Li, 2009] 

 A sends identifier A, and the ticket contains A's name, B's name, NA and randomly 
generated session key Kab to B. B obtains the ticket from the first step, then B sends 
the ticket, identifier B and new ticket {A, Nb} Kbs to key distribution centre S. S 
receives principal identifier, relating nonce values and session key Kab from the step 
2. Then S reorganizes a pair of new tickets and sends them to B. B decrypts message 
in step 3, receives Kab, and verifies Nb. Then obtains NA and confirms A's identity. 
Then generates a new N'b, encrypts Na and N'b by Kab, finally sends it to A. A decrypts 
message received in step  4 to confirm Na equal to the Na in step 1, then send N'b-I 
encrypted by Kab to B. Finally B receives message received in step 5 and certificates 
N'b-I, then confirms that A really knows session key Kab, thus the protocol achieves 
the functions of authentication and key distribution. 

 

Fig. 2. Key Distribution Protocol [1] 
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5   Proposed Attack and Its Solution 

We specify and analyze protocols for securing authentication and countermeasures of 
replaying attack.  Authentication protocol inspired by web communication security is 
a system. Notions of authentication as well as the modeling and analysis of 
cryptographic protocols in different security environment are possible in the analysis. 

More precisely, we assume that an existing service or protocol consists of exactly 
two messages by different parties, request and response or challenge and response, 
and we specify new protocols that view those messages as part of authentication. We 
specify concrete and practical protocols for three security goals, namely signature-
authenticated two-way authentication, confidential signature-authenticated two-way 
authentication, and MAC based authenticated two-way authentication as the part of 
our proposed solution. 

5.1   Replay Attack on Li Protocol 

Li suggested protocol to mitigate the replay attack in [1],In this protocol attacker (B’) 
intercept the message, when A is sending messgae to B, So B has  [A, {A, B, Na, 
Kab}Kas] then B’ sends the massage [A, {A, B, Na, Kab}Kas, {A, Nc}]Kcs] to Server (S) 
after that S replays [{Nc, A, Kab}Kcs  {A, Na}Kab to B. Now B intercepts the Kab and 
sends message to A [{Na, Nc}Kab].  

A replay back to B’ [{N’b-1}Kab] has taken place and A thinks he is in 
communication with B but session has been established as actual communication 
between A and B’ (Attacker) and session has been established between A and B’. 

 
Fig. 3. Proposed  Replay Attak on Li  Key Distribution Protocol 
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5.2   Proposed Scheme of Freshness Identifier 

When A wants to communicate with B, he sends a request to KGC for B’s public key. 
Alice or A sends a ga to Bob by using nonce as well as time stamp matching with the 
clock synchronization. All the communication from Alice to Bob is totally secure and 
each stages  is secured as authentication is required as well as verification. No chance 
for replay attack has been left and the design is based on certificate less PKI concept, 
so key escrow problem has been totally out. Partially dependent on KGC for 
exchanging the message for authentication happens to be the key of security. If KGS 
comes under breach of security or compromising the security, then attacker will not 
able to trace the communication easily.  This proposal under various security 
prospective has been tested by analysis and design by the following set of full proof 
dialogues. 

 

A→S: {IDA, Req KA=?, ReqDA=?}KAS 
S→A : {A, KA, DA}KAS 
A: {xA} SA= xA.DA; {SA, KA} 
A→S: {A, ReqB=?}KAS 
S→A: {KB, B}KAS 
 

B→S: {IDB, ReqKB=?, ReqDB=?}KBS 
S→B : {B, KB, DB}KBS 

B: {xB} SB= xB.DB; {SB, KB} 
B→S: {B, ReqA=?}KBS 
S→B: {KB, A}KBS 
 

A→B: {{{NB, a}KB}SAwith datetimestamp||H{NB,IDA000IDB}}KB 
B→A :{ Ack Seq=seqnumB, H{NB, NA, c}}KA 
A→B: { IDAseqnumB , Timestamp}KB 

B→A: {H{NA, b}|| Signature Timestamp}KA, H{a*b}}KA 

 

Session Key K=KAB=KBA=H{{ga}||{gb}||{gab}||{IDA}||{IDB}||{KA}||{KB}} 

 
Fig. 4. Secure Communications by Authentication Server 
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6   Conclusion 

Any authentication or key distribution protocol faces the vulnerability due to replay 
attack. Replay attack has been tackled earlier by specifically designing authentication 
protocol to prevent such attacks. In this process, there are some protocols designed 
that expose themselves also to such vulnerability. This paper provides an overview of 
such attacks and its countermeasure. The earlier designed protocol, the loop holes are 
analysed. It has been shown successfully that the protocol designed by Li has such a 
loop hole. This solution to plug the loop hole has been proposed with dialogue 
generation. The dialogue generation makes use of message freshness based on the 
freshness identifier. The principle to use freshness identifier has been followed to 
prevent the flaws in Li Authentication and key distribution protocol.  The study can 
be undertaken to devise and use freshness identifiers to other kinds of MITM attacks 
in future.  
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Abstract. Tropical rainforest has more than 3,000 different  types of timber 
species, out of these, about 200 species are being used by the timber industry. 
The properties of these bamboo species varies a lot and different species are 
recommended for different purpose. Due to this fact, recognition of bamboo 
species is necessary before its efficient utilization. Due to unavailability of the 
database ,the databse is developed in Forest Research institute Dehradun by 
collecting the raw samples of Culm sheath. The three moment based 
classification techniques ie. Central moment Legendre moment and Fourier 
moment is adopted to perform the experiment. The performqance of these 
techniques is measured by introducing three paprameter i.e classwise 
classification accuracy,overall classifier accuracy and computation time. A 
confusion matrix is created to quantify the class wise and classifier accuracy. 
The results show that the Fourier Moment has to be superior classification 
accuracy compared to Legendre and central moment, and computation time is 
very low,because only boundary points are consider for calculating the moment. 

This application can eliminate the need for laborious human recognition 
method requiring a plant taxonomist. The results obtained shows considerable 
recognition accuracy proving that the techniques used is suitable to be 
implemented for commercial purposes. 

Keywords:  Culm Sheath, confusion matrix, precision and Recall. 

1   Introduction 

Bamboo has also a long and well established tradition for being used as a construction 
material throughout the tropical and sub-tropical regions of the world from a long 
time.[16]. In the modern context when forest cover is fast depleting and availability of 
wood is increasingly becoming scarce, the research and development undertaken in 
past few decades have established and amply demonstrated that bamboo could be a 
viable substitute of wood and several other traditional materials for housing and 
building construction sector and several infrastructure works. Its use through 
industrial processing has shown a high potential for production of composite materials 
and components which are cost-effective and can be successfully utilized for 
structural and nonstructural applications, accordingly more plantation or production 

2
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of good quality bamboo is to be planned in near future. Due to this fact, successful 
application of bamboo in engineering relies on the selection of a correct species. In 
order to assess the value of particular bamboo species it is necessary first to be able to 
identify them accurately [3, 4, 5]. The identification can be done mainly by a 
systematic botanist with a long experience in this field. In traditional taxonomy, 
components of flowers are often used as the most important part of the plant to 
classify a species, but in some bamboo species flowering interval can be up to 130 
years [3, 4]. The shapes of bamboo Culm sheath provide valuable data for 
identification of bamboo species and are readily available. A central management 
database system would be developed that shows which bamboo species is used for 
which purpose. By image processing and the three moment based classifiers viz 
central moment, Legendre moment and Fourier moment classifier the proposed work 
is for classifying bamboo of five different species, using the shape features of Culm 
sheath (modifying Leaf of bamboo) [1, 2, 9, 10 12, 18]. In pattern recognition 
application, there are lot of work reported by the researcher for retrieval and 
classification of various object shapes by the generic Fourier descriptor, Legendre 
moment and wavelet Zernike moment etc [6, 8, 12 15, 18, 19, 20, 21]. A set of 
moment invariants using a nonlinear combination based on normalized central 
moments for shape recognition is introduced [9]. Some recent work focused on 
recognition and classification of plant by their leaves features. The plant classification 
by their leaves using Image moment based classifier for calculating the shape 
moments of leaves, and compares the performance of classifiers [10]. The 
classification of plant species by Image processing and neural network techniques is 
reported [11-14] using leaves geometrical and morphological features. The taxonomy 
of bamboo is introduced by [3.4.5] 

1.1   Methodology for Developing Database 

Culm sheath of five different species of bamboos viz. Bambusa vulgaris, Bambusa 
Balcooa, Bambusa Tulda, Dendrocalamus Melingensis, Dendrocalamus Longipathus 
are collected from the bambusetum of Forest Research Institute, Dehradun. Culm 
sheaths at the Culm base are different from those higher up. They are broader and 
have shorter blades. [12].Collection of Culm sheaths in good condition is important 
for further studies on automation. Culm sheath from bamboo plant is firstly removed 
with a sharp knife or blade because it is very hard when it is green. The sheaths are 
then cleaned to remove hairs from the surface of the sheath. The same is then pressed 
with a heavy weight of plane object to flat the Culm sheath. In whole procedure some 
Culm sheath got broken while removing/cleaning the hair, some developed cracks in 
vertical direction; therefore problem to scan the actual boundary of the samples Culm 
sheath is faced.  

Since the image database of the Culm sheath is not available from any other source 
therefore the samples of Culm sheath are collected from Forest research Institute 
Dehradun to determine both intraspecific and interspecific variation. For acquiring 
the image of Culm sheath, two procedures are followed to capture the image of 
sheath, firstly the smaller ones through scanner and secondly the bigger ones through 
camera wizard. For acquired the image through camera ,it is first laid on a white sheet 
and then captured the image using a high resolution camera from a distance of 
approximately 3 feet from the ground level. The acquired image are not very much 
clear, because of some of the boundary part are broken while removing the hair on the 
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surface of the Culm sheath, Therefore image pre-processing is required to enhance the 
quality of the acquired image. By image processing colored image are converted into 
gray level then in binary images using segmentation and thresholding [7, 17] method 
and the output image is a binary image in which the leaf object are numerically 
displayed with 1 and the background is with 0.The sample image of the Five species 
and their Fourier representation is shown in Fig. 1 
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Fig. 1. Sample images of culm shaeth and their Fourier representation(a) Bambusa vulgaris (b) 
Bambusa Balcooa (c), Bambusa Tulda (d)  dendrocalamus  Melingensis  (e)   Dendrocalamus 
Longipathus 
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(e)  

Fig. 1. (continued) 

2   Classification Techniques 

The Three moment based classification techniques viz Central moment, Legendre 
moment and Fourier moment are applied on the dataset of culm sheath of bamboo 
species.[10] The performance of the classifier is measured by two parameters, the 
Overall classifiers accuracy (OCA) and Class wise classification accuracy (CWCA). 
The confusion matrix shows the class wise accuracy of each class. The diagonal 
elements of all the classes correspond to correct classification while all off diagonal 
elements indicate classification errors. The effectiveness of a classifier is determined 
by summing all the diagonal elements and dividing this sum by the sum of all 
elements of the matrix. This metric measured the overall classifier accuracy. Both 
OCA & CWCA are calculated using confusion matrix. The average classification 
accuracy of the three classifiers namely central moment, Legendre moment and 
Fourier moment are observed. Computational complexity is a crucial point in all 
aspects of image and pattern recognition. The computational complexity of all the 
three moment based classifier are also measured to evaluate the performance of the 
classifier 

3   Experimental Results   

The experiments are carried out on five species of bamboo Culm sheath viz Bambusa 
Vulgaris, Bambusa Balcoa, Bambussa Tulda, Dendrocalamus membranaceus and 
Dendrocalamus Longipathus. The effectiveness of the classifier is implemented on 
MATLAB 7.6 on an Intel Core 2 Quad (processor) computer, Windows Vista 
operating system with 1.83 GHz CPU and 3 GB RAM. The dataset of bamboo Culm 
sheath has total 46 samples. Bambusa Vulgaris 17, Bambusa Balcoa 9 and Bambussa 
Tulda 9. Dendrocalamus Melingensis 6 and Dendrocalamus Longipathus have 5 
samples.  

The accuracy of the each classifier is calculated by designing a confusion matrix 
shown in table 1, 2 and 3 for central moment, Legendre moment and Fourier moment 
respectively. The overall performance of the three classifiers w. r. t accuracy and  
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computation time is shown in table 4. It is observed that the overall classification 
accuracy of the central moment is 41.06 % Legendre moment is 55.99% and Fourier 
moment is 75.56. It is observed that Fourier moment saved 99.64 % as compare to 
Legendre moment and 95.99 as compared to central moment, since it is computed 
from a 1-D function that represents the shape boundary points and the geometric 
invariance is also achieved after the Fourier transform by normalizing Fourier 
coefficients. The Legendre moment is more computationally expensive because much 
computation is required to calculate the complex quantity. 

It is concluded that the Fourier moment classifier has better performance compared 
to Legendre moment and central moment classifier. The Legendre moment is 
computationally expensive as compared to central moment, because boundary as well 
as region point are considered to calculate the moment, but accuracy is better than 
central moment because it has less information redundancy. The graphical 
representation of the accuracy of the three classifier is shown in Fig. 2. 

 
Fig. 2. Accuracy comparisons of the three classifiers 

Table 1. Confusion Matrix in Central Moment 

# species Name  Bambusa 
vulgaris  

Bambusa 
Balcoa  

Bambussa 
Tulda 

Bambusa 
Melingensis  

Dendrocalamus  
Longipathus  

Bambusa vulgaris  11 0 3 0 3 

Bambusa Balcoa  3 2 0 4 0 

Bambussa Tulda 3 0 4 0 2 

Bambusa melingensis  1 3 0 2 0 

Dendrocalamus 
longipathus  

1 0 0 2 2 
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Table 2. Confusion Matrix in Legendre Moment 

# species Name  Bambusa 
vulgaris 

Bambus
a Balcoa 

Bambussa 
Tulda 

Bambusa 
Melingensis 

Dendrocalamus 
Longipathus 

Bambusa vulgaris  10 0 5 0 2 

Bambusa Balcoa  0 5 0 4 0 

Bambussa Tulda 3 0 5 0 1 

Bambusa melingensis  0 3 0 3 0 

Dendrocalamus longipathus  2 0 0 0 3 

Table 3. Confusion Matrix of Fourier Moment 

# species Name  Bambusa 
vulgaris 

Bambusa 
Balcoa 

Bambussa 
Tulda 

Bambusa 
Melingensis 

Dendrocalamus 
Longipathus 

Bambusa vulgaris  14 0 2 0 1 

Bambusa Balcoa  0 8 0 1 0 

Bambussa Tulda 0 0 8 0 1 

Bambusa melingensis  0 1 1 4 0 

Dendrocalamus 
longipathus  

2 0 0 0 3 

Table 4. Comparison of Overall Performance of the three classifiers  

# Bamboo species  Accuracy (%) Computation Time (seconds) 

Fourier 
Moment 

Legendre  
Moment 

Central 
Moment 

Fourier 
Moment 

Legendre  
Moment 

Central 
Moment 

Bambussa Vulgaris       82.3 58.82 66.0 .0185 4.32 0.213087 

Bambussa Balcoa  88.8 55.55 22.0 .0175 2.73 0.440303 

Bambusa Tulda  80 55.56 44 .0034 4.12 0.327964 

Dendrocalamus 
Melingensis 

66.7 50.0 33.33 .0190 2.89 0.41442 

Dendrocalamus 
longipathus 

60.0% 60.0 40 .0046 3 .74 0.26120 

% Average 
Performance of the 
classifiers 

75.56% 55.99% 41.06% 0.0126 3.556 0.33068 

4   Conclusion and Scope for Future  

As a shape descriptor technique, the evidence to date is that Fourier moment are very 
good features to use when dealing with particular types of shapes. The aim of the 
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proposed work is to investigate the usefulness of Fourier descriptors for the shape 
description for bamboo culm sheath. Thus, based on the above results it can be 
concluded that Fourier moment is one of the several techniques of object recognition 
that produces optimal results for bamboo species classification. 
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Abstract. Today many applications require group communication. To deploy 
cooperation among the members, secure multicast service must be provided 
efficiently and safely exchange data among the group members. A common key 
is to be used by the group members for safe and secure communication. Diffie–
Hellman [5] is the key agreement scheme used for sharing the common key by 
using the public channels. This paper describes a new method for secure 
method for Group Key Agreement (GKA) using SVD matrix decomposition 
and kronecker product. SVD matrix decomposition is used for factorizing the 
matrix and kronecker product is used for computing the common key. 

Keywords: Group Management, Key Agreement, kronecker product, SVD 
Matrix. 

1   Introduction 

Group key management is the main issue in secure group communication [4]. Group 
communication is the main theme; members in the group are dynamic.  Whenever an 
existing member leaves or new member joins, a new group key is computed with the 
help of group members. Group key agreement protocol (GKAP) is one of the basic 
cryptographic protocols. GKAP allows two or more parties negotiate a common 
secret key using insecure communications. First key agreement protocol was 
presented by Diffie-Hellman, which caused rapid development of asymmetric 
cryptography,  allowing two users communicating over a public insecure channel to 
agree on a common shared secret key. This paper is using the SVD matrix 
decomposition concept for securely transferring the part of key to the other group 
members.SVD matrix decomposition is used for factorizing the matrix into three 
parts. In this paper fragment is transferred onto other member, the other member will 
send his fragment to the sender; this will avoid the third party to get the actual matrix 
in key computation. Once the fragments are completely transferred between each 
other, the common key is computed using kronecker product. 

The rest of the paper is organized as follows. Section 2 describes the mathematical 
background of SVD matrix and kronecker product used in the group key agreement. 
Section 3 gives the key agreement algorithm Section 4 presents the experimental 
results using MATLAB and Finally, Section 5 concludes this paper. 

2
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2   Mathematical Background of SVD 

The Singular Value Decomposition (SVD) [1,2] is a widely used technique to 
decompose a matrix into several component matrices, exposing many of the useful and 
interesting properties of the original matrix. The decomposition of a matrix is often 
called a factorization. Ideally, the matrix is decomposed into a set of factors (often 
orthogonal or independent) that are optimal based on some criterion. Using the SVD, 
one can determine the dimension of the matrix range or more-often called the rank. The 
rank of a matrix is equal to the number of linear independent rows or columns. This is 
often referred to as a minimum spanning set or simply a basis. The SVD can also 
quantify the sensitivity of a linear system to numerical error or obtain a matrix inverse. 
Additionally, it provides solutions to least-squares problems and handles situations 
when matrices are either singular or numerically very close to singular. 

SVD decomposes a regular matrix AnXn into three matrices U,S and VT. The 
formula for getting the matrix A is given by 

AnXn = UnXnXSnXnXVnXn
T 

It also decomposes a regular matrix AmXn into three matrices U,S and VT. The formula 
for getting the matrix A is given by 

AmXn = UmXmXSmXnXVnXn
T 

Where S=diagonal matrix U=left eigenvector matrix VT=right eigenvector matrix 

Procedure for Computing UmXm and VnXn matrix: The matrix UmXm and VnXn can 
be computed by using eigenvalues. Compute the eigenvalues compute in exactly the 
same manner the eigenvectors of AAT and ATA . Once these are computed we place 
these along the columns of U and V respectively. 

Procedure for computing SmXn matrix: The SmXn isa diagonal matrix consisting of r 
non-zero values in descending order. The steps for computing S matrix as: 

Step1: AT and ATA were computed.  
Step 2: the eigen values of ATA were determined and sorted in descending order, in 
the absolute sense. The nonnegative square roots of these are the singular values of A.  
Step3: S was constructed by placing singular values in descending order along its 
diagonal. 

Following special properties of SVD decomposition is used in the key agreement. 

Property 1: Suppose A is mXn matrix, if m>=n then the inverse of A exists, 
calculated by  

A-1=(ATA)-1AT , then A-1A=I 
Property 2: Suppose A is mXn matrix, if m<=n then the inverse of A exists, 
calculated by  

A-1= AT (ATA)-1 , then A A-1=I 

Kronecker Products: The Kronecker product[3] of two matrices A and B of sizes P × 
Q and R × S, respectively, is defined as 

A= , B=  then A B=    
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=

 
Thus, A  B is a matrix of size PR × QS. 

3   Key Agreement Scheme Using SVD 

In this Section, we will give a key agreement scheme which is an analogue of the Diffie-
Hellman key agreement process by using the SVD decomposition of matrices over a 
finite field. Part of the group key is shared securely[4] between the group members.  

We assume that a user, Alice, wants to establish a common secret key with Bob via 
a public channel for further secret communications. 

They can follow the steps below: 
1. Alice randomly chooses a mXn matrix A and decompose the matrix by using 

SVD decomposition 
2. Alice sends Bob SA*VA

T 
3. Bob randomly chooses a nXm matrix B and decompose the matrix by using 

SVD decomposition 
4. Bob sends SA * VA

T* UB*SB to Alice 
5. Alice sends UA* SA * VA

T* UB*SB to Bob. 
6. Bob sends UA* SA * VA

T* UB*SB * VB
T

 to Alice 
7. Alice computes the common shared key K= A B by using A 

(AT*A)-1*AT*UA* SA * VA
T* UB*SB * VB

T 

8. Bob computes the common shared key K= A B by using   UA* SA * VA
T* 

UB*SB * VB
T* BT * (BT*B)-1  B 

4   Experimental Results Using MATLAB  

Algorithm:      Output: 
 

1: Alice selects a random matrix 
2: Bob selects a random matrix  
3: Alice divides the matrix into 

three parts using SVD 
decomposition of matrix 

4: Bob divides the matrix into 
three parts using SVD 
decomposition of matrix 

5:Alice sends part of the 
decomposed matrix 

6:Bob sends part of the 
decomposed matrix ie 
multiplied with received part 

7: Steps 5and 6 repeated for 
three times 

8: Alice and Bob individually 
computes the common key 
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5   Conclusion 

We study the problem in group key management in mathematical point of view. A 
simple and secure group key agreement scheme is proposed based on matrix 
operations. The presented algorithm is for group key agreement for generating a 
common key by more than one people in the group for secure group communication. 
Strong evidence has been supplied for the practical implementations of this 
agreement. This approach is secure, and its backward and forward secrecy can be 
guaranteed. The security of our approach relies on the fact that user cannot compute 
the correct inner product without knowing all matrix factors, therefore cannot derive 
the group key. The advantages of our scheme include: 1) it is not necessary to invoke 
strong encryption algorithm, the re-keying messages can be broadcast or multicast via 
open channel, when members register to form the group or new members join in; 2) 
very efficient and scalable for large size group, 3) can handle massive membership 
change efficiently; and   4) the computation overhead and storage capacity of group 
member are both small, which will not increase as the group size grows. 
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Abstract. In the present paper power system transient disturbances using 
Stockwell and Hartley Stockwell transform have been investigated. It is well 
known that Stockwell transform (ST) is utilized for the real time prediction of 
the disturbance as it is able to accurately determine the sudden burst in the 
signal. However, in some cases the frequency resolution of ST is low. 
Consequently Hartley Stockwell transform (HST) has been proposed which is 
good in frequency resolution. A comparison has been made with the proposed 
HST with ST technique. The proposed HST technique has been tested on 
various transient disturbances to show its efficacy. 

1   Introduction 

Due to an increase in the size and power levels, power system has become more 
complex at present. Consequently, many factors like power quality, transient, 
instability etc need to be addressed, as these problems influence the behaviour of the 
power system. With the incorporation of a large number of sensitive and critical loads 
into the system and owing to the inclusion of deregulation and competition in the 
power market, utilities are now more concerned in identifying, measuring and 
monitoring of above mentioned factors. Also necessary corrective actions for their 
reduction and elimination have become essential. Among a numerous disturbances, a 
transient disturbance is the outward manifestation of a sudden change in circuit 
conditions. When a switch opens or closes or a fault occurs on the system such an 
operating condition is of major concern [1]. Though the operating time of a transient 
condition is very small compared with the steady state time, the effect of these on the 
power system is very significant. The major reason for a transient is the presence of 
inductors and capacitors in the system. A transient is primarily caused by capacitor 
switching, dynamic load switching, circuit breaker operations etc which are 
unavoidable for proper operation of the power system. The study of transient periods is 
extremely important because under such periods, the circuit components are subjected 
to greatest stresses due to excessive currents or voltages. These high voltages and 
currents cause breakdown of insulations, damage to windings, inaccurate operation and 
damage of sensitive loads. Therefore, it is important to identify and mitigate such 
transient events before these obstruct the normal operation of the system.  

2
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Identification of the typical transients problems have been dealt by various 
researchers using Fourier, Hilbert & Wavelet transforms [2-6]. However, it has been 
reported in the literature that these methods cannot properly predict the transient 
disturbance parameters whenever there is a sudden burst in the signal. Keeping in 
view the concern of the sudden or transient behavior of the signal in power system, 
there is still a need for some effective tool for predicting the typical disturbances 
namely capacitor switching, dynamic load switching, inrush currents etc. [7, 8]. 

Thus the present work is to analyze the transient behaviour using Time Frequency 
Resolution (TFR) which has better prediction properties. The method employed to 
predict a transient problem is the modified version of Stockwell transform and is 
known as Hartley Stockwell Transform (HST) [9]. In Stockwell transform (ST), 
Gaussian window is used. The technique has a better representation in time-frequency 
domain [10, 11]. However, compared to HST the frequency resolution is low. HST 
has not been used for identification of power system transients and the present work is 
a step in that direction.  

The technique utilized to identify a transient disturbance in the time frequency 
analysis based on ST and HST, is explained in detail in section 2 and section 3 
respectively. Different transients which commonly occur in power system are 
analyzed and presented in Section 4 along with the implications of the results. Finally 
conclusions are drawn in section 5. 

2    Modified Wavelet Transform-S Transform 

According to the transformation theory, information in any signal is contained in the 
phase of the spectrum and its amplitude. S-transform, like other transforms uses this 
theory to analyze a given signal and is an improved version of Continuous Wavelet 
Transform (CWT) where the amplitude and phase of the spectrum is converted into 
information in CWT domain. In order to make use of the information contained in the 
phase of the CWT, it is necessary to modify the phase of the mother wavelet. The 
CWT of a function is defined as [10, 11] eqn. 1, 

( )* ( , )( , ) h t w t dtW τ ατ α
∞

−∫
−∞

=  (1)

where, W is a scaled replica of the fundamental mother wavelet, the dilation 
determines the width of the wavelet and this controls the resolution. The S–transform 
is obtained by multiplying the CWT with a phase factor as 

( , ) exp( 2 ) * ( , )S f i f Wτ π τ τ α=  (2)

where, the mother wavelet for this particular case is defined as 

2 2| |
* exp( ) * exp( 2 ))

22
( , ) (

f t f
iW t f ft

π
π− −=  (3)

In eqn. (3), the dilation factor is the inverse of the frequency. Thus, the final form of 
the continuous S transform (CST) is obtained as 
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and the width of the Gaussian window is  

1

| |f
σ =

 
 (5)

The linear property of the S transform ensures that for the case of additive noise, one 
can model the data as:  

data (t) = signal(t) + noise(t), (6)

the S transform gives  

S {data} = S {signal} + S {noise} (7) 

2.1   Discrete S–Transform  

Since Discrete S–transform (DST) is a representation of the local spectra, it can be 
obtained by the shift operation on Fourier spectrum and is expressed as eqn. (8), 

2 2

2
-2 21

[ , ] .
0

m i mkNn m n n NS kT H e e
kNT NT

π π− +
= ∑

=
⎡ ⎤
⎢ ⎥⎣ ⎦

              for n≠0 (8)

where, k , m  vary from 0 to N -1 , n  varies from 0 to (
2

N
-1) and T= sampling time. 

In this paper, the ST amplitude matrix is used to analyze the current waveforms of 
ac traction in which the rows are the frequencies and the columns are the time values. 
Each row displays the ST amplitude with all frequencies at the same time and each 
column displays the ST amplitude with time varying from 0 to N - 1 in the same 
frequency. The features necessary for power system transients identification are 
extracted from the S-matrix. Further, from the S-matrix important information in 
terms of amplitude, frequency and phase are extracted.  

In Fig. 1(a) a chirp function with a high frequency at 20th sample, low frequency at 
40th sample and medium frequency from 60th sample is shown. In this signal, there is 
a sudden change or burst at 20th ample. Fig. 1(b) depicts the contours or S plot of the 
chirp signal with time (samples) on x-axis and frequency on y-axis. The contours are 
seen from lower range of values to higher and contain separated contours in all the 
low, medium and high frequency region as there are high instantaneous and steady 
changes in the frequency. Contour plot of the time series shown in Fig. 1(a) change 
with the frequencies as shown in Fig. 1(b). The deepest contour in Fig. 1(b) represents 
the largest magnitude. 
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(a) 

 
(b) 

Fig. 1. (a) A chirp function with a high, medium and low frequencies, (b) contour plot of S 
transform of (a) 

In nut shell, a major advantage of the Stockwell transform is that the modulating 
sinusoids are fixed with respect to the time axis. Such information lacks in other 
Transform methods viz. Fourier and Hilbert Transforms and also the sudden bursts in 
the signal or sudden change in the frequency is not best represented. However, the 
technique lacks frequency resolution in for typical input signals which can be clarified 
from the results presented in Section 4. 

3   Hartley S-Transform 

The Hartley transform (HT), like Fourier transform (FT) is an integral transform and 
also closely related to it. However, the difference lies in HT from the FT in that the 
forward and inverse transformations are identical and in that the HT involves only 
real operations [9]. As the decades have passed researchers have completely came up 
with many renewed HT algorithms and applications keeping in view of the 
advantages of HT. However, the very basic version of HT is given by eqn. (9) with 

( )H f as the Hartley transform of the input signal ( )h t . 

( )* (2 )( ) h t cas ft dtH f π
∞
∫

−∞
=  (9)

where, (2 )cas ftπ is given as eqn. (10)  

(2 ) cos(2 ) sin(2 )cas ft ft ftπ π π= +
 

(10)

HT as given in eqn. (9) is used to find all the frequency components present in a given 
signal. However, it is not suited to find the local behavior of signals which have time-
dependent spectral content and in this aspect it is similar to FT. In order to make HT 
suitable for a wide range of applications a short time Hartley transform (STHT) is 
also defined and is as shown in eqn. (11). 
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( )* ( )* (2 )( , ) h t w t cas ft dtSTHT f τ πτ
∞

−∫
−∞

=  (11)

However, it was observed that the STHT does provide time resolution of the spectral 
content, but fails to accurately resolve the low-frequency signals components of a 
signal when different ranges of frequencies are present.  The reason being the window 
remains either narrow or broad which is a consequence of absence of dilation. As the 
Hartley and Fourier kernels have the same wavelength at the same value of f  and 

thus STFT also suffers from the same problems as the STHT. 

( )* ( )*exp( 2 )( , ) h t w t i ft dtSTFT f τ πτ
∞

− −∫
−∞

=  (12)

Hence, for further improvement of both time and frequency resolution in STFT given 
as eqn. (12) the method described in Section 2, eqn. (4) has been proposed by 
Stockwell. A clear observation of eqn. (4) gives us an idea that ST is just STFT with 
the factor exp( 2 )i ftπ− remaining same but with the dilation of window with 
frequency f . And thus the ST may be rewritten as eqn. (13). 

( )* ( , )*exp( 2 )( , ) h t w t f i ft dtS f τ πτ
∞

− −∫
−∞

=  (13)

The idea of HST originates from this point of discussion that by replacing the phase 
correction factor exp( 2 )i ftπ− with (2 )cas ftπ produces the HST and is as shown in 
eqn. (14). 

( )* ( , )* (2 )( , ) h t w t f cas ft dtSHA f τ πτ
∞

−∫
−∞

=  (14)

The SHA matrix obtained in eqn. (14) is used to find the HST of a given input 
signal ( )h t . The HST derived in eqn. (14) is used for analysis for the same input signal 
shown in Fig. 2(a). The improvement in frequency resolution by can be proofread 
from Fig. 2(b). High frequency is exactly represented compared to Fig. 1(b) with 
reduction in leakage. The low frequency strip extends from 0 to 128th sample in Fig. 
1(b) though the low frequency is present only upto 64th sample in the input as shown 
in Fig. 1(a). Whereas, using HST the low frequency is represented upto 80th sample 
thus showing an improvement. The medium frequency components are also 
represented with best resolution without any cross terms. Thus HST is a better 
transformation technique in terms of frequency resolution compared to ST. 

The order of the matrix obtained using eqn. (14) is same as that of the ST matrix 
in eqn. (4), i.e. no. frequency samples X no. of time samples. The matrix thus 
obtained is used to analyze various power system transient disturbances and is also 
compared with ST technique. Various case studies considered and results obtained 
have been presented in the next section. 
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(a) 

 
(b) 

Fig. 2. (a) A chirp function with a high, medium and low frequencies, (b) contour plot of HS 
transform of (a) 

4   Case Studies and Discussions 

Some typical cases which are the sources of transients are considered to show the 
effectiveness of the technique used. These are very practical in nature and are of huge 
importance, as such transients causes stresses on the power system components. The 
protective devices are to be designed depending on the nature of the disturbance. In 
the absence of practical data the power system in the present work has been modeled 
in MATLAB/SIMULINK [12] and the transient data thus obtained has been utilized 
for determining the S and HS-contours. All the voltage magnitudes have been taken 
as 1p.u. with 50Hz frequency and the time interval being 0.2s. The training/input data 
has been sampled at a frequency of 5kHz thus giving 1000 samples. Different cases 
considered are as presented below. 

4.1   Capacitor Switching 

Power system deals with sudden switching of capacitors for various applications and 
thus produces transients. The transient nature arises due to the property of capacitor 
that it restricts itself to react for instantaneous change in voltage. The analysis of such 
a case is of great concern and here it has been considered as a case study. A voltage 
deviation is seen due to such transients. Hence, voltage waveform with a deviation of 
5% in the load side has been taken as input for analysis. The deviations have been 
achieved by changing the capacitance and load values. The circuit breaker operation 
is carried out for 4 cycles with initially open condition for the voltage deviation case 
[7]. This type of behavior is practically seen in power system and is also of very huge 
importance as it creates stresses on the equipments. Its significance also extends for 
the design of the protective elements. 

Transient disturbance created from the simulation circuit having 5% deviation in 
the voltage from t=0.02s and having a very high frequency variation is shown in Fig. 
3(a). This instant is very well captured in the S-contours separately at the high 
frequency range and rest of the signal which is a low frequency signal shows no such 
variation in Fig. 3(b). The bottom most contour strip belongs to fundamental 
frequency which is 50Hz in real time and 0.01Hz in ST domain. The deepest contour 
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with least area in the contour group in the top most area represents the high value of 
the frequency change nearly from 0.1s. It is seen here that the contours in the upper 
half frequency is extending upto 575th sample. As the sampling frequency is 5kHz 
the real time equivalent of this sample is 0.115s in the input waveform. However, the 
high frequency transient is ending before 0.115s in the input waveform and thus the 
ST contour plot is showing a leakage in frequency resolution. 

In the case of HST contour plot shown in Fig. 3(c) it is seen that the contours in 
the upper half frequency are extending only upto 550th sample which is equivalent to 
0.110s in real time. The signature obtained leads to a visual satisfaction that the 
identification is accurate. There is no unnecessary leakage. At the same time the 
contours are exactly ending up at 400Hz in the HST domain in y-axis which shows 
that the frequency is definite and maximum at 400Hz in HST domain. This type of 
accurate information and identification of transient events is of vast importance. 

 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 3. (a) Voltage waveform obtained due to capacitor switching, (b) contour plot of ST of (a), 
(c) contour plot of HST of (a) 

4.2   Bank to Bank Switching of Capacitors 

Previously, a single capacitor which is causing a transient due to sudden switching 
has been considered as a case study. Here, a transient obtained due to bank to bank 
switching of capacitors is considered. It is well known fact that the capacitors are 
installed for sustainable operation of power systems. However, due to dynamic nature 
of the power system there is a huge variation of load in a day. Hence, in order to meet 
such variations the power system has to be supplied a controlled generation and will 
cause voltage instability. As capacitor banks have voltage level maintenance as one of 
the application they are switched bank to bank to provide more adaptive voltage 
support [1]. In this process the voltage feels a transient variation for an erstwhile  
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(a) 

 
(b) 

 
(c) 

Fig. 4. (a) Voltage waveform obtained due to bank to bank switching of capacitors, (b) contour 
plot of ST of (a), (c) contour plot of HST of (a)  

which will be in limits as specified. However, a maloperation may take place due to 
some irregularity and such an event has to be considered for analysis. 

Fig. 4(a) shows the waveform obtained from an equivalent simulated model of a 
bank to bank capacitor switching. The switching is done by controlling the circuit 
breaker operation from t=0.018s to t=0.028s. It is seen that a small deviation has 
occurred in the voltage exactly at the same time of operation of the circuit breaker. 
The nature of the disturbance is not known from the basic monitoring view. However, 
the analysis using the proposed technique can be done in terms of frequency ranges. 

Fig. 4(b) shows the contour plot obtained using the proposed ST technique. It is 
seen that for the fundamental frequency there is a continuous strip at the bottom most 
of the plot with the same value of 0.01Hz in ST domain. However, there is a small 
area plotted with contours at the frequency range of 0.05-0.15Hz in the ST domain.  
Only one contour line is seen in this region. However, there are more oscillations in 
the input waveform which are not visualized exactly. Now let us move on to the 
analysis of the signal with the proposed HST technique. 

Fig. 4(c) shows the HST contour plot of the waveform of Fig. 4(a). The behavior of 
the contour plot is an exact replica in time-frequency domain. The transient produced 
is of medium range and is represented exactly within 75Hz to 125Hz in HST domain. 
The contours are confined only to a specific time samples thus showing the quick 
damping of the transient oscillation. The contours are completely filled with blue thus 
clearly specifying the region of oscillations. Hence, the proposed HST technique is 
good in both time and frequency resolution. The analysis is visually good and its 
properties will be clearer from the further discussions on various case studies. 
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4.3   Voltage Spike due to Capacitor Switching 

A transient event is basically classified as oscillatory transient and impulsive 
transient. The cases discussed in all the previous cases fall under oscillatory transients 
category and by its property the frequency of oscillations are high for a given time 
interval. In impulsive transient the magnitude can be either positive or negative [1]. 
The magnitude is of very high range and sustains only for a very short interval 
compared to oscillatory transient. A voltage spike is one of the examples of impulsive 
transient. The capacitor switching is one of the reasons. Unlike the previous cases the 
frequency components will be present only for 1-3 cycles. A waveform similar to 
voltage spike obtained from the simulation due to sudden ON/OFF operation of a 
capacitor is shown in Fig. 5(a). The spikes are there both in positive and negative 
polarity. Its analysis and identification using the ST and proposed HST technique is 
shown in Fig. 5(b) and 5(c) respectively. 

It is seen that the contours are seen from a low frequency to high frequency i.e. 
from 0.05 to 0.4Hz and 50-500Hz in ST and HST domain respectively. Such 
signature gives an idea that the range of frequencies are varying exactly at that time 
instant. The contours from 475th sample to 500th sample are continuous in Fig. 5(b) 
while those are discontinuous in Fig. 5(c) for the same time samples. The difference 
in the representation carries useful information. The discontinuity depicts that all the 
frequencies present have various magnitude whereas such and information is lacking 
in ST technique.  The nature magnitudes of various frequencies are of paramount 
importance to the monitoring point so as to take the precautionary actions. However, 
the second contour set from 500th sample to 550th sample in Fig. 5(b) is continuous 
and having same color throughout. The prediction is that the frequency components 
present have almost same magnitude which is also same in Fig. 5(c). It is seen that the 
contours are on the positive direction for both negative and positive polarity spikes. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. (a) Voltage spike obtained due to switching of capacitor, (b) contour plot of ST of (a), 
(c) contour plot of HST of (a)  
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4.4   Switching of Wind Plant 

As the wind may not flow continuously and there may be a sudden change in the wind 
speed a transient arises due to switching of a wind turbine with the power grid. Such a 
typical case has been considered and analyzed here. The voltage measured at the point 
of common coupling (PCC) is shown in Fig. 6(a). The voltage and frequency during 
transient are high compared to normal operating conditions. Using the ST contours of 
the input voltage is obtained and the plot is as shown in Fig. 6(b). From these 
contours a sudden change in frequency due to transient when the wind generator 
suddenly turned ON can be clearly visualized. Exactly at time sample 400 there are 
contours with spike structure from low to high frequency. There is a side lobe within 
the frequency range 0.1 to 0.2Hz and between 400-470th sample in ST domain. This 
lobe corresponds to oscillations in input from 0.084 to 0.1s. However, the oscillations 
are not correct represented with the ST technique. The uniqueness and accuracy of 
HST technique can be visualized from HST plot in Fig. 6(c). 

The contour representation is nearly same as CST plot in 6(b). However, the lobe is 
exactly stretching upto 490th sample which is showing that the oscillations are 
prolonged upto 0.098s. The information obtained is very accurate compared to ST. It 
can be seen that the red color in the HST plot is only at the highest frequency which 
shows that the magnitude of high frequency is large and the representation is accurate. 
Such information is very useful to the utilities for taking preventive actions. The 
signature obtained is very unique. The uniqueness is not only maintained in this case 
but can also be verified from all the HST contour plots obtained till now. The efficacy 
of the technique is tested on other case studies and due limit in number of pages those 
case studies are not reported at present. 

 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. (a) Voltage waveform obtained due to switching of wind plant into a power grid, (b) 
contour plot of S transform of (a), (c) contour plot of HS transform of (a) 



 Time-Frequency Domain Techniques for Power System Transients Identification 817 

5   Conclusions 

The modified Stockwell transform termed as Hartley S-transform is used in this paper 
for detection of sudden transients in power system. The time–frequency plot of the 
HS–transform has a significant potential in comparison to S-transform. It is noted that 
the frequency dependant resolution of the HS–transform allows the detection of high-
frequency bursts and shows good frequency resolution on the long period signal. The 
present work shows that HST provides an interesting and significant tool in detecting 
transient problems in power systems and is better than ST. 
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Abstract. A feature selection is a technique of selecting a subset of relevant 
features from which the classification model can be constructed for a particular 
task. Feature selection is a preprocessing step of machine learning which is 
effective in reducing dimensionality, removing irrelevant data, increasing 
learning accuracy, and improving results. In this paper, a modified 
Kolmogorov-Smirnov Correlation Based Filter algorithm for Feature Selection 
is proposed based on Kolmogorov-Smirnov statistic which uses class label 
information while comparing feature pairs. Results obtained from this algorithm 
are compared with two other algorithms, Correlation Feature Selection 
algorithm (CFS) and simple Kolmogorov Smirnov-Correlation Based Filter 
(KS-CBF), capable of removing irrelevancy and redundancy. The classification 
accuracy is achieved with the reduced feature set using the proposed approach 
with two of the standard classifiers such as the Decision-Tree classifier and the 
K-NN classifier. 

1   Introduction 

Feature selection is a preprocessing step of machine learning which is effective in 
reducing dimensionality, removing irrelevant data, increasing learning accuracy, and 
improving results. In recent years, data has become increasingly larger in both 
number of instances and number of features in many applications such as genome 
projects, text categorization, image retrieval, and customer relationship management. 
The increase of data and features cause serious problems to many machine learning 
algorithms with respect to scalability and learning performance. Hence, feature 
selection is very much important for machine learning tasks which include high 
dimensional data.  

Feature selection evaluation methods fall into two broad categories, Filter model 
and Wrapper model [2].The Filter model depends on characteristics of the training 
data to select some features without involving any learning algorithm. The wrapper 
model needs one predetermined learning algorithm in feature selection and uses its 
performance to evaluate and determine which features are to be selected. As for each 
new subset of features, the wrapper model needs to learn a hypothesis/ classifier. It 
tends to find features better suited to the predetermined learning algorithm resulting in 
superior learning performance, but it also tends to be more computationally expensive 

2
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and less general than the Filter model. When there are more number of features, the 
Filter model can be used because of its computational efficiency. Filters have the 
advantage of fast execution and generality to a large family of classifiers than 
wrappers [13].  

Figure 1 provides a depiction of a simple classification process where a Feature 
Selection process that uses a filter is involved. The training and testing datasets after 
the dimensionality reduction process is fed to the ML (Machine Learning) algorithm. 
In this peper, we have employed a Filter model for the evaluation of selected features. 

 
 

 

 

 

  

 

 

     

 

 

                     
 

Fig. 1. Classification Process that involves Feature Selection stage with Filter approach 

2   Theoretical Framework 

2.1   Correlation Based Feature Selection 

This algorithm [1] is based on information theory and uses symmetrical uncertainty 
(SU) as the filter for the evaluation of the selected feature set. This algorithm involves 
certain concepts such as mutual information [3], entropy, information gain and 
symmetrical uncertainty. The process used here in finding correlations between 
various attributes is different from that used in FCBF [11].In the first step, it 
processes the given training dataset and initial feature set and removes all the 
irrelevant features by finding the strength of prediction of feature-to-class. In the 
second step, it uses this relevant feature set and training dataset to remove all the 
redundant features and finally presents the significant feature set that is well 
supervised and uncorrelated with other features. 

Entropy: Entropy as given by Shannon is a measure of the amount of uncertainty 
about a source of messages [5]. The entropy can be described by when the  variable Y 
before and after observing values of another variable X: 
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H(Y) = - ∑p (yi) log (p (yi)) 
 

     and     
 

H(Y/X) = - ∑ p (xj) ∑ p (yi/xj) log (p (yi/xj)) 
 

Here p (yi) is the prior probabilities for all values of random variable Y and p (yi|xj) is 
the conditional probability of yi given xj.  Without any uncertainty if all features 
belong to the same class when the entropy is 0 by observing Y as classes and X as 
features in a data set. On the other hand, members in a feature set are totally random 
to a class if the value of entropy is 1. The range of entropy is between 0 and 1. 

Information Gain 

The amount by which the entropy of X decreases reflects additional information about 
Y provided by X and is called information gain, given by 

Gain, I(Y; X) =    H(Y) − H(Y |X)  
=    H(X) − H (X|Y)  

=    H(Y) + H(X) − H(X, Y). 

However, information gain is biased if feature with more values[4], which is the 
features with greater numbers of values will gain more information than those with 
fewer values even if the former ones are actually less informative than the latter ones.  

Symmetrical Uncertainty 

Because of the limitation provided by the usage of Information gain, we use another 
heuristic called Symmetrical Uncertainty and is given by:  
 

SU(Y; X) = 2[I(Y; X) / (H(X) + H(Y))] 

 

The average of two uncertainty variables can be computed with symmetrical 
uncertainty and it compensates for information gains bias toward features with more 
values. It can be normalized its values in the range [0,1]. The digit 1 indicates that 
knowing the value of either one completely predicts the value of the other . A digit 0 
indicates that X and Y are independent of each other. 

 
Correlation Feature Selection Algorithm described as follows[1]: 

 
1. Remove irrelevant features  from the data set features 
2. Input original data set D that includes features X and target class Y 
3. For each of the feature Xi 
       Calculate mutual information SU(Y; Xi) 
4. Sort SU(Y; Xi) in descending order 
5. Put Xj whose SU(Y; Xi)>0 into relevant feature set Rxy  
6. Remove redundant features from data set features 
7. Input relevant features set Rxy  
8. For each feature Xj  
       Calculate pair wise mutual information SU (Xj; Xk) for all j≠k  
9. Sxx= ∑ (SU (Xj; Xk)) 
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10. Calculate means µR and µS of Rxy and Sxx, respectively 
         W= µS/µR 
11. R=W. Rxy- Sxx  
12. Select Xj whose R>0 into final set F 

2.2   Kolmogorov-Smirnov Test 

Equivalence of two random variables may be evaluated using the Kolmogorov-
Smirnov (KS) test [12]. In statistics, the Kolmogorov–Smirnov test (K–S test) is 
a nonparametric test for the  equality of continuous, one-dimensional probability 
distributions that can be used to compare two samples (two-sample K–S test). 

The empirical distribution function Fn for n independent and identical 
observations Xi is defined as: 

 

where   is the indicator function, equal to 1 if Xi ≤ x   and  equal to 0 otherwise. 

The following are the steps using KS test: (KS test for two features Fi, Fj) 

1. Discretization of both features Fi, Fj into k bins. 
2. Estimate the probabilities in each bin. 
2.1. Calculate the cumulative probability distributions for both features Fi, Fj. 
2.2. Calculate KS statistic 

 

A two-step Kolmogorov-Smirnov Correlation Based Filter (K-S CBF) algorithm. 
[7][8][9][10] 

Relevance analysis 

1. Calculate the SU(X,C) relevance indices and create an ordered list S of 
features  

2. according to the decreasing value of their relevance. 

Redundancy analysis 

3. Take the feature X  from the S list 
4. Find and remove all features for which X is approximately equivalent according 
to the K-S test 
5. Set the next remaining feature in the list as X and repeat step 3 for all features 
that follow it in the S list. 

3   Modified KS-CBF Test 

The proposed algorithm introduces the concept of binning the input dataset into n 
bins. Redundancy is calculated in each of the bins individually and the set of 
redundant features for each bin are stored. Finally, the set of features that are common 
in all the bins (here, it can also be taken as an input parameter to decide at run-time as 
required) are considered as redundant for the input dataset and they can be eliminated.  
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In each bin, again we divide the available set of records into a particular number of 
partitions for which the actual KS-test is applied. The set of redundant features in 
each of these partitions is mixed up with those for the other partitions in that bin. So, 
now we can expect a good redundant subset to be produced from each bin. The union 
operation ensures that the possibility of redundancy has been checked for every 
feature in its entirety. The intersection operation ensures that a feature which is 
actually non-redundant will not be claimed as being redundant. Now, since we 
perform an intersection of the redundant features obtained from all the bins, the final 
feature subset produced will not contain these features and could sufficiently 
represent a significant subset of features that can be used for the classification 
process. 

Modified K-S CBF Algorithm 
 

Relevance analysis 
1. Order features based on decreasing value of SUC (f, C) index which reflects the 
decreasing value of their relevance. 
Redundancy analysis 
2.  Pass the dataset with relevant features for KS test measure. 
3.  Discretize the dataset into n bins each containing approximately same number 
of records. 
4.  For each of the bin Bi 

4.1. Form k data partitions each approximately containing the same number of 
records. 
4.2. For each of the k partitions Pi, P2, …., Pk 

 4.2.1. Initialize Fi with the first feature in the F-list. 
  4.2.2. Find all features for which Fi forms an approximate redundant cover 

using K-S test. 
4.2.3. Set the next remaining feature in the list as Fi and repeat above step for 
all features that follow it in the F list. 

4.3. Take the union of all these redundant features into Bi 

5. Get the common features that are redundant in all bins.  
6. Remove those features and get the significant subset of features. 

A Modified Kolmogorov-Smirnov Correlation Based Filter Algorithm 

In the first step, a Symmetrical Uncertainty filter has been applied to remove the 
irrelevant features. The dataset containing this filtered subset is now passed to the 
second step to perform the redundancy analysis and obtain the set of redundant 
features. These redundant features are removed from the remaining feature set and 
finally the dataset with significant features is only considered for further analysis. 

In most cases, classification accuracy using this reduced feature set produced 
equaled or bettered accuracy using the complete feature set. However, the 
dimensionality of the feature set has been reduced to a better extent then compared to 
the simple KS-CBF algorithm. This  gives  a good computational gain over the simple 
KS-CBF when testing with a classifier as the new feature set contains less number of 
dimensions. In few cases, it is however observed that the proposed algorithm has been 
producing results that are quite less efficient when tested with a classifier than that 
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compared with the simple KS-CBF results. However, this can still be handled and 
improved by varying the values of number of bins which is taken as an input 
parameter. Feature selection can sometimes degrade machine learning performance in 
cases where some features were eliminated which were highly predictive of very 
small areas of the instance space. The size of the dataset also plays a role in this and 
as we are further dividing into smaller bins, it sometimes affects the process when 
there are no sufficient records in a bin to perform the test. Also, when the information 
available in the dataset is very random with a large range of distinct feature values, 
then also this algorithm could produce very good results than others. 

It has been observed that, as the number of bins during the test is increased, the 
number of redundant features is increasing and the final feature set produced is getting 
smaller. However, in some cases, this has been leading to a slight decrease in detection 
rates. Yet, the performance gain obtained is very much high. So, the effect of slight 
decrease in detection rates can be negotiated with the rapid increase in performance.  

4   Experimental Setup and Results 

Table1 illustrates the datasets worked upon along with their peculiar properties. 
Tables2 and Table3 give the set of features selected with various feature selection 
algorithms. Table4 and Table5 give the detection rates with two major classification 
algorithms Decision-Tree and K-NN algorithm. 

Table 1. List of datasets used in this experiment 

Dataset No. of 
Features 

No. of 
Instances 

No of 
Classes 

Class 
Distribution 

Ionosphere 34 351 2 16/25 
Pima 8 768 2 500/68 
Wdbc 31 569 2 212/357 
Wine 13 178 2 59/71 
Dos-Normal 41 4765 2 2371/2394 
Probe-Normal 41 4346 2 1996/2350 
U2R-Normal 41 326 2 52/274 
R2L- Normal 41 2137 2 1062/1075 

Table 2. Selected Features of KDD 99 datasets 

Data Set 
No. of 

features 
Correlation 

Feature Selection Simple KS-test 
Modified  
KS-test 

Normal-
DoS 

41 
1,5,10,23,24,25,, 
31,33,35,38,39 

2 - 6, 12, 23, 24, 31- 37, 
2 - 6, 12, 23, 32, 

36 
Normal-
Probe 

41 4,24,27-32,40,41 
3-6, 12, 23, 24, 27, 32-

37, 40 
3 - 6, 12, 23, 32, 

33, 37 
Normal-
U2R 

41 
1,10,13,14,17,23,

35-37 
1,3,5,6,32-34,24,36,37 

1, 3, 5, 6, 24, 32 
- 34, 36 

Normal-
R2L 

41 
1,10,22,23,31,32,

34-37 
1,3,5,6,10,22-24,31-37 

2-6, 24, 32, 33, 
36, 37 
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Table 3. Selected Features sets for various UCI datasets 

Dataset 
No. of 

features 
Correlation Feature 

Selection 
Simple  
KS-test 

Modified KS-
test 

Ionosphere 34 
6, 12, 22, 24, 25, 27, 29, 

32 - 34 
4, 25, 28 4, 25, 28 

Pima 8 2, 5, 6, 8 2 - 8 2,6,7 

Wdbc 31 8, 9, 11, 18, 21, 27 - 31, 
1, 4, 5, 8, 9, 

12, 14 -18, 21, 
24, 25, 28 

1, 4, 5, 8, 9, 14 
-16, 18, 19, 21 -

23, 28 

Wine 14 1, 2, 6, 9, 10, 12 
1, 2, 7, 10, 12, 

13 
1, 2, 7, 10, 12, 

13 

Table 4. Detection Rates with various feature subsets for KDD99 Datasets 

Data 
Set 

K-NN Classifier Decision Tree 

Full 
Set 

Correlation 
Feature 
Selection 

Simple 
KS-test 

Modified 
KS-test 

Full 
Set 

Correlation 
Feature 

Selection 

Simple 
KS -test 

Modified 
KS-test 

Normal 
– DoS 

99.92 99.55 99.73 99.39 99.40 99.73 99.41 99.41 

Normal
- Probe 

97.37 91.5 97.28 97.28 100 90.44 100 100 

Normal
-U2R 

96.80 92.0 93.89 99.20 100 95.2 100 100 

Normal
-R2L 

99.28 83.73 98.40 98.92 97.72 94.2 97.37 98.95 

Table 5. Detection Rates with various feature subsets for UCI Datasets 

Data 
Set 

K-NN Classifier Decision Tree 

Full 
Set 

Correlation 
Feature 

Selection 
Simple 
KS-test 

Modified 
KS-test 

Full 
Set 

Correlation 
Feature 

Selection 
Simple 
KS-test 

Modified 
KS-test 

Ionosph
ere 

80.82 87.67 84.24 84.24 86.98 84.24 69.18 69.36 

Pima 74.02 75.32 71.42 75.65 59.7 54.5 50.0 56.49 
Wdbc 67.36 92.05 67.36 67.78 85.77 85.35 93.31 93.61 
Wine 95.55 99.77 96.65 97.77 99.33 100 97.78 97.78 

 
It can be seen that the proposed approach selects a less number of significant 

feature subset in many cases than the other two algorithms. Also, the accuracy and 
efficiency of this approach was much better in most of the cases. In few cases, the 
accuracy slightly reduced but it is not that much far away from the other methods and 
this method outperformed both the CFS and KS-test in terms of efficiency i.e. in 
terms of execution performance. As compared to the results in [4] and [6], the results 
obtained in our experiment are good and encouraging.  
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5   Conclusion 

A modified Kolmogorov-Smirnov Correlation Based Filter algorithm for Feature 
Selection is proposed in this paper. The proposed algorithm has the computational 
demands that are very much similar to the traditional KS-test and is proportional to 
the total number of bins. A comparative test with some widely used feature selection 
algorithms showed its better performance in terms accuracy. The statistical factor of 
0.05 has been used in test which can be varied. The number of bins and number of 
partitions should be given depending on the number of records in the incoming 
dataset. According to our observations, good results  are obtained if a bin is made to 
contain at least 40 records.  

Since a filter approach is used, the results can be well suited to any classifier 
process. The results in our experiment have been tested with Decision Tree classifier 
and K-NN classifier. Various variants of the Kolmogorov-Smirnov test exists and the 
algorithm may be used with other indices for relevance indication. 
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Abstract. Software testing is a key component in the software development life 
cycle. This paper presents a modification to the Constructive Cost Model 
(COCOMO) technique by using particle swarm optimization. The resultant 
technique significantly increases the accuracy of the COCOMO approach and 
also incorporates the much needed flexibility related to the software and the  
development team.  

Keywords: Software testing, software testing effort (STE), particle swarm  
optimization (PSO), COCOMO, test effort drivers (TED). 

1   Introduction 

Software engineering is a dedicated study and a systematic approach for producing 
software of better quality, low cost and higher efficiency which can additionally be 
built faster and maintained easily [1]. Software testing is an important component in 
the software development life cycle and aims at finding errors and defects in the de-
veloped software [2, 3]. During the testing process, validation and verification of the 
software is conducted to check whether the software meets the requirements that 
guided its analysis, design and development. It is fundamentally true that efficient 
testing leads to good quality software, user satisfaction, and lower maintenance cost. 
It is due to this implied criticality that nearly 35% of the elapsed time and more than 
50% of the total software development cost are expended on the testing process [3, 4, 
5, 6, 12]. The process of estimating the Software Development Effort (SDE) is com-
pletely based on uncertain and/or noisy inputs [4, 7] and this is the reason why most 
software projects today tend to face the effort estimation problem. The SDE can be 
defined as the effort required to develop and maintain software and is often the result 
of many effort estimation [8] and prediction models, including the one described in 
this paper.  Software Testing Effort (STE) is generally around 40-50 percent of SDE 
[5, 9]. STE is generally estimated as a percentage of the calculated SDE, based on 
certain heuristics and previous experiences. STE cannot be determined independently 
of SDE estimation and there is no standard procedure presently to determine an accu-
rate value for it.  

2
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The STE is calculated as a certain percentage of STE, depending on the "criticali-
ty" of the project and the organizational practices [6, 12]. To calculate the required 
STE, we follow a number of steps: first, the overall SDE is estimated using any of the 
models discussed above and then it is "weighted" with a confidence factor, which is a 
heuristic to take care of the programmer or team capabilities. The value of this heuris-
tic varies widely and is usually based on prior experiences with similar projects.  Till 
date, there is no standard procedure to determine an exact and universally acceptable 
value of this heuristic.This research addresses the STE estimation problem by propos-
ing a model that is a combination of the Constructive Cost Model (COCOMO), Par-
ticle Swarm Optimization (PSO), conventional weighing techniques, and the existing 
Test Effort Drivers (TEDs) (TEDs are explained in detail under Section 5).  In this 
model, various TEDs have been appropriately weighted to reflect their need or criti-
cality in the given project and the weights are optimized using the PSO technique for 
fast and accurate convergence. The proposed model also takes into account the confi-
dence level (C) of the developer or tester to obtain an accurate estimation of STE. 

2   Related Work 

The design of software that is optimal in terms of time, cost, efforts and other  
resources is very important and necessary in software engineering. A systematic for-
mulation of STE is needed to ensure that the above optimization constraints are fully 
satisfied before the release of the software. Estimating the cost and duration of STE is 
a major challenge these days. An early estimation of STE is based on the testing me-
trics, which generally overestimate the efforts, depending on the expertise of the 
software testing team [10]. Halstead has developed a set of metrics to measure the 
complexity of a program module directly from its source code [13, 14]. Kushwaha 
and Misra [15] have used a cognitive information complexity method to estimate the 
STE. Nageswaran [6] presented a method for estimating STE to perform all functional 
test activities based on the use case points. Jorgensen [17] has emphasized the impor-
tance of human factors in SDE estimation. An estimation model for test execution  
effort based on the test specifications was proposed by Aranha and Borba [16]. An 
approach for the development of SDE and schedule estimation models using soft-
computing techniques was first presented by Sheta et al. [23]. Dawson [18] illustrated 
a neural network theory for STE estimation. Srivastava et al. [19][20], in their earlier 
work, have proposed multiple approaches for STE estimation by integrating Halstead 
matrices with fuzzy logic.  

The current research builds upon the ongoing research on the optimization of STE 
estimation using soft computing and presents a novel model using the PSO algorithm.  
The rest of the paper is organized as follows. Section 3 provides an overview of 
COCOMO. Section 4 describes the PSO heuristic and the various parameters in-
volved. Section 5 briefly explains various TEDs that were selected for the course of 
this research.  Section 6 presents the algorithm for estimating STE and Section 7 dis-
cusses the analysis of the simulation results of the algorithm. Finally, Section 8 illu-
strates the future scope of this work.  
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3   An Overview of the Constructive Cost Model 

Several cost estimation techniques for software development have been developed 
and they are broadly grouped into two major categories: algorithmic models and non-
algorithmic models [8, 11]. Constructive Cost Model (COCOMO) [8, 11] is regarded 
as one of the best documented algorithmic cost-estimation models based on the num-
ber of lines of code written. The intermediate COCOMO model computes SDE as a 
function of the program size and a set of project cost drivers. Each of these attributes 
receives a rating on a six-point scale that ranges from "very low" to "extra high", in 
the increasing order of importance or value. The product of all the effort multipliers 
results in the effort adjustment factor (EAF), the typical values for which range from 
0.9 to 1.4.The SDE can then be calculated by using the following formula [8, 11]: 

SDE = ai*(KLOC)bi *EAF                                                  (1) 

Where, KLOC is the total lines of code in the software modules, ai and bi are con-
stants which vary depending on the type of the implementing organization [8]. Clear-
ly, there are two main disadvantages in calculating the SDE, and subsequently the 
STE, using the above COCOMO model. First, the model makes assumptions on the 
form of the effort calculating function that consists of some known constants which 
are dependent on varying organizational conditions. Second, the model is adjusted or 
modified according to certain local factors. These factors are evaluated using qualita-
tive values such as ‘very low’, ‘complex’, ‘important’ and essential’. When dealing 
with such subjective assessments in calculating the attributes, imprecision and inaccu-
racy in results are unavoidable.  

4   Overview of Particle Swarm Optimization Heuristic 

Particle Swarm Optimization (PSO) is a stochastic optimization technique that bor-
rowed its inspiration from the social behavior of birds flocking or fish schooling [21, 
22]. Even though PSO shares many similarities with traditional evolutionary compu-
tation techniques such as Genetic Algorithms (GA), it outperforms most evolutionary 
techniques in terms of efficiency and resource utilization. The system is initialized 
with a population of random solutions and searches for global optima by updating the 
generations. However, unlike GA, PSO has no evolution operators such as crossover 
and mutation and does not require any kind of binary encoding. In PSO, the potential 
solutions called particles fly through the problem space by following the current op-
timum particles. Since, in PSO, the number of factors to be tuned are much lower than 
that of any other stochastic optimization methods, it has emerged as a first rate 
choice for many researchers. We commonly employ PSO based optimization tech-
niques to the area of score fusion and attempt to find the optimal weights, w1 and w2 
for which the score fusion (S) is maximized or minimized. 

S = w1 * score1 + w2 * score2         (2) 

Here, score1 and score2 are Tier 1 and Tier 2 scores respectively and they would be 
obtained from the matching procedures.  The PSO implementation provides us with 
the optimal weight set [w1, w2] for which the score can be maximized. The main idea 
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behind the score fusion process is to generate the maximal scores for a genuine sub-
ject and to generate a minimal score for an incorrect one. For every iteration of the 
swarm simulation, the particle keeps track of three parameter values [21, 22] namely 
present[] which denotes its present position in the neighborhood, pbest[] which de-
notes the best value of the fitness function it has found so far and gbest[] which de-
notes the best value found by any particle thus far. These three parameters are updated 
by using the following two equations [21, 22]: 

v[] = inertia * v[] + c1 * rand() * (pbest[] - present[]) + c2 * rand() * (gbest[] - 
present[])                   (3) 

present[] = present[] + v[]                                                         (4) 

where, v[] denotes the particle velocity directed towards the solution in the solution 
space, c1 and c2 are learning factors assumed generally to be 2 and inertia factor which 
is assumed to be 1. The rand() function generates a random number within a problem-
dependent bounded space. In perspective of the software testing domain, the 'inertia' 
factor accounts for the resistance to the change in work practice or work nature of the 
programmer when we are using the PSO to evaluate the confidence level of the pro-
grammer. The learning factors provide a controlling weight to the confidence levels as 
well as the test effort drivers and keep these within permissible limits. 

5   Test Effort Drivers 

Various factors on which STE depends are commonly known as Test Effort Drivers 
(TEDs).  In this research, three such TEDs have been identified as described in this 
section viz.  

(a). Software complexity (SC): If the complexity of the entire project is very high, the 
amount of STE should be increased as the number of test cases will also be high. 

(b). Software quality (SQ): The software quality can be measured using several fac-
tors like functionality, reliability, usability, efficiency, and transferability. If the soft-
ware quality needs to be high, the values of these parameters must be kept high, 
which in turn will result in a higher STE. 

(c). Work force drivers (WFD): These include the tester capability, programmer capa-
bility, experience with application domain, programming language paradigm, expo-
sure and experience with a given language, use of modern programming practices, use 
of software tools, degree of dependency on external tools and others. 

6   Algorithm for STE Estimation 

The algorithm for estimating the STE by integrating the existing COCOMO approach 
with PSO model is presented as follows: 

Step 1. Prepare or gather functional and non-functional requirements for the project. 
Prepare a software requirement specification document for the project or module un-
der consideration. 
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Step 2. Estimate the KLOC for the proposed software or project from the software re-
quirement specification document. 
Step 3. Define Confidence Level (C) for the lead developer or development team as a 
function of the key deciding attributes. More specifically, estimate the factors influen-
cing the value of C [21] (Note: to get a SDE estimation, organizations generally de-
pend on the project manager and this is the reason why some projects are either over 
budgeted or under budgeted, or have a problem at the time of their release. To address 
this issue, organizations calculate the value of C of the project manager to get a close 
estimate of SDE. The value of C is calculated on a [0, 1] scale, i.e., 0 ≤ C ≤ 1). The 
value of C depends on the following factors:   

• Weighted mean project-experience of the team (measured in number of years).  
• Team capability (measured as the success rate of the project manager, normalized 

to a number between 0-10) along with a weighted mean of the project analyst ca-
pabilities and programmer capabilities. 

• Familiarity of the project team (measured as the number of similar projects they 
have done in the past). 

• Use of software tools and disciplined methods (rated on a scale of 0-10). 

Note that these factors can be altered as per the needs of the testing team but the me-
thodology remains the same. 

Step 4. Optimize the weights for the key attributes using PSO and obtain an accurate 
value of C. 
Step 5. Calculate the updated (i.e., refined) approximation of KLOC as follows: 
KLOC (i.e., updated KLOC) = KLOC (obtained in Step 2) * C.   
Step 6. Calculate the SDE using the updated KLOC value by following the 
COCOMO approach.  
Step 7. Identify the TEDs which impact the testing process, and express the relation-
ship and criticality of TEDs using a relation to obtain the value of the Parentage (P) of 
STE in SDE. 
Step 8. Optimize P using PSO. 
Step 9. Calculate the approximate value of STE as follows:  STE = P * SDE. 
Step 10. Exit. 

7   Analysis of Simulation Results  

The algorithm presented in previous section was validated for a fictitious software 
project developed by a large scale organization and the results are presented in this 
section. As explained in the algorithm, there are two entities that are optimized using 
the PSO algorithm viz. the values of C and P. In our case, we assumed that the C val-
ue of the development team is expressed as a weighted function of the team expe-
rience (E), familiarity with project (F) and team morale (M). While the first two 
attributes account for the influence of historical factors on C, the last attribute ac-
counts for the influence of more recent incidents on C. The assumed relation may be 
written as follows: 

C = (Ei - ai) * (Fi - bi) * (Mi - ci)                                      (5) 
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As mentioned in previous sections, the form of Eqn. 5 may differ depending on the 
implementing organization and the project under focus. We assume the above equa-
tion as a proof of concept of the generalizability of our algorithm.  Needless to say, 
the above equation yields the maximum confidence level when all three weights, ai, bi 
and ci are zero. However, this is often not a feasible condition and a practical value of 
the same often lies in between the bounds ai = (0, Ei), bi = (0, Fi) and ci = (0, Mi).  The 
above equation maybe optimized using PSO for a particular set of values of ai, bi and 
ci to obtain the idealized value for C.  A snapshot of the simulation for ai = 2, bi = 3 
and ci = 4 (sample estimates for our simulation) is shown in Fig. 1 for iteration num-
ber 50, which proves the convergence of the PSO to an optimum value for the above 
equation. The two sub-figures show the Fi vs. Ei and the Mi vs. Ei plots as separate 2D 
convergences.   

 

 

Fig. 1. Confidence attribute metrics optimized through PSO (plots show convergence after ite-
ration number 50) 

The efficiency of the PSO approach becomes apparent from the speed of conver-
gence of Eqn. 5. The value of C converges rapidly to an optimum as shown in Fig. 2 
to a relative value of 0 as per Eqn. 5. The speed and accuracy of the convergence is 
found to be better than that of the fuzzy approach [23].  

 

Fig. 2. Convergence of relative confidence levels 

From Fig. 2, it is clear that the value of C converges by iteration 10 and remains 
relatively stable henceforth. This way of reliably estimating the value of C over a 
large number of iterations, is an important contribution of the PSO approach. We have 
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also evaluated this approach using multiple different values of ai, bi and ci, as well as 
with higher order equations, and the performance remains within acceptable devia-
tions of the above. 

Once the value of C is decided from Eqn. 5, the updated KLOC value can be calcu-
lated using Step 5 of the algorithm. The SDE is calculated using COCOMO as usual 
using Eqn. 1. Now, an equation for P can be written as a combination of the TEDs in 
a similar fashion as Eqn. 5. Here too, we assume a condition where the various TEDs 
influencing our fictitious software development project are SQ, SC, and WFDs. While 
SQ and SC impact the STE positively in the sense that an increase in any of these me-
trics lead to a rise in STE, the WFDs are inversely proportional to STE. Hence, the 
equation for P may be framed as a product of these drivers as follows: 

P = (SQ – xi) * (SC - yi) * 1/(WFD - zi)                                    (6) 

Similar to Eqn. 5, here also, the xi, yi and zi constants are appropriately selected based 
on the organizational and project nature, and the criticality that is attributed to each of 
the TEDs. Similar to the above case, a snapshot of the simulation for xi = 2, yi = 3 and 
zi = 4 is shown in Fig. 3 for iteration number 50, which proves the convergence of 
PSO to an optimum value for Eqn. 6. The two sub-figures show SC vs. SQ and WFD 
vs. SQ as separate 2D convergences. 

 

 

Fig. 3. TEDs optimized through PSO (plots show convergence after iteration number 50) 

As with the equation for C, the P value can also be optimized efficiently using the 
PSO. The P value converges rapidly to an optimum as shown in Fig. 4 to a relative 
value of 0, as per Eqn. 6. 

 

Fig. 4. Convergence of relative parentage values 
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Once the value of P in Eqn. 6 is optimized using PSO, the STE can easily be cal- 
culated as the product of the SDE and P (see Step 9 of the algorithm), which would 
give us a better STE approximation of the software development project under the 
given conditions of C and TEDs.  

8   Conclusions and Future Scope 

In this paper, we have presented and demonstrated an extension of the popular 
COCOMO approach for SDE estimation using PSO. The next step in this on-going 
research is to evaluate the performance of this methodology on live industry-grade 
software engineering projects and compare this approach to other soft computing al-
ternatives.  At present, it is our firm hypothesis that the proposed approach would be 
more effective than existing heuristic alternatives. 
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Abstract. We propose computational method for identification of protein-
protein interaction sites using sequence and structure information. The method 
is trained on database of interacting proteins (DIP) for E.coli. Proteins that are 
known to interact are first collected from experimental results. All interacting 
partners are mapped onto corresponding three-dimensional structures. The 
training dataset for support vector machine algorithm is trained using both 
sequence composition and structural conformations of selected structures, if and 
only if both partners are composing the same complex. Our computational 
method is able to predict interactions for E.coli with 0.93 AUC, 0.89 sensitivity 
and 0.98 specificity. 

1   Introduction 

Protein–protein interactions (PPIs) are critical for understanding biological processes 
taking place in living cells. In order to understand the physico-chemical mode of 
binding typically the interaction site is analyzed. The identification of structural 
motifs observed in PPIs, responsible for molecular recognition process provides the 
important contribution for further automatic methods. The prediction of protein 
interactions networks (PINs), metabolic and signal transduction networks are of 
crucial importance for modern drug design [1]. The proteins used in these processes 
are extremely diverse, but their recognition sites have mostly same common 
properties. Actually, interaction sites have specific chemical and physical 
characteristics, all of which contribute to the molecular recognition process and these 
sites have been observed to be hydrophobic, planar, globular and protruding. 

Currently developed experimental methods, such as yeast two-hybrid, or mass 
spectrometry applied to obtain protein-protein interactions (PPIs) have exposed the 
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global view of the interaction network [2-6]. Moreover, in the context of drug 
development, the detection of functional modules is crucial for understanding cellular 
organization, and its intrinsic dynamics [7]. Typically above binary identification of 
interacting partners, and their sequence X-ray crystallographic or NMR experiments 
can enrich biological information providing the atomic-level structural details of 
protein-protein complexes. The binding conformation and interface physico-chemical 
characteristics are essential for understanding biological function of biomolecule, and  
design successful inhibitors that are used as drugs.. 

Accessible surface area measures are of great importance for detection of 
interacting partners [8]. The protein-protein interfaces are linked with the change in 
their solvent ASA, when going from monomeric to dimeric state. Typically, interface 
residue is identified, where ASA is decreased by 1Å. Permanent complexes have 
protein-protein interfaces, which are more closely packed but less planar, and with 
fewer inter sub-unit hydrogen bonds, when compared with the nonobligatory 
complexes [8]. 

Presently, a lot of effort is focused on detailed characterization of interface 
residues. In the current work, we use subset of physico-chemical features selected by 
consensus fuzzy clustering technique from a large set of 544 indices of AAindex1 
database (http://www.genome.jp/aaindex/) [9]. The high quality indices HQI datasets 
are especially powerful for analyzing functional motifs in protein sequences by 
clustering, or machine learning techniques [10]. Deng et al. proposed the ensemble 
method, which combines bootstrap sampling technique, SVM-based fusion classifiers 
and weighted voting strategy to effectively utilize a wide variety of heterogeneous 
features [11]. 

Our paper solves the interaction problem; “given the unbound structures of two 
proteins predict their interface residues”. The information about their sequences, 
complexes with other interacting partners, and active sites description is used to 
statistically model the interfaces. More specifically, we are using sliding window of 
21 amino acids to characterize the local sequence-structure interaction motifs,. We 
selected E.coli as the model organism for our study, where interaction partners are 
analyzed, and site prediction performance is evaluated by SVM classifier [12]. 

2   Materials and Methods 

There are several sources of biological information on protein sequences, structures 
and their interactions are available online and we can divide these resources into two 
groups: sequence and structural. The first group of experimentally confirmed protein-
protein pairings involves transient interactions, and the second focuses on complexes, 
i.e. stable interactions. In almost all of the databases, the developers use their own 
format for the data, making the integration across different datasets difficult. However 
theoretical analysis of interactions depends on heterogeneous sources of biological 
information, such as sequence and structural databases, the literature, and 
experimental data. The main databases containing experimental information about 
protein-protein interactions, which we have used, are: the Database of Interacting 
Proteins (DIP, http://dip.doe-mbi.ucla.edu/dip)[13] and the Protein Data Bank (PDB) 
[14] database where one can find the three-dimensional structures of protein 
complexes. 
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Initially we started with 12606 number of protein-protein interactions of E.coli 
organism which are given in the file Ecoli20100614.txt of DIP database. Among these 
interactions, some entries did not have uniprotkb-id, matching PDB-id or even the 
primary sequences. After processing them they reduced to 2255 interactions. Again 
these interactions are verified for availability of the same PDB entry for both 
interacting protein, and then the size gets reduced to 312 entries. Each such entry now 
comprises of a valid PDB-id (for the protein-protein complex), with multiple 
uniprotkb-ids. Now the entries for homo protein interactions are also removed and we 
get only 40 valid hetro interactions, for our E.coli database. We got the amino acid 
sequences from file dip20091230.seq (available at the DIP web server) using the 
corresponding uniprotkb-ids. The structured database format, used for our work is 
shown below: 

{id Protein A},{id Protein B},{Organism Name},{Interaction Type},{PubMed 
id},{Database Name},{PDB id A},{PDB id B},{lenght of amino acid A},{amino 
acid sequence of Protein A},{lenght of amino acid B},{amino acid sequence of 
Protein B} 

2.1   Design of Feature Set  

In conjunction with machine and statistical learning approaches, we performed an 
extensive search to derive, optimize, and evaluate features that can best discriminate 
between interacting and non-interacting sites. These features can be roughly divided 
into eight groups which are Electric properties, Hydrophobicity, Alpha and turn 
propensities, Physicochemical properties, Residue propensity, Composition, Beta 
propensity and Intrinsic propensities. Currently, 544 amino acid indices are released 
in AAindex1 database. These features were clustered into different High-Quality-
Indices (HQI) by Saha et al. [9]. In the current work we have used 8 HQIs (HQI8) 
described as, BLAM930101, BIOV880101, MAXF760101, TSAJ990101, 
NAKH920108, CEDJ970104, LIFS790101 and MIYS990104. Detail description of 
the clustering method, software and supplementary material are given at 
http://sysbio.icm.edu.pl/aaindex/AAindex/. 

2.2   Feature Representation 

In this work we are working with interacting protein pairs (say,  and ), as 
described in our aforementioned database. Now let  and  has their own amino 
acid sequences as , , … ,  and  , , … ,  respectively, where , ∈A, R, N, D, L, K, M, F, C, Q, E, G, H, I, P, S, T, W, Y, V , ∀ = 1    ∀ = 1  .  

Now we compute inter-atom distances between  and . Please note that we 
consider only the heavy atoms (as given in respective PDB entry) from each amino 
acid for this purpose. We define the distance measures as follows: , = min , , ∀ = 1    ∀ = 1  , 

where,  and  are number of heavy atoms in the residues  and respectively 
and , =inter-atom Euclidean distances between the heavy atom 
of  and heavy atom of . 
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Now when ,  is lower than 3.5 Å, then corresponding residue pair ,  
corresponding to the protein pair ( , ) is said to be interacting, otherwise they are 
said to be non-interacting.  

The protein sequences are now virtually fragmented into multiple overlapping sub 
sequences each consisting of 21 amino acids. Now for the proteins and  we 
consider the residues from , , … ,  and , , … ,  respectively, and check 
whether any of the residue pairs have , < 3.5 Å. If found, we annotate the 
pair of sub-sequences (obtained from  and  respectively) as one positive 
interaction and extract HQI8 features for the 42 residues, resulting in a 42 8 = 336 
dimension positive feature vector. The overlapping subsequences are then shifted, like 
a sliding window, to check for further positive interactions. In all cases, where two 
sub-sequences have no interacting residue pair, then such sub-sequence pair is said to 
be non-interacting and we extract negative 336 features values for it using HQI8 
features. These feature values are then used by the machine learning procedure to 
train/test the support vector machines, designed separately to produce optimal recall, 
precision and AUC (Area Under ROC curve) scores. 

3   Experimental Result 

As discussed before, we have prepared interacting and non-interacting residue 
fragments and extracted HQI8 features for both positive and negative data samples. In 
all we found 1701 positive interactions, and form all negative interactions randomly 
chose 3213 data samples. This dataset is then partitioned into mutually exclusive 
training and test sets in the ratio 8:1. These two data clusters finally reduce to be a 
problem of binary classification, which are handled by a nonlinear support vector 
machine with polynomial kernel function of degree 5. Training is performed on three 
different optimizing criterion, viz., recall, precision and AUC score. During training 
we performed 3-fold cross validation and using all the three training networks, we 
evaluate the test dataset. These three experiments are marked as run#1, run#2 and 
run#3 respectively. Figure 1 shows results for 3-fold cross-validation experiment on 
the train and the test data (average and maximum performances are also shown), for 
the AUC optimized network. In the current work we present results over the test data 
(for all the three runs) using Recall, Precision and AUC optimized networks (see 
Tables 1-3). We also design a quality consensus scheme that predicts an interaction to 
be positive when one, two or all three aforementioned optimized networks decide an 
interaction to be positive (see result in Table 4).  

Now we compare the current findings with similar works reported in the literature. 
In the work of Wang et al [15] position specific scoring matrices (PSSMs) were used 
along with evolutionary conservation score for 11 neighbor residues. They obtained 
71.9% ASC, 68.6 % Sensitivity and 65.4% Specificity over their PPI dataset. Nguyen 
et al. [16] used PSSMs and accessible surface areas (ASA) with 15 neighbor residue 
to get 74.9% AUC, 35.9% Sensitivity and 92.9% Specificity scores. Both of them 
used SVM to construct classifier. Deng et al [11] uses an ensemble method with 
weighted voting strategy along with SVM approach and achieved 79.7% AUC, 76.7% 
Sensitivity and 63.1% Specificity. Borderner et al. [17] achieved 76% Accuracy, 57% 
Recall and 26% Precision. Rohit Singh et al. [18] obtained 60% Sensitivity and 75% 
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Specificity. In comparison, we obtained 93.26% AUC (obtained in run#1 of consensus 
prediction, see Table 4), 88.7574% Sensitivity (or Recall, see Table 4) and 97.76% 
Precision (see Table 4) over our E.coli test dataset. We have also added a comparison 
table (see Table 5) and an illustration (see Figure 2) for easy reference. 

 

 

Fig. 1. Results for 3-fold cross-validation experiment for the AUC optimized network 

Table 1. Result on AUC optimized network over E.coli test data 

Run Accuracy Recall Precision Specificity AUC 
run#1 94.48669 0.887574 0.9375 0.971989 0.929781 
run#2 93.34601 0.881657 0.908537 0.957983 0.91982 
run#3 93.15589 0.881657 0.90303 0.955182 0.918419 

Table 2. Result on Recall optimized network over E.coli test data 

Run Accuracy Recall Precision Specificity AUC 
run#1 84.79088 0.887574 0.7109 0.829132 0.858353 
run#2 93.53612 0.887574 0.909091 0.957983 0.922779 
run#3 93.72624 0.881657 0.919753 0.963585 0.922621 

Table 3. Result on Precision optimized network over E.coli test data 

Run Accuracy Recall Precision Specificity AUC 
run#1 92.96578 0.887574 0.892857 0.94958 0.918577 
run#2 92.96578 0.887574 0.892857 0.94958 0.918577 
run#3 93.72624 0.887574 0.914634 0.960784 0.924179 
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Table 4. R

Run Accuracy 
run#1 94.8669 
run#2 93.7262 
run#3 93.1559 

Table 5. A comparati

Methods
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Singh et al. [18] 
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contiguous, overlapping sliding window of length 21 residues. Finally, support vector 
machine algorithm, with polynomial function of the degree 5 is used to build 
statistical learning model. This model can be further tested as predictor, which allow 
to annotate unknown interactions, enriching the biological knowledge about proteins 
partners. Our classification results are better than Rohit Singh et al. [18] obtained. We 
conclude that our machine learning method combined with feature selection algorithm 
that utilize HQI8 indices [9] is able successfully predict the interaction residues with 
small error rate (below 5%). 
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Abstract. In this global village, where with the advancements in the field of 
communications, ensuring security to the data being transmitted has become 
very vital. These safety and security issues contributed to the outgrowth of 
secret communication. While encryption simply encodes the data making it 
difficult for the layman to understand, Steganography deals with hiding data 
within another data making them unaware of it. Both concepts ensure data 
security but in different forms. These two approaches when unified provide 
much better security to the data than that provided by either of encryption or 
Steganography. 

This paper proposes such a new unified approach for Secured Text 
Transmission using Dual Phase Message Morphing (DPMMA) algorithm, 
which encrypts and conceals data in two consecutive stages to provide better 
security to the data.  This algorithm is a simple unified approach of encryption 
and Steganography which employs two newly proposed techniques for 
encryption and Steganography to provide better security for the data. 

As the name suggests it works in two consecutive phases. In the first phase 
encryption is performed and in the second phase the encrypted message is 
concealed within another text. The result of these two phases produces a 
morphed text which does not resemble the original message. 

Keywords: E-Message, Message, Cover Message, Sequence, Label, 
Encryption, Text Steganography. 

1   Introduction 

The advent of internet has benefited the human life up to a greatest extent by 
connecting the entire globe on a single medium. E-mails, chat rooms, social 
networking sites, data sharing etc all these features catalyzed the widespread of 
internet. Many attackers try to intrude into the network and capture the data being 
transmitted. Thus providing security to data being transmitted has turned out to be a 

2



846 M. James Stephen et al. 

crucial task during communications. The best opted methods for secret 
communications are Data Encryption and Steganography. Steganography is the art 
and science of hidden writing. While an encryption program protects your message 
from being read by those not in possessions of the key, sometimes you wish to 
obscure the very fact you're sending an encrypted message at all.  

The comparison of different techniques for communicating in secret can be found 
in [1]. The unified approach of the above two techniques will provide a better 
security. Several existing Steganography methods can encrypt data before hiding it in 
the chosen medium [2]. But all these methods use image as their cover data, where as 
the present method employees text as the cover data.   

2   Why Text Steganography? 

Text Steganography deals with hiding information in simple text data but not digital 
data. It is relatively easy method to hide data and makes the process of breaking the 
hidden message difficult unless technique used is known. The comparison of various 
forms of Steganography is as shown in the Table 2 [3].              

Table 1. Comparision of Various Forms of Steganography 

Steganography 
Techniques Medium Embedding Technique 

Steganography 
Using Text Text files To embed information we need  to simply  

alter the text to a suitable form. 

Steganography 
Using Audio 

 
MP3 files Encode data as a binary sequence which 

sounds like noise 

Steganography 
Using Image 

Image files It works by altering the bit configurations  
or wavelets. 

Steganography 
Using Video Video files A combination of sound and image  

techniques can be used. 

 
From the above table we can see that text Steganography is the simplest form of 

Steganography. The best thing about this text Steganography is that the hidden 
information cannot be extracted unless the mode of embedding is known.  

There are number of techniques existing techniques for text Steganography [4] like 
‘Steganography of Information in Random Character and Word Sequences’ , 
‘Steganography of Information in Specific Characters in Words’ ,’Creating  
Spam Texts’, ‘Line Shifting’, ‘Word Shifting’ , ‘Syntactic Methods’ , ‘Semantic 
Methods’, ‘Feature Coding’, ’Abbreviation’, ‘Open Spaces’, ‘Persian/Arabic Text 
Steganography’ 

Rather than placing the alphabet in particular positions, it would be a better idea to 
place the characters at desired random positions making it difficult for the attacker to 
break the hidden message.  Hence the message is secured. What if the message is 
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encrypted before placing it in random positions? Then the message becomes doubly 
secured. This particular point works as the basic principle for our suggested DPMMA 
algorithm. 

3   Proposed Work 

Here we present a new method for text Steganography using DPMMA (Dual Phase 
Message Morphing Algorithm).This algorithm is a simple unified approach which 
employs two newly proposed techniques for encryption and Steganography to provide 
better security for the data.  

 

Fig. 1. Structure of  DPMMA 

As the name suggests it works in two consecutive phases. In the first phase 
encryption is performed and in the second phase the encrypted message is concealed 
within another text. The result of these two phases produces a morphed text which 
doesn’t resemble the original message.   

3.1   First Phase of DPMMA 

The first stage performs encryption. The original text (Message) is encrypted to 
produce the cipher text (E -Message). Encryption is the method of changing the text 
from its original form to another form that cannot be easily understood. Substitution 
techniques are the simplest encryption techniques. In this algorithm a new substitution 
technique named CTE (Cyril Text Encryption) is introduced. 

 

 
Fig. 2. First phase of DPMMA 
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EncryptedText 
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CTE is a substitution technique based on a table called Cyril Tab. This table is 
generated based on a Russian font called Cyrillic font. The character in the original 
text  ( Message ) get substituted by another character depending on the table thus 
producing the encrypted text ( E-Message ).  

Table 2. CYRIL TAB 

a b c d E f g h i J k l m 

f u c t Y a n p i O z d b 

n o p q R s t u v W x y z 

m w x q K g e s v J l h r 

 
Special characters and numeric data if used in message are not encrypted but 

remain the same in e-message also. Based on the above table the substitution is 
performed and the E-Message is now passed to next phase to create Cover message. 

Algorithm for Encryption Using Cyril Tab. 

a : message 
e : e-message 
start  cte ( a ) 
for each character a[i] do 
encrypt a[i] using cyril tab 
end for 
return e 
end  cte 

Fig. 3. Pseudo code of CTE technique 

3.2   Second Phase 

Johnson and Katzenbeisser grouped steganographic techniques into six categories 
depending on how the algorithm encodes information in the cover object. They are: 
substitution systems, transform domain techniques, spread spectrum techniques, 
statistical methods, distortion techniques, and cover generation methods[5]. Cover 
generation techniques are most unique of these six types. A cover generation method 
actually creates a cover for the sole purpose of hiding information. 

This phase deals with concealing the E-Message generated from the first phase. To 
conceal the E-Message we generate another text called the Text Passage using ETC 
(Encrypted Text Conceal) technique which is a new cover generation steganography 
technique. This technique involves two important features, one is Text Passage and 
the other is Label which will be seen later. 
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Fig. 4. Second phase of DPMMA 

To generate the Text Passage from the E-Message certain rules are defined called as 
PC (Passage Creation) Rules. 

Rule 1: Each alphabet in the E-Message word should correspond to each word in              
the Text Passage. 
Rule 2: Each word in the E-Message should correspond to each sentence in the              
Text Passage.  
Rule 3: Every alphabet in the E- Message can be placed in any desired position              
(between 1 to 9) in the words in the Text Passage.          
Rule 4: Every sentence in the text passage should end with Full stop and unwanted              
spaces should be avoided. 

Algorithm for labeling the cover message 
e : e-message  
p : text passage 
s: sequence 
start etc( e , p) 
w=split p to array of strings; 
for each e[i]  do 
    s[i]=index of e[i] in s[i] 
end for 
label=loctechnique( s[i] ) 
add  label to p 
end etc 

Fig. 5. ETC technique 

Based on the above rules the text passage is generated. It is made clear that every  
word in the passage contributes to the hidden message. At this point it is understood 
that hidden message is embedded within the passage at random positions   ( between 1 
to 9 ) as desired by the user. The positions at which the data in the E-Message is 
placed, when combined together produce a Sequence. This sequence is actually 
generated from the E-Message and the Text Passage. Sequence plays the key role in 
extracting the hidden data from the passage. Hence this sequence also needs to be 
secured.     

E-MSG 

Sequence LABEL 

COVER MSG 

PC Rules

LOC
Technique

Text Passage 
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Fig. 6. PC Rules 

(Long Octal conversions) technique. This technique is an encryption technique 
used for the encryption of numeric data. In this technique the sequence is initially 
converted to a set of long numbers which are then converted to their corresponding 
octal strings and finally then concatenated to produce a string called Label.    

 

  

Fig. 7. LOC Technique 

This Label is then appended at the end of the text passage to create the cover data 
(Cover Message) which can then be sent to the required person. This Label concept is 
analogous to digital signature but method of computation is totally different. This 
completes the generation of cover message using ETC technique. Now this cover 
message which is the required cover data can be used for secret communications.  

  Sequence LABEL 

Long 1 

Long 2 

Long 3 

Long 4 

Octal 1 

Octal 2 

Octal 3 

Octal 4 
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Algorithm for LOC technique 
start loctechnique(  s ) 
initialize k=i+19 and label,octal as null; 
for each i less than equal to s.length do 
l[j]=convert s[i] to s[k] as long and adjust I,j,k  
end for   
for each l[i] do 
    o[i]=octal string of l[i]  
    octal=add octal and o[i] 
end for 
return octal 
end  loctechnique  

Fig. 8. LOC  technique 

Extracting the data from the cover message can be performed in the reverse 
process of the employed techniques. The label is first extracted from the cover 
message and then it is decrypted to produce the sequence. The sequence is then used 
to extract characters from the passage. The extracted data when decrypted  produce 
the original hidden message. 

Algorithm for Extraction of Data from cover message 
start extract ( p, s ) 
l=label,o= octal strings 
for each i less than equal to o.length do 
l[i]=convert o[i] to its equivalent long  
end for 
for each j less than l.length 
s[k]=convert l[i] to set of integers 
end for 
w=split p to array of strings; 
for each s[i]  do 
    a[i]=character at s[i] in w[i] 
end for 
decrypt a[i] using cyril tab 
 end extract 

Fig. 9. Pseudo code of extraction 

4   Results 

As discussed the algorithm works in two consecutive stages. The first stage performs 
encryption to produce encrypted message using CTE technique. The number of 
characters in the message and e-message remain same. So no data loss can occur.  
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The second stage uses cover generation Steganography technique called ETC to 
generate the cover message along with label. Each character in e-message should 
correspond to each word in passage, and label is generated only when the number of 
characters and words match, hence data cannot be lost. 

Our experiments proved that this proposed system is 99 % successful in providing 
better .99.5 % attacks to break the message completely resulted in failure. Since the 
system was developed entirely using Java, it works on any platform that supports 
java. 

5    Conclusion 

Security and privacy issues enhanced the growth of secret communications. Many 
Steganography techniques evolved to transmit hidden messages and at the same time 
lot of analysis works were carried out to detect the presence of hidden messages 
which raised the need for more robust Steganography approaches.  

This paper proposes a robust and secure method of Steganography using DPMMA 
which encrypts and then hides the data. The cover data can be transmitted over mails, 
chats, text files , contents of web pages etc, where mostly text is used. 

6   Future Implementation 

This is a flexible user-friendly application developed to provide robust and secure 
transmissions of hidden data. We look forward to add a word suggestion algorithm to 
make it much more user friendly. Because of it flexibility and efficiency it can be 
added as a feature in mail systems or as an add-on on the web browsers. 
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Abstract. Human fingerprints are rich in details called minutiae, which can be 
used as identification marks for fingerprint verification. Minutiae are the two 
most prominent and well-accepted classes of fingerprint features arising from 
local ridge discontinuities: ridge endings and ridge bifurcations. In today’s 
world minutia matching is most popular and modern technology for fingerprint 
matching. .If there is enough minutia point in one fingerprint image that are 
corresponding to other fingerprint image, then it is most likely that both images 
are from the same finger print. In this paper, we proposed a complete system for 
minutiae extraction and removing the false minutiae from the extracted ones. 

The main objective of this paper is developing a new idea for extracting 
minutiae points and removing the false minutiae by implementing some fuzzy 
rules. It comprises of various steps. It begins with the acquisition of the 
fingerprint image.  This is followed by binarization ie, converting the gray 
image to binary image and then thinning ie, making the ridges just one pixel 
wide. Finally the minutiae points are extracted based on Tico and 
Kuosmanen[1] and the Crossing Number(CN) method. Then, among the 
extracted minutiae, false minutiae are removed with fuzzy rules. Thus our 
system could be a better pre-processing technique for authentication. 

Keywords: Fingerprint, Minutiae, Ridge, Bifurcation, Binarization, Thinning, 
False minutiae. 

1   Introduction 

The recent advances of information technologies and the increasing requirements for 
security have led to a rapid development of automatic personal identification systems 
based on biometrics. Biometrics [4, 5] refers to accurately identifying an individual 
based on his or her distinctive  physiological (e.g., fingerprints, face, retina, iris) or 
behavioral (e.g., gait, signature) characteristics.  

A fingerprint is the pattern of ridges and valleys on the surface of a fingertip. A 
total of eight different types of local ridge/valley descriptions have been identified [2]. 

2
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Instead, in accordance with the representation of fingerprints in the U.S. Federal 
Bureau of Investigation (FBI) [3], ridge endings and bifurcations, called minutiae, are 
taken as the distinctive features of the fingerprints. 

 

Fig. 1. Ridge endings and bifurcations 

The method that is selected for fingerprint matching was first discovered by Sir 
Francis Galton. In 1888 he observed that fingerprints are rich in details also called 
minutiae in form of discontinuities in ridges. He also noticed that position of those 
minutiae doesn’t change over the time. Therefore minutiae matching are a good way 
to establish if two fingerprints are from the same person or not.              

Quality of fingerprints can significantly vary, mainly due to skin condition and 
pressure made by contact of fingertip on sensing device.�This problem can be handled 
by applying an enhancing algorithm that is able to separate and highlight the ridges 
from background; this type of enhancing is also called binarization. 

A more effective and faster minutiae extraction realization can be achieved by 
minimizing data that represents minutiae without corrupting it. Since minutiae are 
determined only by discontinuities in ridges, they are totally independent of ridges 
thickness. Thinning of the ridges to only 1-pixel wide lines also called skeletons, not 
only preserves minutiae but it does it with minimum possible data usage. The thinning 
method is often called skeletonization. 

Most of the finger-scan technologies are based on Minutiae. Minutia based 
techniques represent the fingerprint by its local features, like terminations and 
bifurcations. This approach has been intensively studied, also is the backbone of the 
current available fingerprint recognition products [6].  

Once the minutiae points are extracted from the thinned image, then the system 
proceeds to further task of removing the false minutiae. In the process of thinning, 
some points appear to be minutiae which actually are not. These false minutiae have 
to be removed. This is done by implementing some fuzzy rules and the actual 
minutiae points of the image could be stored. 
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2   Existing System 

In the existing system of extracting the minutiae, the following are the various steps 
involved:  

Step 1: Image Acquisition 

The first step is acquiring the fingerprint image. This could be done in two ways 
online and offline. The former one is referred as “live-scan” image where as the latter 
is referred as “inked” fingerprint. 

In the online process of acquiring the image, the fingerprint image is obtained 
instantly through a scanner and the operations are performed on that image. 

 

Fig. 2. Fingerprint 

In the other case, the stored images are acquired through various sources and the 
operations are performed on them. 

Step 2: Image Binarization 

Binarization is the process of converting gray image to binary image. The process of 
extraction of the minutiae is done on the binary image only. In this, there are only two 
levels of interest 0 for black level and 1 for white level. Once the operation is 
performed, ridges are highlighted with black color and valleys with white color.  

 

Fig. 3. Binarised image 
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This process involves examining the grey level value of each pixel in the image 
and if the value is greater than the threshold, then the pixel value is set to a binary 
value of 1 or else 0.Finally, the outcome is a binary image containing two levels of 
information, the foreground ridges and background valleys.  

A locally adaptive Binarization method is performed to binarize the fingerprint 
image. Such a named method comes from the mechanism of transforming a pixel 
value to 1 if the value is larger than the mean intensity value of the current block 
(16x16) to which the pixel belongs.  

Step 3: Image Thinning 

Skeletonization is a process mostly used on binarized images by thinning a certain 
pattern shape until it is represented by 1-pixel wide lines, the so called skeleton of                
that pattern. 

 

Fig. 4. Thinned image 

Since minutiae are determined only by discontinuities in ridges, they are totally 
independent of ridges thickness. By finding the skeleton of the binarized fingerprint 
image through thinning of the ridges to only one pixel wide lines, the minutiae are 
preserved with minimum possible data. This decimation of data offers more effective 
minutia extraction realization. 

Thinning is the morphological process to remove the foreground pixel until they 
are one pixel wide. So in the first step morphological process apply to reduce the 
width of the ridge. There are two main morphological processes which are Erosion 
and Dilation. The former refers to thinning an object and the latter refers to the vice-
versa. A thinning algorithm proposed by Guo and Hall is implemented[7].  

Step 4: Minutiae extraction 

Extraction minutiae point and their location is an important step of the process. There 
are many algorithms have been developed for minutiae point extraction. An algorithm 
based on Tico and Kuosmanen method [1] and Crossing Number (CN) methods is 
used for extract minutia points. This method extracts the ridge endings and 
bifurcations from the skeleton image by examining the local neighborhood of each 
ridge pixel using a 3x3 window. The CN for a ridge pixel P is given by [8] 

 (1) 

Where Pi is the pixel value in the neighborhood of P. For a pixel P, its eight 
neighboring pixels are scanned in an anti-clockwise direction 
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After the CN for a ridge pixel has been computed, the pixel can then be classified 
according to the property of its CN value. 

─ If value of CN is one, then the central pixel is termination. 
─ If value of CN is two then the central pixel is usual pixel. 
─ If value of CN is three then the central pixel is bifurcation. 

To find termination, first divided image into a image M of size WXW, then label 1 to 
all pixels in image M (3X3 image) which are eight connected with the termination 
point. After this step we count in clockwise direction, the number of 0 to 1 transition 
along to border. If the value of transition is equal to 1 then this minutia point will be 
consider as termination. 

 

Fig. 5. CN=1 (Termination) 

To find bifurcation first we examine the eight neighborhood pixels surrounding the 
bifurcation point in clockwise direction. Now label 1, 2 and 3 to the pixels that are 
connected to bifurcation point. After that, label to rest of ridge pixel that is connected 
to these three pixels, this labeling is similar to termination labeling.  

 

Fig. 6. CN=2 (Bifurcation) 
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After labeling we count in clockwise the no of 0 and 1, 0 to 2 and 0 to 3 transition 
along to the border of image. If the value of transition is equal to 1 then minutia point 
will be considered as bifurcation point. 

 

Fig. 7. Termination and Bifurcation 

3   Proposed System 

The proposed system is a step ahead of the existing system. Along with the various 
steps involved in the current system of extracting minutiae, another step of removing 
the false minutiae is added to the system for increasing the accuracy. Hence, the 
following are the various steps involved in our proposed system: 

Step 1: Image Acquisition 
Step 2: Image Binarization 
Step 3: Image Thinning 
Step 4: Minutiae extraction                             
Step 5: Removal of the false minutiae 
Step 6: Exporting the minutiae to a text file 

In order to find spurious point a new algorithm is proposed that is based on some 
fuzzy rules. This algorithm tests the validity of each minutiae point in thinned image 
and examines the local neighborhood around the point. The first step in this algorithm 
is to find the distance between termination and bifurcation. We have used Euclidian 
method to find distance [9]. After finding distance, we will use some rules to remove 
these false minutia points.  

The proposed fuzzy rules are as follows: 

Rule1: If the distance between termination and bifurcation is less than D, 
then remove this minutia. 
Rule 2: If the distance between two bifurcations is less than D, then remove 
this minutia. 
Rule 3: If the distance between two terminations is less than D, then remove 
this minutia. 

After extraction of minutia, find location of these minutiae points. For finding 
minutiae points’ location, the following three points have been obtained 
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─ X and Y coordinates 
─ Orientation angle between these coordinates 
─ Type of minutiae (ridge ending or bifurcation) 

Step 6: Exporting the minutiae to a text file 

Once the false minutiae are removed, the minutiae points are exported to a text file in 
the workspace. The number of terminations and bifurcations could be compared in the 
cases of removing the false minutiae with the prior ones of non-removed ones so as to 
check the accuracy of the system in removing the false minutiae. 

4   Experimental Results 

Our system implemented the above mentioned steps in MATLAB 7.0 and obtained 
better results than the existing systems of extracting the minutiae. An offline image 
(FP img.1) is acquired from the workspace. Then the binarized and thinned images 
are obtained for this image. 

 

                                    

                            Fig. 8. Binarized image                     Fig. 9. Thinned image 

From the thinned image, minutiae points are extracted with the Crossing Number 
approach. 
  

                                            

                 Fig. 10. Minutiae extraction           Fig. 11. Removal of false minutiae 
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The result is: 

─ No. Of Terminations:  234 
─ No. Of Bifurcations:   150 

Now, the false minutiae are removed using the fuzzy rules. 
The result after applying the Fuzzy rules is: 

─ No. Of Terminations: 124 
─ No. Of Bifurcations:    66 

Thus, it could be observed that, there would be some false minutiae in the thinned 
image which appear to be minutiae which are actually not and these false minutiae 
have to be removed for the accuracy of further proceedings. 

5   Conclusion and Future Scope 

In the existing system, once the minutiae are extracted, they are sent for further 
proceedings like authentication or matching. This reduces the accuracy and efficiency 
of the system. But, in our system, false minutiae are removed and then it is processed 
for further proceedings. This increases the perfection of the system with accuracy. 

Based on this system, authentication system could be developed in future with a 
better performance rate.                
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Abstract. The main purpose of this paper is to find the optimal location of 
FACTS controllers in a multi machine power system using enhanced genetic 
algorithm (EGA) and particle swarm optimization (PSO). Using the 
proposed method, the location of FACTS controller, their type and rated values 
are optimized simultaneously. Among the various FACTS controllers, Thyristor 
Controlled Series Compensator (TCSC) and Unified Power Flow Controller 
(UPFC) are considered. The proposed algorithms are an effective method for 
finding the optimal choice and location of FACTS controller and also 
minimizing the overall system cost, which comprises of generation cost and the 
investment cost of the FACTS controller using PSO and conventional Newton 
Raphson’s power flow method. A MATLAB coding is developed for Enhanced 
Genetic Algorithm. In order to verify the effectiveness of the proposed method, 
IEEE 14- bus system is used. The result obtained in both the algorithm’s are 
compared. 

Keywords: Optimal Power Flow (OPF), Flexible AC Transmission System 
(FACTS), Particle swarm optimization(PSO), Newton Raphson’s (NR) power 
flow. 

1   Introduction 

In present days with the improvement of the deregulation of electricity market, the 
traditional practices of power flow in the power system has also been completely 
changed. To have a better power flow and to have a maximum utilization of the 
existing power system resources and to increase the power flow in the power system. 
This can be done by installing a FACTS controller. The placement of the FACTS 
controller is done on the basses of the economic cost of both the generation and the 
FACTS controller that is used which becomes essential. 

2
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The various parameters considered that are to be controlled by the FACTS 
controller are transmission line impedances, terminal voltages and angle of the 
terminal voltage can be controlled by FACTS controllers in an more efficient way. 
The improvements that have been made in the power system network when the 
FACTS controllers are included are improvement of steady state in the power flow, 
system dynamic behavior and enhancement of system reliability. However the other 
factors that are to be included in the selection of the FACTS controller in the power 
system are its voltage limits, thermal limits, loop flow, short circuit level and main 
factor is the sub-synchronous resonance. 

The objective of this work is to compare the two algorithms and find the real 
power allocation of generators and to choose the type and find the optimal and best 
location for the FACTS controllers such that overall system cost which includes the 
generation cost of power plants and investment cost of FACTS are minimized. The 
algorithm used are enhanced Genetic Algorithm (EGA) and particle swarm 
optimization (PSO) to find the type of the controller to be connected and conventional 
NR power flow analysis to find the optimal location of the devices and its rating.  

2   Controller Selection 

The selection of the controller is based on the dynamic and steady state stability of the 
system. The various problems in the dynamic stability are transient stability, 
dampening, post contingency and voltage stability and the problems in the steady 
state stability are voltage limits, thermal limits loop flow, short circuit level and sub-
synchronous resonance. For these problems the devices that can be used in all the 
above mentioned problems are the Thyristor Controlled Series Compensator (TCSC) 
and Unified Power Flow Controller (UPFC). Another advantage of these controllers is 
that they have the ability to inject or to observes reactive power and also enhance the 
power factor in the high voltage transmission line. 

3   Cost Functions 

As the objective of this paper is to find simultaneously the optimal generation and 
optimal choice and location of FACTS controllers so as to minimize the overall cost 
function, which comprises of generation cost and investment costs of FACTS 
controllers. 

3.1   Generation Cost Function 

The generation cost function is represented by a quadratic polynomial as follows: 
 

C2 (PG) = α0+α1PG+α2PG2                   (1) 
 

Where PG is the output of the generator (MW), and α0, α1 and α2 are cost coefficients. 
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3.2   Facts Controller Cost Function 

Based the Siemens AG Database the cost function for the controller that has been 
selected to use are as follows: 

 
  The cost function for UPFC is: 

C1UPFC = 0.0003s2 – 0.2691s + 188.22 (US$ / kvar)    (2) 
 

The cost function for TCSC is: 

C1TCSC = 0.0015s2 – 0.7130s + 153.75 (US$ / kVar)    (3) 
 

The rating of the device is given by 

RTCSC = rf * 0.45 – 0.25 (Mvar)      (4) 
RUPFC = rf * 180 (MVar)       (5) 

 
Where C1UPFC and C1TCSC are in US$ / kVar and s is the operating of the FACTS 
controller in MVar. rf is the rated value of each devices. s is the operating range of the 
FACTS controllers in kVar. 

4   Enhanced Genetic Algorithm 

In the EGA, the application of the basic genetic operators (parent selection, crossover, 
and mutation) the advanced and problem-specific operators are applied to produce the 
new generation. All chromosomes in the initial population are created at random 
(every bit in the chromosome has equal probability of being switched ON or OFF). 

Due to the decoding process selection, the corresponding control variables of the 
initial population satisfy their upper–lower bound or discrete value constraints. 
Population statistics are then used to adaptively change the crossover and mutation 
probabilities. If premature convergence is detected the mutation probability is 
increased and the crossover probability is decreased. The contrary happens in the case 
of high population diversity. 

4.1   Fitness Function 

GAs is usually designed so as to maximize the FF, which is a measure of the quality 
of each candidate solution. The objective of the OPF problem is to minimize the total 
operating cost. 

Therefore, a transformation is needed to convert the cost objective of the OPF 
problem to an appropriate FF to be maximized by the GA. The OPF functional 
operating constraints are included in the GA solution by augmenting the GA FF by 
appropriate penalty terms for each violated functional constraint. Constraints on the 
control variables are automatically satisfied by the selected GA encoding/decoding 
scheme. 

Therefore, the GA FF is formed as follows: = ∑ ( )  ∑ ·    (6) 
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= ( , )| · ( , )     (7) 

Where 

FF        fitness function; 
A          constant; 
Fi(PGi) fuel cost of unit i 
H(.)       Heaviside (step) function; 
NG        number of units; 
Nc         number of functional operating constraints. 

4.2   Enhanced Genetic Algorithm 

Step1 

Input of the data: vlb, vub, PC, Pm, the function of adaptation and size of the  
     population. 

Where: 
Vlb, Vub : lower and upper bounds. 
Pc, Pm : crossover & mutation probabilities 

Step2 

-To choose arbitrary the initial population. 
-To decode the chains to calculate the value of the function to be optimized. For  

      that, it is enough to inject the values of chains decoded in the function. 

Step 3 

To use the three following operators: 
Reproduction. 
Crossover. 
Mutation. 

Step 4 

Advanced and problem specific operators 
-Hill Climbing 
-Gene swap operator 
-Gene cross-swap operator 
-Gene copy operator 
-Gene Inverse Operator 
-Gene max-min operator 

Step 4 

If the convergence of GAs is reached we print the optimal values and stop; 
    else go to the second step 
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5   Particle Swarm Optimization Algorithm 

PSO is a population-based stochastic optimization technique developed by Dr. 
Eberhart and Dr. Kennedy in 1995, inspired by the social behavior of bird flocking or 
fish schooling. These phenomena can also be observed on insect colonies, e.g. bees. It 
is applicable to solving a number of problems where local methods fail or their usage 
is ineffective, as in this case. One of the most important features of PSO is the ability 
of optimizing large complex multi-criterial combinatorial problems where the 
problem with the design of criterial function occurs, for example, it is hard to derive 
or is not continuous. 

PSO however does not need this as it only requires the evaluation of each solution 
by the fitness function depending on the set of optimized parameters. This function is 
also used by GA and so is the idea of the initialization of parameter setup as a random 
generation. The main advantage of PSO compared to GA is the simpler method of 
providing new solutions based only on two variables - velocity and position related by 
two linear equations. Each possible solution, represented by a particle flies through 
the searched space, which is limited by restrictive maximum and minimum values, 
toward the current optimal position. The particle has its direction and speed of 
movement (velocity) but it can also randomly decide to move to the best position of 
all positions or to its own best position. Each particle holds information about its own 
position (which represents one potential solution), the velocity and the position with 
the best fitness function it ever has flown through. 

5.1   Implementation 

The program was implemented in the Matlab environment. The position here 
represents one potential solution, the velocity shows the trend of this particle, and 
both parameters are represented by a vector in the program implementation. The 
particles were coded by natural numbers. The position of each element in the vector 
space represents the number of the node in which a shunt capacitor should be placed 
whose value designates the capacitor type. The whole set of particles at a time is 
called the population. The subset made of newly born particles is called the 
generation. 

The first generation of particles is produced with random position and velocity. 
Particle velocity is checked whether it is within the limits. The top speed can be 
different for each unit of velocity vector. If the velocity component exceeds the 
maximum allowed value, then it is set to the top value. After this correction, the 
solution is evaluated by the fitness function. The fitness function plays a key role in 
the program; therefore it is necessary to describe it in more details. 

5.2   Fitness and Penalization Functions 

The fitness function evaluates the quality of solutions and it incorporates numerous 
parameters, such as the capital cost of capacitors, expenses covering the power losses 
in the network per year, and function γ. The power losses are calculated by steady 
state analysis of the network. The output of the fitness function is total yearly 
operational costs of the network. The lower the fitness function value, the better the 
solution. The fitness function is calculated by the following equation: 
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= ∑ ( )  ∑ ·     (8) 

Where 

FF        fitness function; 
A          constant; 
Fi(PGi) fuel cost of unit i 
H(.)       Heaviside (step) function; 
NG        number of units; 
Nc         number of functional operating constraints. = ( , )| · ( , )    (9) 

5.3   PSO Algorithm Flow Sequence 

Algorithm PSO 
Begin  

Generate random population of N solutions(particles);  
For each individual  I ε N calculate fitness ( i );  
Initialize the value of the weight factor ω;  
For each particle;  

Set pBest as the best position of particle i;  
If fitness (i) is better than pBest;  
pBest(i)=fitness (i);  

End;  
Set gBest as the best fitness of all particles;  
For each particle;  

Calculate particle velocity according to Eq. (6a);  
Update particle position according to Eq. (6b);  

End;  
Update the value of the weight factor ω (option);  
Check if termination=true;  

End 

6   Test Results 

A MATLAB coding is developed for particle swarm optimization. In order to verify 
the effectiveness of the proposed method IEEE 14 bus system is used. Different 
operating conditions are considered for finding the optimal choice and location of 
FACTS controllers. 

The total population size is selected as 150, the mutation probability as 0.01 and 
crossover probability as 1.0. The following tabulation table 3 is the result obtained 
when the PSO coding was tested for the IEEE 14 bus system. 

From the tabulation it is found that the bus number 4 and 6 are repeated twice and 
more times. After careful study from the tabulation it is said to connect UPFC on the 
bus number 6 connecting to line number 10 and line number 11 with a rating of 0.2pu 
to 0.5pu. 
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Table 1. PSO Simulation Result Obtained  

S.I 
No. 

Pg1 Pg2 Pg3 Loss 
Optimal  

Device 
Location 
(Ns –Nr) 

Rating 

1 141.88 75.96 55.35 14.20 TCSC 11(6-11) 0.3713 
2 153.69 63.50 56.27 14.42 UPFC 9(4-9) -0.888 
3 146.98 70.42 55.95 14.35 UPFC 10(5-6) 0.3279 
4 151.75 65.97 55.56 14.30 UPFC 9(4-9) -0.749 

 
As the EGA has the ability to multiple combination of the selection of the 

controller each time it is simulated, hence it  does not have a constant selection of the 
controller there will be a continuous change in the location, rating of the controller 
and the line to which it has to be connected in the power system network. The 
following table 4 shows the result which were obtained when the Enhanced Genetic 
coding where run. 

Table 2. Shows the Results of Enhanced Genetic Algorithm Simulation Obtained 

S.I 
No. 

Pg1 Pg2 Pg3 Loss 
Optimal  

Device 
Location 
(Ns –Nr) 

Rating 

1 157.33 55.03 63.35 16.73 TCSC 9(4-9) -0.977 
2 118.62 82.39 77.89 19.91 UPFC 17(9-14) -0.682 
3 157.33 55.04 63.35 16.73 TCSC 9(4-9) -0.976 
4 95.94 141.63 31.78 10.37 UPFC 5(2-5) -0.352 

 
From the above tabulation it is found that the number of times the bus number 9 and 

bus number 4 repeated is four times. Hence it is desired to connect TCSC on line number 
9 connecting the bus number 4 to bus number 9 with a rating range of 1pu to -1pu. 

Hence from the table 1 and table 2 it is evident that the location of the device, type 
of the devices and the rating of the devices keeps on changing continuously each time 
the load flow program is simulated.  

7   Conclusions 

Based on the results obtained by the simulation of Enhanced Genetic Algorithm it’s 
found that the use of TCSC with a rating of 1.0pu to -1.0pu at the line number 9 
connecting bus number 4 to bus number 9 will give an optimum power flow solution. 
As, in the case of Particle Swarm Optimization algorithm it’s found to use UPFC with 
a rating of 0.2pu to 0.5pu on bus number 6 connecting between the line number 10 
and line number 11 which will give an optimum power flow solution. 

Based on the cost effect it is ideal to use UPFC of the operating range -1pu to 1pu 
at bus number 6 connecting the line number 10 and line number 11. 
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Abstract. Data uncertainty is common in real-world applications due to various 
causes, including imprecise measurement, network latency, out-dated sources 
and sampling errors. As a result there is a need for tools and techniques for 
mining and managing uncertain data. In this paper proposes a Rough Set 
method for handling data uncertainty. Rough set is a mathematical theory for 
dealing with uncertainty. Uncertainty  implies inconsistencies, which are taken 
into account, so that the  produced  are  categorized  into  certain  and possible  
with  the  help  of  rough  set  theory Experimental results show that proposed 
model exhibits reasonable accuracy performance in classification on uncertain 
data.  

1   Introduction 

Data mining and knowledge discovery techniques are widely used in various 
applications in business, government, and science. Examples include banking, 
bioinformatics, environmental modeling, epidemiology, finance, marketing, medical 
diagnosis, and meteorological data analysis [1] [2] [3]. Data is often associated with 
uncertainty because of measurement inaccuracy, sampling discrepancy, outdated data 
sources, or other errors. [1][2] Uncertainty can be caused by our limited perception or 
understanding of reality (e.g., limitations of the observation equipment; limited 
resources to collect, store, transform, analyze, or understand data). It can also be 
inherent in nature (e.g., due to prejudice). Moreover, sensors (e.g., acoustic, chemical, 
electromagnetic, mechanical, optical radiation and thermal sensors) are often used to 
collect data in applications such as environment surveillance, security, and 
manufacturing systems. Data uncertainty can be categorized into two types, namely 
existential uncertainty and. value uncertainty [2] [3]. In the first type it is uncertain 
whether the object or data tuple exists or not. For example, a tuple in a relational 
database could be associated with a probability value that indicates the confidence of 
its presence. In value uncertainty, a data item is modelled as a closed region which 
bounds its possible values, together with a probability density function of its value. 
All these scenarios lead to huge amounts of uncertain data in various real-life 
situations. 

2
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2   Research Background 

2.1   Rough Set Concepts 

Rough set theory can be viewed as a specific implementation of Frege’s idea of 
uncertainty [8] i.e., imprecision in this approach is expressed by a boundary region of 
a set, and not by a partial membership, like in fuzzy set theory. Rough set concept can 
be defined quite generally by means of topological operations, interior and closure, 
called approximations. Let us describe this problem more precisely. Suppose we are 
given a set of objects U called the universe and an indiscernibility relation R ⊆ U × U, 
representing our lack of knowledge about elements of U. For the sake of simplicity 
we assume that R is an equivalence relation. Let X be a subset of U. We want to 
characterize the set X with respect to R. To this end we will need the basic concepts of 
rough set theory given below [9][10]. 

• The lower approximation of a set X with respect to R is the set of all objects, 
which can be for certain classified as X with respect to R (are certainly X 
with respect to R). 

• The upper approximation of a set X with respect to R is the set of all objects 
which can be possibly classified as X with respect to R (are possibly X in 
view of R). 

• The boundary region of a set X with respect to R is the set of all objects, 
which can be classified neither as X nor as not-X with respect to R. 

Now we are ready to give the definition of rough sets. 

• Set X is crisp (exact with respect to R), if the boundary region of X is empty. 

• Set X is rough (inexact with respect to R), if the boundary region of X is 
nonempty. 

• Formal definitions of approximations and the boundary region are as follows: 
R-lower approximation of X 

( ) ( ) ( ){ }:
U

R x R x R x X
x

= ⊆
∈
∪  (1)

• R-upper approximation of X 

( ) ( ) ( ){ }:
U

R x R x R x X
x

= ∩ ≠ ∅
∈
∪  (2)

• R-boundary region of X 

( ) ( ) ( )RN X R X R XR = −  (3)
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Fig. 1. Representation of the data partitioning for a subset X 

2.2   Indiscernibility and Approximation 

An information system is a data table containing rows labeled by objects of interest, 
columns labeled by attributes and entries of the table are attribute values. For 
example, a data table can describe a set of patients in a hospital. The patients can be 
characterized by some attributes, like age, sex, blood pressure, body temperature, etc. 
With every attribute a set of its values is associated, e.g., values of the attribute age 
can be young, middle, and old. Attribute values can be also numerical. In data 
analysis the basic problem we are interested in is to find patterns in data, i.e., to find a 
relationship between some set of attributes, e.g., we might be interested whether 
blood pressure depends on age and sex. 

Central to RST is the concept of indiscernibility. Let ( , )I U A=  be an information 

system, where U is a non-empty set of finite objects (the universe of discourse) and A 

is a non-empty finite set of attributes such that : Ua Va→ for every Aa ∈ . Va is the 

set of values that attribute a may take. For any AP ⊆ , there is an associated 

equivalence relation ( )IND P . 

                         2( ) {( , ) U | , ( ) ( )IND P x y a P a x a y= ∈ ∀ ∈ =                          (4) 

The partition of U, generated by IND(P), is denoted by U/ ( )IND P  and can be 

defined as follows: 

                                    U/ ( ) { : U/ ({ })}IND P a P IND a= ⊗ ∈                                 (5) 

where 

                           }U/ ({ }) {{ | ( ) , U} | aIND a x a x b x b V= = ∈ ∈
  

                    (6) 

and 

                              { : , , }A B X Y X A Y B X Y θ⊗ = ∀ ∈ ∀ ∈ ≠∩ ∩                      (7) 

If ( , ) ( )x y IND P∈ , then x and y are indiscernible by attributes from P. The 

equivalence classes of the P-indiscernibility relation are denoted by [ ]Px [15] 
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Table 1. Information Table 

     
ID       Temp      BP Class HP 

 

A N L N { }( )
( )

Normal NTemp
High H

∈   

( )
( )

( )

Low L

BP Medium M
High H

∈
  
 
  

 

{ }( )( )
( )

No NHP Class
Yes Y

∈  

B N L N 

C N M Y 

D H M N 

E H H Y 

F H H Y 

G H H N 

 
Equivalence relations induce a partition of the elements, i.e. a set of equivalence 

classes. For example, consider the relation R on the objects (identified by their ids in 
the table), defined as follows: (x,y) in R if and only if x and y have the same value for 
Temp. This induces the partition: {ABC},{DEFG}, since ABC all have value N and 
DEFG all have value H for temperature. We denote the partition of the objects based 
on temperature or induced by Temp, using the notation: 

{ }{ }TempR ABC DEFG
N H

=  

Similarly the partition induced by BP is given as follows: 

{ }{ }{ }BP
L M H

R AB CD EFG=  

It is possible to create a partition induced by more than one attribute. For example the 
partition induced by both Temp and BP (i.e., the relation R is that objects x and y have 
the same class if they have the same values for both Temp and BP), is given as follows 

{ }{ }{ }{ }Temp BP
NL NM HM HH

R AB C D EFG
 =  
 ∩  

We then label each partition by the values from the two attributes, for instance {AB} 
with label NL means, both A and B, have value N for Temp and L for BP.  

3   Related Work 

Let us consider the data table which is uncertain in nature: 

Table 2. Information Table 

     ID       BP      Temp Class HP 
A L ? N 

B ? H N 

C H H Y 

D H ? Y 
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The Table.2 consists of some missing values this can be avoided by using different 
approaches 

• Ignoring examples with unknown values of attributes [16], 
• Assuming additional special value for an unknown value of attributes, 
• Using probability theory.  For example, using relative frequencies of 

known values of a given attribute A for assigning them to unknown values 
[17]. 

3.1   For Missing Value Classification  

The main idea to use of rough set theory is to generate the certain and uncertain rules. 
All results of uncertainty are manifested finally by inconsistent information in the 
decision table. The main idea of the method is to replace each example with an 
unknown value of attribute A by the set of examples, in which attribute A has its every 
possible value.  Thus, if attribute A has an unknown value for example E, and attribute 
A has m possible values, then E will be replaced by  m new examples  E’, E’’,..., E(m). 
[19]. When example E has two unknown values of attributes A and B, and there is m 
possible values of A and n possible values of B, then E will be replaced by m-n 
examples, and so on.  The most obvious rationale of the method is the following: since 
the value of an attribute A for a given example E is unknown, every possible value of A 
is considered, and every such value corresponds to a new example.  On the other hand, 
the fact that attribute  A has an unknown value for example  E, and that E is a member 
of some class C may be interpreted in yet another way: an expert classified E as a 
member of class C not knowing the value of A , i.e., that such a value was not 
necessary for classification.  This implies that it does not matter what a value it was, 
hence, A may assume any value from its domain. 

Let us fill the missing values in Table.2 with all given possibilities. 

Table 3. Information Table 

     ID       Temp      BP Class HP 
A’ L M N 
A” L H N 
B’ L H N 
B’’ H H N 

B’’’ M H N 
C H H Y 

D’ H M Y 
D’’ H H Y 

 
The pairs of examples (B’’, C) and ((B’’, D”) are inconsistent. To avoid this we 

implement the Rough set to resolve these inconsistencies. From Table.4, the partition 
P* is equal to {{A’}, {A’’, B’}, {B’’, C, D’’}, {B’’’}, {D’}}, where P = {BP, Temp}.  
The lower approximation of class {A’, A’’, B’, B’’, B’’’}, corresponding to N value of 
Class HP is {A’, A’’, B’, B’’’}.  Similarly, the lower approximation of the class  
{C, D’, D’’} is {D’}.The upper approximation of the class {A’, A’’, B’, B’’, B’’’} is 
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{A’, A’’, B’, B’’, B’’’, C, D’’}, and the upper approximation of the class {C, D’, D’’} 
is {B’’, C, ’, D’’}.  Thus, for both classes, error ε is the same and equal to 

7 4 4 1
0.375

88

− −= =  

The expression for an error may be interpreted as follows: three examples (B’’, C and 
D’’) out of eight are possibly but not certainly correctly classified. The error would be 
0.375 when all three examples: B’’, C, and D’’ are mistakenly classified, i.e., when 
none of them belong to the corresponding class. To avoid this we will consider two 
tables Table.4 and Table.5 

Table 4. Information Table 

     ID       Temp      BP Class HP 
A’ L M N 
A” L H N 

B’ L H N 
B’’ H H Y 

B’’’ M H N 
C H H Y 

D’ H M Y 

D’’ H H Y 

Table 5. Information Table 

     ID       Temp      BP Class HP 
A’ L M N 
A” L H N 
B’ L H N 

B’’ H H N 

B’’’ M H N 
C H H N 

D’ H M Y 
D’’ H H N 

 
Note that Tables4&5 are consistent.  Thus, from Table 4, rules describing the class 
{A’, A’’, B’, B’’’}, i.e. certain rules for NO value of Class HP, may be induced as 
follows: 

(BP, Low) → (Class HP, NO), 
(BP, Medium) → (Class HP, NO). 

Similarly, from Table 5, the rule for the class {D’}, i.e. a certain rule for Yes value of 
Class HP, is induced: 



 Uncertain Data Classification Using Rough Set Theory 875 

 

(BP, High) ∧ (Temp, Normal) → (Class HP, YES). 

Upper approximations of the classes imply Tables4 and 5 (these tables are the same as 
implied by lower approximations because Class HP has two values).  From Table 5, 
rules for the class {A’, A’’, B’, B’’, B’’’, C, D’’}, i.e., possible rules for NO value of 
Class HP induced: 

(BP, Low) → (Class HP, NO), 
(Temp, High) → (Class HP, NO), 
(BP, Medium) → (Class HP, NO). 

Finally, from Table 5, a rule for the class {B’’, C, D’, D’’}, i.e., a possible rule for 
YES value of Class HP is induced: 

(BP, High) → (Class HP, Yes). 

The certain rules, listed above, are absolutely correct—no error analysis is required. 
The error for the possible rules is always smaller than 37.5%.  The above rules, 
certain and possible, are presented in the minimal discriminate form [18]. 

4   Experiment and Results 

4.1   Data 

The expression patterns of 27 markers were assessed in a series of 261 adenocarcinomas. 
12 markers were scored as either present or absent (+ or -).  The remaining markers 
showed variation in intensity between tumors and were scored as weak, intermediate or 
strong (0, 1, 2 or 3). Furthermore, Undefined indicates cores which are missing and 
therefore cannot be scored. To predict the site of origin using the expression profile of the 
27 candidate markers taken from the secondary tumor. The ROSETTA[20],[21] system is 
a software package for inducing rough-set based rule In addition to the core features 
described there, the system includes a large number of algorithms for discretization, reduct 
computation, and rule pruning and classifier evaluation. 
 

 

Fig. 2. Classification Results 
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Fig. 3. Comparison Figure data adenocarcinomas 

The confusion matrix shows the overall accuracy (i.e. 0.715385), as well as the 
sensitivity and accuracy for each class. For example, the Ov decision class has a 
sensitivity of 0.54 (i.e. of 7+5+1 = 13 objects actually belonging to Ov, 7 was 
correctly classified as Ov: 7/13 = 0.54) and an accuracy of 0.88 (i.e. of 7+1 = 8 
objects predicted to Ov, 7 were actually belonging to this class: 7/8 = 0.88). 

5   Conclusion 

In this paper, we propose very simple method to deal with unknown values of 
attributes: every example with unknown values of attribute A is replaced by the set of 
examples having every possible value for A. This is the most conservative approach 
because an unknown value is replaced by every possible value.  This method 
produces, in general, inconsistent decision tables.  However, the problem of learning 
rules from inconsistent examples may be easily solved using rough set theory.  Thus, 
two different sets of rules are computed: certain and possible. Certain and possible 
rules may be propagated separately during an inference process in an expert system, 
producing thus new certain and possible rules, respectively. Therefore, the inference 
engine of an expert system may be divided into two parallel subsystems, for certain 
and possible rules, in which certain and possible rules are processed separately. We 
plan to explore more classification approaches for various uncertainty models and 
find more efficient training algorithms in the future. 
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Abstract. In the present Web services scenario, user demands are complex 
in nature and cannot be answered by a single Web Service. Composite 
services need to be constructed to fulfill such demand. QoS is an important 
aspect of service composition. The overall QoS of the composite service 
may be decided by the QoS offered by the constituting component services. 
Therefore a complex service should be formed using component services 
with matching QoS values. In this paper, a method has been proposed to 
form complex service sets using component services with matching QoS 
values such that user’s cost requirement is also satisfied. Availability, 
response time and throughput are important QoS parameters. Very few 
number of sets are presented to the user in the form of a list such that the set 
with best QoS appears at the top. The proposed method thus is very useful 
for the user and enables him to avail the complex service with best QoS. 

Keywords: Web Services, Composition, QoS (Quality of Service). 

1   Introduction 

The future perspective of the Internet is being driven by a new concept commonly known 
as Web Services [1]. Web services are applications that can be published, located, and 
invoked across the Internet. These are based on Service Oriented Architecture [2].  

At present, large number of Web Services are present on the World Wide Web. 
Most of these are designed to serve a specific type of business functionality. The 
present needs of business enterprises are very huge in nature and can’t be served by a 
single web service. Therefore, composition of several web services to form a complex 
Web service is required.  

For a complex Web service to perform well, the component services constituting 
them should match well with each other. Different services are offered with different 
values for quality of service parameters by different providers. Some providers offer 
high value for a particular QoS parameter, while some other providers may offer low 
value for the same parameter. The overall QoS of the composite service may be 
decided by the worst QoS value of a constituting component. Availability, response 
time and throughput are important QoS parameters that indicate performance of a 
service and are therefore also important for the service requester. In this paper, an 
approach has been proposed for determining the components that shall constitute a 
composite service with best QoS.  

Rest of the paper is organized as follows: The related work is discussed in section 2. 
The proposed method is presented in section 3. In section 4, testing and results of the 
presented method have been discussed. The paper is concluded in section 5. 
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2   Related Work 

In this section, some contributions by various researchers relevant to this paper are 
discussed. A solution for dynamic web service composition has been discussed by 
Ming et al. in their work [3]. The method corresponds to finding matching services 
from a pool of services. The user’s requirement was broken down into a series of 
abstract web services. By semantic matching among the abstract services, atomic 
services or the other smaller composite services, a web service composition is 
obtained for execution. 

Senkul et al. have proposed a system that can compose web services under the 
user’s constraints on the overall composite service as well as requirements on the 
atomic services [4]. On the basis of the constraints and acceptance levels, a set of 
prioritized feasible plans is generated and ranked. Boumhamdi et al. have proposed 
architecture for dynamic composition of Web services as per user’s requirements and 
availability of resources [5]. This architecture also has the ability to re-configure the 
composite service at runtime in case of some failure. 

Ye et al. have proposed a QoS Broker for discovering Web Services based on QoS 
parameters [6]. Al-Masri et al. developed Web Service Relevancy Function (WsRF) for 
measuring the relevancy ranking of a particular Web service based on client’s 
preferences and QoS metrics [7]. The Ranking function finds the best available Web 
service during service discovery process based on a set of given client QoS preferences. 

3   Proposed Method 

In this section, the proposed method for composing web services based on QoS  
parameters- Availability, Response time and throughput is discussed. In section 3.1, the 
method for calculating the values for these parameters is presented. The algorithm to 
design the composite Web Services with best QoS parameters is presented in section 3.2.  

3.1   Calculation of Values for QoS Parameters 

The QoS requirements for web services mainly refer to the quality aspect of a web service 
with regard to performance, reliability, scalability, capacity, robustness, accuracy, 
integrity, accessibility, availability, response time, throughput, interoperability [8][9][10]. 

In this paper, QoS parameters used for composition of Web Service are 
availability, response time and throughput. The proposed system calculates the values 
for these QoS parameters of each service provider as discussed below.  

Availability. To find the availability of services, system takes endpoint URL of a 
service from the service registry and generates a request for each service. If a reply is 
received from a service in expected time then that service is considered to be 
available. The number of successful invocation and total invocation for that service 
are incremented by 1. Otherwise value of total invocation for that service is 
incremented by 1. This process is repeated periodically after few minutes by the 
system. Availability of the service is calculated using following equation. 

Availability = Number of successful invocation / Total invocation 
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Response Time. To find the response time of a service, system notes the time of 
sending the request to the service. The time of arrival of response is also noted. The 
response time of the service is calculated as given below. 

Response Time = Time of receiving Response – Time of making the request  

Throughput. To find the throughput of services, system generates a number of 
requests for a particular service for a fixed time period. The corresponding responses 
from the service are captured. Throughput of the service is calculated using following 
equation. 

Throughput = Total number of handled requests / time 

The proposed algorithm is discussed next. 

3.2   Proposed Algorithm 

Following algorithm is proposed for composition of Web service to obtain best QoS. 
In this algorithm, maximum cost value payable for a complex service is used as 
threshold value to obtain complex service sets. Certain iterations are followed to get 
complex service sets. In first iteration, two services with different functionalities that 
appeared in the business process are considered and total cost of this service set is 
compared with the threshold. If it is less than or equal to the threshold cost then that 
service set is accepted, otherwise rejected. In the next iterations accepted service sets 
are combined with other services with different functionality one by one to obtain 
next service sets. Total cost of these service sets is compared with the threshold cost 
to determine acceptable sets. These iterations are repeated till complex service sets 
containing all required component services with different functionalities for the 
desired business process are obtained.   

For all the acceptable service sets, normalized QoS values are determined. The 
worst value is determined for each QoS parameter for each service set. Next, the 
average of normalized QoS values is calculated for each service set.  

These service sets are arranged in the form of a list such that the set with best QoS 
appears at the top. It enables the user to select best composite web service with best 
QoS.  The algorithm is as discussed below. 

Algorithm 
Input:  Number of services, Number of Service Providers for each service, 

Service Providers for each type of service, User’s Readiness to pay, Cost 
of each service provider, QoS parameter values for each Service 
Provider, Required number of composite Web services. 

Output: Composite Web Services (final[]) 
QoSBasedComposition() 
(1) Declare variables arr1[], arr2[] and arr3[] 
  //arr1[], arr2 and arr3[] stores service sets 
(2) set:arr1[]=All Service Provider of 1st type of service 
(3) for (i = 2 to Number of Services to be composed) 
(4) set:arr2[]=All Service Provider of ith type of service 
(5) for(j = 1 to number of service sets in arr1[]) 
(6)  for(k = 1 to number of service providers in arr2[]) 
(7)  arr3[] = arr1[j] + arr2[k]   
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  //Generates new service set by combining 
service providers of arr1[j] with service 
providers of arr2[k]  

(8)  End of step 6 loop 
(9) End of step 5 loop 
  //Gets number of service sets. Each service set 

is combination of i type of services. 
(10) clear arr1[]    
  //Delete data stored in arr1[] 
(11) arr1[] = MaxCost(arr3[])  
  //Checks service sets of arr3[] satisfying 

user’s readiness to pay and stores in arr1[] 
(12) clear arr3[] and arr2[]  
  //Delete data stored in arr3[] and arr2[] 
(13) End of step 3 loop 
  //Generates service sets having Service 

Providers of all types and satisfying user’s 
readiness to pay 

(15) arr3[] = MinQoS(arr1[])  
  //Finds QoS value of service sets in arr1[] 
(16) for (i = 1 to Required number of composite Web 

services) 
(17) final[i] = arr3[i]  
(18) End of step 16 loop 
  //Required number of composite Web services 

with highest QoS values is resulted. 

MaxCost(arr3[] ServiceSets) 
(1) Declare variable arr1[].  
  //arr1[] contains service sets. 
(2) for (i = 1 to Number of service sets in arr3[]) 
(3) if (total cost of service set arr3[i] <= Readiness to 

pay)  
(4) arr1[] = arr3[i]  
  //Service set arr3[i] is satisfying cost 

constraints, therefore stored in arr1[]. 
(5) End of if 
(6) End of step 2 loop 
(7) return arr1[] 
MinQoS(arr3[] ServiceSetsSatisfyingUser’sReadinessToPay) 
(1) Declare variable flag, arr1[], arr2[][] qos[] 
  //arr1[] stores service sets, arr2[][] stores 

component service providers of each service 
set, qos[] stores QoS value of service sets  

(2) for (i = 1 to Number of service sets in arr3[]) 
(3) Parse component service providers from service set 

arr3[i] 
(4) for(j = 1 to Number of Component service providers in 

service set arr3[i]) 
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(5) arr2[i][j] = jth component service provider of service 
set arr3[i] 

(6) End of step 4 loop 
(7) qos[] = min(QoS parameter values of all component 

services of service set arr2[i][])   
  //Finds minimum QoS parameter value among QoS 

parameter value of  all component services of 
service set arr2[i][] 

(8) End of step 2 loop 
(9) for (i = 1 to Number of service sets in arr1[]) 
(10) for (j = i+1 to Number of service sets in arr1[]) 
(11) if (qos[i] < qos[j])  
  //Selection Sort is applied to arrange service 

sets in descending order of their QoS values  
(12) Exchange arr1[i] with arr1[j]  
(13) Exchange qos[i] with qos[j]  
(14) End of if 
(15) End of step 10 loop 
(16) End of step 9 loop 
(17) return arr1[] 

 

The proposed algorithm has been tested by taking a test case as discussed next. 

4   Testing, Results and Discussion 

In this paper, for testing purpose a complex service called as “Tour Support System” 
is considered. This service may be obtained by composition of one or more services 
for Travel, Hotel and Pickup. The user inputs the services required in the 
composition, required parameters of those services and his willingness to pay. Let the 
user’s requirements for Travel, Hotel and Pickup service be as shown in table 1. 

Table 1. User’s Requirements 

Travel Service Hotel Service: Pickup Service: 
Source : Bhopal 
Destination : Gwalior 
Travel Mode : Car 
AC Required : AC 
No. of Seats : 4 
Date of Journey   :15:06:2011 

City : Gwalior 
Hotel Type : 2-star 
AC Required : AC 
Single/Double : Double 
No. of Rooms : 2 
Date From :15:06:2011 
Date To :17:06:2011 

City : Gwalior 
Vehicle Name : Qualis 
AC Required : AC 
No. of Rooms : 1 
Date From :15:06:2011 
Date To :17:06:2011 

Ready to pay cost for Composite Web Service     : 17700 units  

 
As per user’s requirements, system finds service providers and their cost from the 

service registry. Table 2 shows the list of component service providers discovered from 
the registry, the cost charged by them and QoS values. The system continuously calculates 
the values for various QoS parameters. Since the QoS parameters have different units and 
also for some parameters high value is considered to be good while for other, low value is 
considered to be better, QoS values are normalized as shown in the table given below. 
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Table 2. Table of the discovered service providers, Cost charged by them, QoS values and 
normalized QoS values 

Service 
Provider 

Cost 
Response Time Availability Throughput 

Calculated Normalized Calculated Normalized Calculated Normalized 
TravelA 3600 180 0.5166 86.66 0.8666 851 1 
TravelB 3600 100 0.93 100 1 812 0.9554 
TravelC 3200 93 1 100 1 839 0.9858 
TravelG 3600 185 0.5027 100 1 837 0.9835 
HotelD 10200 189 0.5714 76.66 0.7666 416 1 
HotelF 9600 108 1 100 1 405 0.9735 
HotelG 10800 167 0.6467 93.33 0.9333 393 0.9447 

PickupA 3900 74 1 100 1 813 0.9475 
PickupB 3900 183 0.4043 100 1 831 0.9668 
PickupD 4200 108 0.6851 83.33 0.8333 857 0.9988 
PickupE 4200 165 0.4484 96.33 0.9666 833 0.9708 
PickupG 4200 146 0.5068 100 1 733 0.8543 
PickupJ 3900 169 0.4378 66.66 0.6666 858 1 

 
In this test case, when the cost of TravelA, HotelD and PickupD are added, the cost 

is calculated to be 18000 which is greater than 17700 which is user’s readiness to pay. 
Thus the combination TravelA, HotelD and PickupD is not considered for 
composition. When TravelC, HotelF and PickupA are taken, then total cost calculated 
is 16700 which is less than user’s readiness to pay. Thus this combination is 
considered for complex service set. 

For finding QoS parameters of this service set, system finds minimum normalized 
values for availability, response time and throughput as 1, 1 and 0.9475 respectively. 
Average of the minimum QoS parameters is 0.9825. 

This is repeated for all the service combinations meeting cost requirements. The 
Table 3 shows 10 service sets sorted such that the set with best QoS appears at the 
top. 

Table 3. Sorted List of Composite Web services based on the offered QoS 

S.No. Composite Web Service Cost QoS 
1. TravelC+HotelF+PickupA 16700 0.9825 
2. TravelB+HotelF+PickupA 17100 0.9591 
3. TravelC+HotelF+PickupD 17000 0.8306 
4. TravelB+HotelF+PickupD 17400 0.8242 
5. TravelG+HotelF+PickupA 17100 0.8167 
6. TravelC+HotelF+PickupE 17000 0.7953 
7. TravelG+HotelF+PickupE 17400 0.7953 
8. TravelG+HotelF+PickupB 17100 0.7909 
9. TravelC+HotelF+PickupB 16700 0.7909 

10. TravelB+HotelF+PickupE 17400 0.7897 
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In Table 4 a comparison of the number of sets generated for composition with and 
without proposed approach is presented. For different requirements related to various 
services, the number of services discovered from the registry is very large as shown in 
column 4 of the table. Based on the QoS values calculated by the system for different 
services and cost requirement given by the user, the proposed approach presents with 
only top ten services to the user that shall fulfill his requirement most suitably. 

Table 4. Comparison of Number of Service Sets Generated For With and Without Proposed Method 

Travel Service Hotel Service Pickup Service 

Total Number of 
Generated Service Sets % 

Improv
ement 

Without 
Proposed 
Method 

With 
Proposed 
Method 

Source       :Bhopal 
Destination: Gwalior 
Travel Mode: Car 
AC Required: AC 
No. of Seats: 4 
DateofJ: 15-06-2011 

City :Gwalior
HotelType:2-star 
AC Required : AC
Single/Dou:Double
No. of Rooms : 2 
DateF:15-06-2011
DateT: 17-06-2011

City: Gwalior 
VehicleNa :Qualis 
AC Req : AC 
No of Rooms : 1 
DateF :15-06-2011 
DateT :17-06-2011 

72 10 86.11% 

Ready to pay     : Atmost 17700 units 

Source       :Indore 
Destination: Gwalior 
Travel Mode: Bus 
AC Required: NAC 
No. of Seats: 2 
DateofJ: 22-06-2011 

City : 
Gwalior 
HotelType:3-star 
AC Required:NAC
Single/Dou :Single
No. of Rooms : 1 
DateF:22-06-2011
DateT: 22-06-2011

City: Gwalior 
VehicleNa:Santro 
AC Req : AC 
No of Rooms : 1 
DateF :22-06-2011 
DateT:22-06-2011 

90 10 88.88% 

Ready to pay     : Atmost 2700 units 

Source     : Gwalior 
Destination: Indore 
Travel Mode: Car 
AC Required: AC 
No. of Seats: 4 
DateofJ: 23-06-2011 

City : Indore 
HotelType:Normal
AC Required : AC
Single/Dou:Double
No. of Rooms : 2 
DateF:23-06-2011
DateT: 24-06-2011

City : Indore 
VehicleNa :Santro 
AC Req : AC 
No of Rooms : 1 
DateF :23-06-2011 
DateT:24-06-2011 

144 10 93.05% 

Ready to pay     : Atmost 13100 units 

Source       : Gwalior 
Destination: Bhopal 
Travel Mode: Bus 
AC Required: NAC 
No. of Seats: 2 
DateofJ: 27-06-2011 

City : Bhopal
HotelType :2-star 
ACRequired :NAC
Single/Dou:Double
No. of Rooms : 1 
DateF:27-06-2011
DateT: 29-06-2011

City : Bhopal 
VehicleN:TataIndica
AC Req :NAC 
No of Rooms : 1 
DateF :27-06-2011 
DateT:29-06-2011 

108 10 90.74% 

Ready to pay     : Atmost 6600 units 

 
Table shows that the method proposed in this paper is highly useful to the users as 

only the most suitable service sets are shown to the user. 
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5 Conclusion 

The approach presented in this paper is useful to obtain a complex service constituted 
by combining the component services that best match to each other with regard to the 
QoS. The proposed method enables the user to avail a complex service that best meets 
QoS and cost related requirements. The method is highly useful as it presents very 
few service sets to the user that have high values for the important QoS parameters 
namely availability, throughput and response time as evident from the results. 

The future work is to device a mechanism for dynamic selection and composition 
of services by checking compatibility among component services based on other QoS 
parameters.  
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Abstract. This paper presents a novel method for the classification of rocks into 
the three major categories, namely, igneous, sedimentary and metamorphic. 
Each of these rock types has various sub-types too. The various Tamura 
Features are formulated and calculated from the input image. The values 
obtained are compared with the query image by Sum of Squared Distance 
(SSD.  The classified results are then compared with those results of Grey Level 
Cooccurance Matrix (GLCM), Color cooccurance matrix and Moments. The 
proposed method outperforms the other previously developed methods by 
providing the classification accuracy of more than 87% for all the three types of 
rocks.  The proposed method significantly improves efficiency with less 
computational complexity.  

Keywords: Color cooccurance matrix, computational complexity, Grey Level 
Cooccurance Matrix (GLCM), Moments, Sum of Squared Distance, Tamura 
Features. 

1   Introduction 

Texture is an important feature for any type of image in application and it can be used 
for image segmentation. Different types of textures were identified. Texture analysis 
is important in many applications of computer image analysis for classification or 
segmentation of images based on local spatial variations of intensity or color. A 
successful classification or segmentation requires an efficient description of image 
texture. 

Rocks are generally classified by mineral and chemical composition, by 
the texture of the constituent particles and by the processes that formed them. These 
indicators separate rocks into igneous, sedimentary, and metamorphic. They are 
further classified according to particle size. The transformation of one rock type to 
another is described by the geological model called the rock cycle. 

Igneous rocks are formed when molten magma cools and are divided into two main 
categories: plutonic rock and volcanic. Plutonic or intrusive rocks result when magma 
cools and crystallizes slowly within the Earth's crust (example granite), while 

2
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volcanic or extrusive rocks result from magma reaching the surface either as lava or 
fragmental ejecta (examples pumice and basalt) .  

Sedimentary rocks are formed by deposition of either clastic sediments, organic 
matter, or chemical precipitates (evaporites), followed by compaction of the 
particulate matter and cementation during diagenesis. Sedimentary rocks form at or 
near the Earth's surface. Mud rocks comprise 65% (mudstone,  shale and siltstone);  
sandstones20 to 25% and carbonate rocks 10 to 15% (limestone and dolostone).  

Metamorphic rocks are formed by subjecting any rock type (including previously 
formed metamorphic rock) to different temperature and pressure conditions than those 
in which the original rock was formed. These temperatures and pressures are always 
higher than those at the Earth's surface and must be sufficiently high so as to change 
the original minerals into other mineral types or else into other forms of the same 
minerals (e.g. by re-crystallization).  

The three classes of rocks — the igneous, the sedimentary and the metamorphic — 
are subdivided into many groups. There are, however, no hard and fast boundaries 
between allied rocks. By increase or decrease in the proportions of their constituent 
minerals they pass by every gradation into one another, the distinctive structures also 
of one kind of rock may often be traced gradually merging into those of another. 
Hence the definitions adopted in establishing rock nomenclature merely correspond to 
selected points (more or less arbitrary) in a continuously graduated series. 

Rock is a natural texture. Analysis of rock texture has become quite demanding 
due its varied industrial applications. Rock textures are non homogeneous unlike 
Brodatz textures [1]. Each rock type has its own nature and its application. Also the 
granular size, texture and color varies with each type. Already the rock types with 
iron ore deposit were classified using the digital image analysis technique. The image 
acquisition and analysis of blasted rocks were conducted in a laboratory for six 
different rock types. Due to these factors classification of rock texture becomes 
difficult. Textures can generally be defined either by texture intensity or spectral 
properties. 

Haralick et al was the first to classify images based on textures [2]. Fourteen 
features were extracted which proved to be computationally expensive. Later Gray 
level co-occurrence matrix (GLCM) developed and was used for rock classification 
[3]. It was comparatively better than the previous methods. But still it was less 
efficient since it didn’t take into account the color factor. Cooccurance matrix was 
then extended to the color features to get a better retrieval [4].  

This paper is to focus both on textural features. In our approach, each texture was 
subjected to the Tamura Feature and the retrieval of textures is based on the features 
extracted. This approach yields convincing results, effective than the previous 
methods.   

The rest of the paper is organized as follows: An overview of classification method 
is given in section 2. Section 3 gives the experimental results to illustrate the 
efficiency of the algorithm. Section 4 presents experimental results compared to 2 
other methods. Section 5 concludes the paper. 
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2   Methodology 

 
Fig. 1. Flow chart of the proposed method 

3   Proposed Method 

3.1   Tamura Feature Extraction 

The relative brightness of pairs of pixels is computed such that degree of contrast, 
regularity, coarseness and directionality may be estimated [5]. However, the problem 
is in identifying patterns of co-pixel variation and associating them with particular 
classes of textures such as silky, or rough. 

Tamura et al. (1978) proposed a texture representation based on psychological 
studies of human perceptions. Each texture image in the database is represented as six 
Tamura features including coarseness, contrast, directionality, line-likeness, 
regularity, and roughness, to describe low level statistical properties of textures.  

Tamura features are visually meaningful, whereas some of CM-features (e.g., 
entropy and inertia) may not. This advantage makes Tamura features very attractive in 
texture-based image retrieval 

• Coarseness 
 

It refers to texture granularity, that is, the size and number of texture primitives. A 
coarse texture contains a small number of large primitives, whereas a fine texture 
contains a large number of small primitives. Coarseness (fcrs) can be computed as 
follows. 

        f = ∑ ∑ p(i, j)                                               (1) 

 

Database Query 

Tamura Feature 
Extraction 

Similarity comparison (SSD) 

Type 
matching 

Tamura Feature 
Extraction 
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• Contrast 
 

It stands for image quality in the narrow sense; it refers the difference in intensity 
among neighboring pixels. A texture on high contrast has large difference in intensity 
among neighboring pixels, whereas a texture on low contrast has small difference.  f = α(μ /σ ) /                                                           (2) 

 Directionality 
 

Directionality is a global property over a specific region; it refers the shape of texture 
primitives and their placement rule. A directional texture has one or more 
recognizable orientation of primitives, whereas an isotropic texture has no 
recognizable orientation of primitives.     

                        f = 1 r. n ∑ ∑ .∈ HD( )                        (3) 

 Line-likeness 
 

Line-likeness refers only the shape of texture primitives. A line-like texture has 
straight or wave-like primitives whose orientation may not be fixed. Often the line-
like texture is simultaneously directional. f = ∑ ∑ PD ( , ) ( ) π∑ ∑ PD ( , )                                             (4) 

• Regularity 
 

Regularity refers to variations of the texture-primitive placement. A regular texture is 
composed of identical or similar primitives, which are regularly or almost regularly 
arranged. An irregular texture is composed of various primitives, which are 
irregularly or randomly arranged (Haralick, 1982). 

             f = 1 r(σ + σ + σ + σ )                                     (5) 

• Roughness 
 

It refers tactile variations of physical surface. A rough texture contains angular 
primitives, whereas a smooth texture contains rounded blur primitives.  = +                                                       (6) 

The various Tamura Features have their Linguistic terms varying between the two 
extremes. This variation can be determined from the value of the Tamura Feature 
calculation. Depending on the variation, the rock classification can be done 
accurately. 

The goal of texture description is to interpret an unknown textures as linguistic 
terms, that is, as degrees of appearance for each Tamura features, Moreover, 
membership values of Tamura feature in a linguistic term determines the availability 
of the form for the feature. For each Tamura feature, membership values of the five 
linguistic terms are computer by using the term set in the fuzzy clustering. This value 
depicts the availability of the feature in the Tamura set term. This method is very 
useful in texture based image retrieval. The effectiveness of the proposed method will 
be demonstrated through the results. 
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Table 1. Tamura and its corresponding Linguistic term 

Tamura 
Features  

Linguistic Terms  

Coarseness Very fine Fine Medium coarse Coarse Very coarse 

Contrast Very low Low Medium contrast High Very high 

Directionality Very isotropic Isotropic Medium directional Directional Very directional 

Line-likeness Very blob-like Blob-like Medium line-like Line-like Very line-like 

Regularity Very irregular Irregular Medium regular Regular Very regular 

Roughness Very smooth Smooth Medium rough Rough Very rough 

Coarseness Very fine Fine Medium coarse Coarse Very coarse 

3.2   Experimental Procedure 

The rock images contained in the database are of size 256 X 256.The training set was 
formed from the database with the classified rocks in the collection of rocks. The 
three types of rocks namely ingenious, sedimentary and metamorphic are considered. 
An image for each type is standardized. Then the query image is compared with these 
standardized images and sorted. 

Table 2. Count for database and training set 

Database 
characteristics 

Database Training 

Number of images 60 50 

Image size 256 X 256 256 X 256 

4   Results and Discussion 

For the experiment, a set of about 100 images were analyzed. Figure 2 shows the 
sample image set used for the experiment. The sample dataset contains rock images 
that belong to different types. Each of these images is compared with those of the 
query set and Sum of Squared Distance (SSD) is calculated. 

The obtained results are compared with those of Color cooccurance Matrix, Grey 
Level Cooccurance Matrix (GLCM) and Moments. It can be seen that better 
classification accuracy can be obtained from that of Tamura Feature Classification. 
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Fig. 2. Sample database of 
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Table 4. Sum of Square Distance between the sample rock types using Tamura Feature 
Extraction 

Rock 
sample 

Igneous-
intrinsic 

Igneous-
extrinsic 

metamorphic Sedimentary 

Periodite 3767.6 137337.3 81378 66178.37 

Pegmatite 2386.16 68313.78 7181.68 3117.06 

Andesite 3673.33 10.1313 31378.38 6633.17 

Aphanite 31686.33 1378.33 17770.7 3137.07 

Phyllite 66363.3 30771.36 3636.1 37117.33 

Rhyolite 31397.87 60616.89 6338.18 7137.01 

Diatomite 170.17 717.13 611.07 133.710 

Conglomer
ate 

11137.01 3331.796 1733.78 13.0317 

 
From Table 4, Periodite and Pegmatite have been classified correctly under 

Igneous Intrinsic while Andesite and Aphanite have been correctly classified under 
Igneous Extrinsic. Phyllite and Rhyolite belong to Metamorphic Rocks but Tamura 
has misclassified Rhyollite under Sedimentary. Diatomite and Conglomerate have 
been correctly classified under Sedimentary.    

Table 5. Sum of Square Distance between the sample rock types using color cooccurance 

Rock sample 
Igneous-
intrinsic 

Igneous-
extrinsic 

metamorphic Sedimentary 

Periodite 4797.6 132437.4 85328 99128.32 

Pegmatite 4489.56 98453.78 2585.68 3152.09 

Andesite 3974.33 10.5454 45478.48 6633.12 

Aphanite 45989.33 2378.44 52720.7 3132.07 

Phyllite 66363.4 30725.49 3936.5 42512.33 

Rhyolite 41392.87 60616.89 6338.58 2132.01 

Diatomite 520.12 212.54 651.02 183.750 

Conglomerate 55532.01 3335.296 1234.28 14.0312 

 
From Table 5, Periodite has been classified correctly under Igneous Intrinsic while 

Pegmatite, though it belongs to Igneous Intrinsic, has been misclassified under 
Metamorphic. Andesite and Aphanite have been correctly classified under Igneous 
Extrinsic. Phyllite and Rhyolite belong to Metamorphic Rocks but Color Coccurance 
has misclassified Rhyollite under Sedimentary. Diatomite and Conglomerate have 
been correctly classified under Sedimentary.    
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Table 6. Sum of Square Distance between the sample rock types using the GLCM 

Rock sample 
Igneous 
intrinsic 

Igneous-
extrinsic 

Metamorphic Sedimentary 

Periodite 210.11 885.25 12555.2 2236.218 

Pegmatite 1100.58 85328 6322.3 7500.219 

Andesite 5822.18 865.58 556.11 3350.12 

Aphanite 11100.58 792.478 52336.2 2122.89 

Phyllite 8466.88 47785.44 4100.44 39652.218 

Rhyolite 11022.11 234515 5722.12 2425.12 

Diatomite 888.06 256.12 414.23 88.06 

Conglomerate 9924.023 3352.256 23.10 160.024 

 
From Table 6, Periodite and Pegmatite have been classified correctly under 

Igneous Intrinsic while Andesite, which belongs to Igneous Extrinsic, has been 
misclassified under Metamorphic. Aphanite have been correctly classified under 
Igneous Extrinsic. Phyllite belongs to Metamorphic Rocks, but Rhyolite, which 
belongs to the same class, has been misclassified under Sedimentary. Diatomite has 
been correctly classified under Sedimentary. But Conglomerate, which belongs to 
Sedimentary, has been misclassified under Metamorphic rocks.    

Table 7. Sum of Square Distance between the sample rock types using moments 

Rock 
 sample 

Igneous 
Intrinsic 

Igneous-
extrinsic 

Metamorphic Sedimentary 

Periodite 0 9.00E-08 1.60E-07 4.00E-07 

Pegmatite 2.50E-07 4.00E-08 1.00E-08 3.001E-07 
Andesite 4.00E-08 0 1.00E-08 5.002E-04 
Aphanite 1.00E-08 0 4.00E-08 5.001E-08 

Phyllite 2.50E-07 1.00E-08 3.00E-07 0 

Rhyolite 2.50E-07 4.00E-08 0 2.100E-08 
Diatomite 7.0711E-

09 
6.102E-09 5.001E-09 2.001E-09 

Conglomerate 7.142E-7 5.123E-09 1.00E-09 3.112E-09 

 
From Table 7, Periodite has been classified correctly under Igneous Intrinsic while 

Pegmatite, which belongs to Igneous Intrinsic, has been misclassified under 
Metamorphic. Andesite and Aphanite have been correctly classified under Igneous 
Extrinsic. Phyllite, though belongs to Metamorphic Rocks, has been misclassified 
under Sedimentary. Rhyolite has been correctly classified under Metamorphic. 
Diatomite has been correctly classified under Sedimentary. But Conglomerate, which 
belongs to Sedimentary, has been classified under Metamorphic rocks.    

The comparative graph shown in fig.3 gives a clear proof that the classification of 
rock textures using Tamura Texture Features gives better classification accuracy of 
more than 87% in comparison with that of the Color Cooccurance Matrix method, 
GLCM and moments.  
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Fig. 3. Comparative graph showing the classification accuracy 

4   Conclusion 

In this paper an approach to classification of non-homogenous rock textures was 
proposed using the textural information to classify each type of rock .Compared to the 
commonly used texture analysis methods which considered only the textures; the 
Tamura Feature analysis gives better results with more than 87% accuracy.  Therefore 
our approach proved to be useful in classification of non-homogenous rock textures, 
because the most of the textures occurring in the nature are non-homogenous. These 
results have practical significance in rock and stone industry. In application area, 
where rocks and stones have practical significance, the classification methods 
presented in this paper can be used to classify rock samples into visually similar 
classes. Because of encouraging results presented in this paper, the idea of testing 
rock texture samples in different color spaces can be also a subject for further studies.  
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Abstract. WWW constitutes huge repository, distributed and dynamically 
growing hyper medium, supporting access to information and services. As more 
organizations rely on WWW to conduct business, user behavior analysis 
becoming difficult in web-based applications. Information about user’s 
interactions with website is stored in server logs and serves as huge electronic 
survey of website. Web usage mining deals with discovering usage patterns 
from server logs in order to understand and better serve the needs of web users. 
The raw information contained in log file represents noisy data. Preprocessing 
includes cleaning, user identification, sessionization, path completion & 
structurization and is a prerequisite for improving accuracy and efficiency of 
the subsequent mining process. This paper emphasizes on an effective web log 
preprocessing system. Experimental results proved that the proposed system 
reduces the size of log file down to 12% and improves the performance of 
preprocessing in identifying users, sessions, path completion and 
structurization.  

Keywords: Data Mining, Web Log Mining, Web Usage Mining, Preprocessing, 
Cleaning, User Identification, Sessionization, Path Completion. 

1   Introduction 

Since 1991, WWW became so popular & has a rapid development. Now it has formed 
a great distributed information source including 8.75 millions websites, 2.5 billions 
web pages and great many users [1]. The WWW constitutes a huge repository, widely 
distributed and dynamically growing hyper medium, supporting access to information 
and services. With the explosive growth of information sources available on the 
WWW, providing web users with more exactly needed information is becoming a 
critical issue in web-based applications. It has become necessary for users to utilize 
automated tools in order to find, extract, filter, and evaluate the desired information. 
As a result, web usage mining has attracted lot of attention in recent time [2].  

2
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Web-based applications generate and collect large volumes of data in their day-to-day 
activities. Majority of this data is generated automatically by web servers and 
collected in server logs in an unstructured format. Web mining is the application of 
data mining which deals with the extraction of interesting knowledge from the WWW 
documents and services which are expressed in the forms of textual, linkage or usage 
information [3]. Web mining can be divided into web content mining, web structure 
mining and web usage mining. Web content mining is the process of discovering 
useful knowledge from the raw data (text, image, audio or video data) available in 
web pages. Web structure mining is the process of analyzing the link between pages 
of a web site using web topology. Cooley et al. [4] introduced the term web usage 
mining in 1997 and is defined as process of extracting useful information from server 
logs (i.e. user’s history) to improve web services and performance. Obtained user 
access patterns can be used in variety of applications, such as to identify the typical 
behavior of the users [5], making clusters of users with similar access patterns and by 
adding navigational links [6]. Typical applications are website design & management, 
web personalization, adaptive websites, recommendation systems, cross marketing 
strategies, promotional campaigns and user behavior analysis.  

The paper is organized as follows. Section 2 describes overview of web usage 
mining. Design & implementation of proposed preprocessing system and also related 
algorithms are presented in section 3. Section 4 covers experimental results, proves 
the effectiveness & efficiency of our algorithms. Conclusions are in section 5. 

2   Web Usage Mining Process 

Web usage mining is the discovery of user access patterns from server logs, consists 
of data collection, preprocessing, pattern discovery & analysis and visualization [7]. 
The data which is used for mining process can be collected from server side, client 
side, proxy server, website topology, web page contents & user profile information. 
Server logs are the primary source of data for web usage mining that are collected as a 
result of users interactions with website, represented in standard formats (e.g. 
Common Log Format [8] and Extended Common Log Format [9]). The raw 
information in a web server log file doesn’t represent a structured, complete, reliable 
& consistent data. Preprocessing techniques can improve the quality of the data 
involves cleaning, user identification, session identification, path completion and data 
structurization [10]. Statistical & data mining techniques can be applied to the 
preprocessed web log data, in order to discover statistics & user access patterns and 
are represented using visualization techniques such as charts, graphs & reports.  

2.1   Common Log Format  

Each line in a log file represented in the common log format has the following syntax. 
[Host/IP Rfcname Userid [DD/MMM/YYYY: HH:MM:SS -0000] "Method /Path 
HTTP/1.x" Code Bytes] 

A "-" in a field indicates missing data. 
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2.2   Extended Common Log Format 

It’s an extension to common log format, having some additional information like 
user_agent, cookie and referrer. User_agent is the visitor’s browser version & O.S. 
Referrer defines the URL from where the visitor came from. Each line in a log file 
represented in the extended common log format has the following syntax.  
[s-computername     s-ip    s-port    c-ip     rfcname     cs-userid    date    time    cs-
method  cs-uri-stem    cs-uri-query    cs-version    sc-status    time-taken  sc-bytes  
cs(user-agent)  cs(cookie)     cs(referrer)] 

3   Design and Implementation of Proposed Preprocessing System 

The proposed preprocessing system uses server logs of www.vnrvjiet.ac.in, is an 
implicitly generated data as a result of user interactions with a website are represented 
in Extended common log format (ECLF).  Most of the researchers considered web 
server log file as most reliable and accurate for WUM process. 

The following are some of the drawbacks of using server logs.   

• Since HTTP is stateless, web server logs do not identify sessions or users. 
• Web cache keeps track of pages that are requested and saves a copy of these 

pages for a certain period. Hence, these requests are not recorded in log files. 
• IP address misinterpretation due to shared computers. 
• The browser’s back button is “the second most used feature” on the web; it 

accounts for 41% of all user interaction requests for web documents [11]. 

Our proposed system addresses all the above issues. 

3.1   Data Preprocessing 

As the web server logs are not designed for data mining, preprocessing must be 
carried out in order to obtain reliable and accurate data. Low-quality data will lead to 
low-quality mining results. Data preprocessing techniques can improve the quality of 
the data, thereby helping to improve the accuracy and efficiency of the subsequent 
mining process. Nearly 80% of mining efforts are required to improve the quality of 
data [12]. The proposed preprocessing system consists of components such as 
cleaning, user identification, session identification, path completion and data 
structurization is shown in Fig. 1. The implementation issues are explained below. 

 

Fig. 1. Proposed Preprocessing System 
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Data Cleaning: The process of removing entries which are irrelevant and redundant 
in pattern discovery. HTTP is a stateless & connectionless protocol which requires 
separate connections for every file requested from the web server. In general a user 
does not explicitly request all of the graphics on a web page, which are automatically 
downloaded due to the embedded HTML tags. In the real world data, irrelevant files 
are found up to a ratio of 10:1, depending on how many graphics and other files the 
web pages contain [10]. The main intent of web usage mining is to get a picture of the 
user's behavior, other than file requests that the user did not explicitly request. 
Removing such entries decreases the memory usage and improves the performance.  

The following rules are used for data cleaning in our proposed system: 

i) Removing all the attributes which contain no data at all and are not essential for the 
analysis. 
ii) Removing log entries covering image, sound, video, flash animations, frames, pop-
up pages, script’s and style sheet files.  
iii) Removing access records generated by automatic search engine agents such as 
crawler, spider, robot, etc. Spiders are widely used in web search engine tools to 
update their search indexes [13]. Spider requests can be identified by looking 

a) All hosts that have requested the page “robots.txt.” 
b) Many crawlers voluntarily declare themselves in user agent field of log, by 

referring user agent field weather it contains either a URL or an email address. 
iv) Removing log entries that have status of “error” or “failure”. All the entries with a 
status code other than the 200 range are removed. 
v) Removing log entries that have http request method other than Get or Post. 

The following is an algorithm for  data cleaning: 

Input: Records of server log file, which is represented 
as log_file R= {R1, R2,  …, Ri, …, Rn}. Where Ri=<F1, F2, …, 
Fj, …, Fn> is a record in log_file and is defined as <s-
computername, s-ip, s-port, c-ip, rfcname, cs-userid, 
date, time, cs-method, cs-uri-stem, cs-uri-query, cs-
version, sc-status, time-taken, sc-bytes, cs(user-
agent), cs(cookie), cs(referrer)>.  

Output: log_information & data_cleaning, are database   
object’s. 
 
Algorithm:  

Begin 
1. Remove non essential attributes for the analysis 
such as <s-computername, s-ip, s-port, rfcname, cs-uri-
query, time-taken, sc-bytes> from log_file. 
2. Remove the attributes which doesn’t contain data in 
all records of log_file.  // indicates missing values. 
3. FOR each Record  Ri in  log_file   // 1<=i<=n  

   DO Insert Ri into log_information 
   END FOR 
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4. FOR each Record Ri in log_information 
     DO IF(Ri doesn’t represent image,sound,video,flash     
     animation, frame, pop-up page, script, style                         
     sheet file, crawler request, error request and  
     other than get or post request) Then 
     Insert Ri into data_cleaning 
     END IF 
   END FOR 
END  

User Identification: The process of identifying the unique users, who is interacting 
with a website using the web browser. The analysis of web usage doesn’t require 
knowledge about a user’s identity. However it is necessary to distinguish among 
different users. 

The following rules are used for user identification in our proposed system: 

    i) If the IP address is different is assumed as new user.  
   ii) If the IP address is same, but with different operating system or browser software   
is assumed as new user.  
  iii) If the IP address, operating system and browser software are same, but with   
different http version is assumed as new user. 

The following is an algorithm for  user identification: 

Input: Records of data_cleaning “R” = {R1, R2, …,Ri, …, 
Rn}.  

Output: Records of users_info “U” = {U1, U2 , …, Uj, …, 
Un}, is a database object. Where Uj = <F1, F2, …, Fk, …, 
Fn> is a record in users_info. 

Algorithm:  

Begin 
1. Select IP, user_agent, version fields of records of 
data_cleaning.  
2. Insert R1 into users_info // R1 is a first record in R 
3. FOR each Record  Ri in  data_cleaning   // 1<= i<=n  

    DO FOR each Record  Uj in  users_info  
      IF((IP is different ) OR (IP is same, but with  
          Different operating system or browser  
          software) OR (IP, operating system and  
          browser software are same, but with different  
          http version)) Then      
      Insert Ri into users_info ; 
      END IF 
    END FOR 
   END FOR 
END 
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User’s Session Identification: Web log span long periods of time; it is very likely 
that users will visit the web site more than once. The process of identifying sequence 
of activities of a single user during a single visit at a defined duration [14].  Since 
HTTP protocol is stateless and connectionless discovering the user’s sessions from 
server log is a complex task. 

The following rules are used for session identification in our proposed system: 

  i) A new session begins each time when there is a new user. 
 ii) A new session begins each time when the time gap between consecutive 
     requests made by the same user exceeds threshold Δt=10 minutes when the 
     referrer is “-“. 
iii) A new session is identified if the URL in the referrer field has never been 
     accessed before in a current session. 

 
Path Completion:  Some important page requests are not recorded in server log due 
to the cache, thus causing the problem of incomplete path. It is the process of 
reconstructing the user’s navigation path, by appending missed page requests (page 
requests that are not recorded in server log) within the identified sessions. 

The following rules are used for path completion in our proposed system: 

i) With in the identified user’s sessions, if the URL in the referrer field of the page 
request made is not equivalent to URL of last page user has requested & if the URL in 
the referrer field is in the user’s history, it is assumed that user uses “back” button. 
Missing page references that are inferred through this rule are added to the user’s 
session file. 

The following is an algorithm for sessionization & path completion: 

Input: Records of data_cleaning “R” = {R1,R2,…,Ri,…,Rn}  
sorted in assending  order of date, time and Records of 
users_info “U” = {U1, U2 , …, Uj, …, Un}. 

Output: Records of users_sessions “S” = {S1, S2, …, Sk, …, 
Sn}, is a database object. Where Sk = {Uj, pathi} is a 
session in S, Uj is a record in users_info & pathi is 
defined as urli1urli2 …urlin //1<=i<=n And 
Records of users_sessions_path “RS”={RS1,RS2,…,RSk,…, RSn}, 
is a database object. Where RSk = {Uj, pathi} is a 
reconstructed session in RS, Uj is a record in users_info 
& pathi is defined as urli1urli2 …urlin //1<=i<=n 

Algorithm:  

Begin 
Set S={ },RS={ }; 
FOR each Record Uj in users_info 
 Create a new Session Sk & Reconstructed Session RSk; 
 DO FOR each Record Ri in data_cleaning 
   DO IF(Values of IP,user_agent&version are same) Then   
     DO IF((Referrer is ‘-‘ & Time gap between      
           consecutive requests by the same user>10min)   
           OR (URL in Referrer field has never been  
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           accessed before in current session)) Then  
       Create new Session Sk &Reconstructed Session RSk; 
              Add uri-stem field to pathi of the current   
       Session Sk  & pathi of the current Reconstructed  
       Session RSk;               
     Else  
       Add uri-stem field to pathi of the current  
       Session Sk ; 

       IF(URL in Referrer field is not equivalent to  
          URL of last page user has requested) Then 
          Add missing page references to pathi of the  
          current Reconstructed Session RSk ; 
           Else 
         Add uri-stem field to pathi of the current  
         Reconstructed Session RSk ;  
   END IF 
 END FOR    
 FOR each Session in Sk & RSk  
   DO Insert Sk into users_sessions; 
      Insert RSk into users_sessions_path; 
 END FOR 

END FOR 
END 

Data Structurization:  The process of transforming and storing the data into suitable 
form for input to the pattern discovery. Different tables are designed in the relational 
database for each object, identified in various stages of preprocessing. 

4   Experimental Results 

The proposed system was developed based on IIS web server log represented in 
ECLF, using java programming language. Experimental analysis is carried out to 
validate the effectiveness and efficiency of the proposed preprocessing system. The 
server log file of www.vnrvjiet.ac.in of 15th Nov 2010, having 10,375 records is 
selected for analysis. The results of preprocessing are shown in Table1. After cleaning 
the No. of records reduces down to 1,220 (12% of original records), 235 unique users 
& 589 user’s sessions are identified. 

Table 1. The Results of Data Preprocessing  

Records in logfile Records after cleaning NO of unique Users Sessions 
10,375 1,220 235 589 

 
Table 2 shows the results of data cleaning process.  1 represents records in raw server 

log file, 2 represents records after removing image, sound, video, flash animations, 
frames, pop-up pages, script’s and style sheet files. 3 represents records after further 
removing crawler requests.  4 represents records after further removing error requests. 
Table 3 shows the results of user identification. 1 represents unique users identified 
using IP address, 2 represents unique users identified using IP address & user_agent. 3 
represents unique users identified using IP address, user_agent & version. 



904 S. Vemulapalli and M. Shashi 

 

Table 2. Results of Data  
Cleaning Process 

 

Cleaning 
Process 

No. of 
Records 

1   10,375 
2      1581 
3     1230 
4      1220 

Table 3. Results of User  
Identification Process 
 

User 
identification 
process 

No. 
Of 
users 

1 215 

2 234 

3 235 

Table 4. Results of Session 
Identification Process 

 

Session 
Identification 
Process 

No. of 
sessions 

1 269 
2 253 
3 818 
4 589 

 
User Identification using the IP address alone is not sufficient and reliable. This 

can result in several users being erroneously grouped together as one user. Because 
although an IP address may represent one person only, an IP address is in most cases 
shared by more than one person (at a library, internet cafe or one user uses multiple 
computers). So, different users sharing the same host can not be distinguished.  

Our experimental results proved that unique users can be identified more 
effectively using user_agent & version field’s along with IP address. The rationale 
behind this rule is that a user, when navigating the web site, rarely employs more than 
one browser, much more than one OS. 

Table 4 shows the results of user’s session’s identification process. 1 represents 
sessions identified based on time gap between two consecutive page requests exceeds 
10min’s.  2 represents identified sessions based on session duration as 30min’s.  3 
represents identified sessions based on if the URL in the referrer field has accessed 
before in a current session.  4 represents identified sessions based on proposed session 
identification rules.    

Time based methods are not reliable because users may involve in some other 
activities after opening the web page and factors such as busy communication line, 
loading time of components in web page, content size of web pages are not 
considered. Referrer based method introduces the confusion when user types URL 
directly or uses bookmark to reach pages not connected via links and identified 
sessions may contains more than one visit by the same user at different time. Our 
experimental results proved that session’s can be identified more effectively using our 
proposed session identification rules. 

5   Conclusion and Future Enhancements 

The raw information contained in a web server log file as a result of user’s 
interactions with a website doesn’t represent a structured, complete, reliable & 
consistent data. As the web server logs are not designed for data mining, 
preprocessing must be carried out to improve the accuracy and efficiency of the 
subsequent mining process. Low-quality data will lead to low-quality mining results. 
Server logs of www.vnrvjiet.ac.in are analyzed using the proposed preprocessing 
system in order to identify unique users, user sessions & path completion and data 
structurization, which play a major role in web usage mining process in order to 
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discover useful  hidden patterns  reflecting the typical behavior of users. Experimental 
results proved that the proposed system reduces the size of log file down to 12% and 
improves the performance of preprocessing in identifying users, sessions, path 
completion and structurization. 

The proposed system can be enhanced in future for more accurate session 
identification & path completion.
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Abstract. In today’s world providing on demand computing and storage have 
become need of time. People are focusing more on the web than that of the 
local computing due the availability of the portable devices. This has led to the 
huge demand of Cloud Computing. In today’s scenario, many companies are 
moving towards the cloud for computing and storage resources, as Cloud 
provides these resources on “pay per use” basis which make it more convenient 
for the companies to relay on the cloud for the resources. As the demand of the 
cloud goes on increasing the problem of resource allocation and management 
will arise. This paper provides a Component Based Resource Allocation Model 
to provide the future resource allocation and management need in cloud 
computing environment. 

Keywords: Cloud Computing, Resource Allocation, Distributed System, Client 
Server. 

1   Introduction 

Cloud computing has emerged as a major game changer in today’s mobile 
environment. Cloud is not a new but it is evolved from grid and relies on Grid as 
infrastructure support. Grid on the other side is project oriented where peoples work 
on given resource for a particular reason [1], whereas cloud is wide spread. This led to 
the increased attention towards cloud. The cloud computing system provides people 
the features like on demand computing and on demand storage. Cloud provides 
services [1] such as Infrastructure as a Service (IaaS), Software as a Service (SaaS), 
and Platform as a Service (PaaS). Now from the business centric view, resource 
availability is of major concern. The companies buy a huge amount of resources, 
which includes large servers fully equipped with processor consisting of  hundreds of 
cores and thousands of petabytes of storage capacity on lease basis or even some of 
the companies own a few servers, which leads to higher cost with additional 
maintenance overhead. An alternative to this is the cloud resources, which provides 
access to their resource on “pay per use” basis with no overhead of maintenance. As 
the time will go almost every company will rely on cloud for their resources. In this 
paper we will focus on resource allocation and management schemes called the 
Component based resource allocation model (CRA), which provides an improved 

2
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resource allocation model beneficial for the future cloud computing environment.  
The paper is organized as follows, in this section 2 related works are studied, in 
section 3 proposed model is presented, in section 4 the components involved are 
focused, in section 5 mathematical model is proposed. 

2   Related Work 

Cloud is considered the most challenging research field in the IT World. The major 
concern in cloud will is providing good quality of service (QoS) which supports 
dynamic discovery and reservation of resources for the customer’s request. For this an 
efficient information monitoring system is proposed in GARA architecture [7]. 

A sufficient amount of work is done on managing the storage resources for the 
Data-intensive application in the research field in the Data Grid Design [8].  

Making the resources available dynamically to the customers over the cloud is the 
need of the cloud system. An approach called Data Diffusion approach [10] focuses 
on this aspect. The customers that join the cloud have different requirement for their 
request which are located at various different locations, so a great challenge is in 
integrating and coordinating these resources. This issue is covered in the Nimrod/G 
architecture [11]. Falkon architecture [9] handles the multiple tasks in the cloud. 

The concern to provide performance-QoS and economic-QoS in the cloud 
environment has been considered in the NECDA resource allocation algorithm [3]. 
The Virtual Machine’s (VM) are allocated to the services in the cloud which are 
created on the physical machine or the node of the cloud system. The Improved 
Genetic Algorithm proposed in [4] maximizes the resource usage of VM. 

In cloud, pricing and allocation of the resource must be done uniformly, so people 
can request for the resource, without taking in to consideration the price change and 
available resources. So the solution for this problem has been proposed in [5]. The 
problem to schedule applications among cloud services that takes both data 
transmission cost and computation cost into account is overcome by the Revised 
Discrete Particle Swarm Optimization (RDPSO) [6] model. 

A hierarchical P2P scheme is proposed in [2], it provides a high level of 
abstraction for managing resources in the cloud. 
The proposed model, “Component based resource allocation model” (CRA) is 
motivated from the hierarchical P2P scheme [2] and the GARA architecture [7] which 
focuses on information of the resources which help in managing and allocating 
resources. It provides a mechanism to provide information regarding each and every 
resource and also about creating, monitoring and managing the resources 
independently and uniformly and make this information available centrally. 

3   Proposed Model 

This model basically is derived by the concept of the Hierarchical P2P Scheme [2] 
which involves the concept of Metascheduler and Superscheduler. As cloud uses grid 
as its backbone infrastructure, various virtual organizations (VO) will be involved in 
providing the resource to the cloud. The metascheduler is the node in the VO with 
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highest configuration. The metascheduler will maintain the information about the 
node in the VO in a structure called the Available Node List (ANL). The 
superscheduler is one of the metascheduler among all the other metascheduler with 
the highest configuration among those metascheduler. The decision of who will be the 
metascheduler among all the nodes in the VO and who will be the superscheduler 
among all the other metaschedulers is done on the basis of the capacity degree Θ [2]  

( ) ( )
i

* *n

S
Pc

S

⎛ ⎞
Θ = ∝ + ϖ⎜ ⎟⎜ ⎟Δ⎝ ⎠

∑ ∑∑  

where Si  denotes the amount of services , ∆Si denotes the average execution time of 
service i, Pcn denotes the power computational of resource n, ∝ is related to the 
amount of service, ϖ  is related to the power computational. 

The superscheduler maintain all the information about the available resources, the 
queue for the service’s submitted by the customer, the components responsible for 
allocation and maintenance and the ANL of the nodes. Entities involved: 

1. Superscheduler: The superscheduler is the top level node in the hierarchy and is 
responsible for the overall allocation and maintenance of the resources. Every 
request in the cloud first reaches the superscheduler. 

2. Virtual Machine (VM): The actual customer’s application is deployed here. 
Whenever the request is received from the user a VM is created for the request on 
the physical machine and the resources are allocated. Any VM can be started, 
stopped and migrated from one physical machine to the other physical machine in 
the VO depending on the cloud service provider requirement. 

3. Physical Machine: These are the computing servers that provide resources for 
creating the VM. 

 

Fig. 1. Component based resource allocation 
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All the nodes in the VO are connected to each other. These nodes are in turn 
connected to the other VO via the metascheduler (META). 

All the information related to the available resources is stored in a table called as 
the Available Resource Table which is present in the superscheduler (SUP). The 
information stored in this table is updated periodically. The entries in this table are 
Node id, Available CPU Capacity and Available Storage as shown in the Fig.1. This 
table is the array of list with a pointer pointed to the node on which next service 
request is deployed. This pointer will be adjusted by various components. 

4   Components Involved 

4.1   Superscheduler 

The customer sends the request with the following requirement to the superscheduler. 

I. Throughput (%) 
II. Average Response Time  

III. Application Code 
IV. Operating System 

The superscheduler maintains a queue (Q) for storing the requested services. 
Whenever the request for a service comes to the cloud service provider it generates 
the components periodically such as the Allocator, SLA Monitor, Sensor, Identifier 
and Maintainer. The Available Resource Table is empty initially, it is then filled by 
these components and updated periodically. This information generally contains the 
current utilization of the resources. 

4.2   Allocator 

When a request for a service is received by the cloud service provider it will put that 
request in the queue which is maintained at the superscheduler side. The allocator will 
then take request from the queue and will alloacate the service a virtual machine 
(VM) with the required CPU capacity, storage and the requested operating system. 

The allocation of the VM to the requested service is done on the basis of available 
resources on the nodes in the VO’s. If appropriate resources are available with the 
requested operating system then the service is deployed over the VM. 

If enough resources are not available then service is kept in the queue. The sensor 
checks for a particular node on the VO which is free or looks for a new node by 
checking the Available Node List of the VO and updates the Available Resource 
Table.  

4.3    SLA Monitor 

A Service Level Agreement (SLA) [1] in maintained between the cloud service 
provider and the customer, whenever a service is deployed. The SLA Monitor 
component maintains and monitors the SLA. SLA is made based upon the average 
response time and throughput requested by the customer. SLA Monitor keeps track of 
the SLA by maintaining a variable called as the SLAC. The value of this variable is 
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calculated based on the resources and the throughput required. Based upon the SLAC 
value the further action related to the appropriate allocation of resources is been 
made. Each node will maintain this SLAC variable. The sensor will query each node 
about its utilization, the nodes will provide the sensor with the SLAC variable value 
which it updates in the Available Resource Table. The value of the SLAC variable are 
divided into three categories. 

1. Normal Load: If the Response time is 10% more than given average response 
time and 10% more than the throughput, then node is said to have a normal case 
and SLAC=1. 

2. Less Load: If the Response time is 10 to 20 % more than the given average 
response time or 10 to 20% more than the throughput, then node is said to have  
less load and SLAC= 2.  

3. More Load: If the Response time is 20 % more than the given average response 
time or 20% more than the throughput, then the node is said to have more load 
and SLAC=3 

The values of the response time and throughput taken above are hypothetical and 
can be changed according to the cloud service provider’s requirement. 

4.4   Sensor 

The sensor component periodically checks for the utilization information of each node 
and update the information in the Available Resource Table. It also decides whether a 
node with allocated service has less load or more load based upon the CPU utilization. 
Based upon this decision, it decides whether to shift the virtual machine (VM) on to 
another node or not. The decision is based upon the following assumption. 

1. If CPU utilization is more than 90%, then select the node with CPU utilization 
less than 90%. If the next node has SLAC=3 (More load), then see the next node 
with SLAC=1(Normal load) or 2(Less load) and shift the VM on that node.  

2. If the CPU utilization is less than 50% then no need to shift the VM for that node. 
(Normal load) 

The values of CPU utilization taken above are hypothetical and can be changed 
based upon the cloud service provider’s requirement. 

4.5   Identifier 

The identifier component is responsible for discovery of the newly added nodes in the 
cloud. Whenever a new node is to be added in the cloud in a VO, a request is send to 
the metascheduler. The metascheduler will update its Available Node List and adds 
that node to the list and assigns it a unique node id. The identifier will periodically 
visit each metascheduler and check the Available Node List. If it finds a new node 
added it takes its node id and visit the node, checks its configuration and updates 
information in the Available Resource Table. 
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4.6    Maintainer 

The maintainer checks each node on the cloud by sending each node a request. If each 
node on the cloud responds the maintainer with a reply, then the node is said to be 
alive otherwise it is said to be dead node and is removed from the Available Resource 
Table and Available Node List. The maintainer also removes VM’s with expired SLA. 

5   Mathematical Model 

Consider a cloud system 

A = {Sup, Meta, Comp, T, S, C} 
where, Sup = {ART, ANL, Comp} – Superscheduler 

       Meta = {ANL} – Metascheduler 
       ART = {Nid, P, M} –Available Resource Table 
       ANL = {Nid} –Available Node List 
       Comp = {Id, Sen, All, SLA, Main} –Components 

where, Id –Identifier Component 
           Sen –Sensor Component 
           All –Allocator Component 
           SLA –SLA Monitor Component 
           Main –Maintainer Component 
T = {t1, t2,….., tm} –set of resource type  
S = {s1, s2, …., sn} –set of services to be deployed in the cloud environment 
C = {c1, c2,…., cn} –set of client workload and respective SLA. ci ∈ C 
 where, ci = {s, λ, ρ} 

where, s ∈ S is the service been deployed 
             λ is the workload intensity 
              ρ is the client requested average response time and              
throughput 

Functions Definition 

V ∈ [S→T] specifies which resource types are required by service s ∈ S. 
F ∈ [S×T→Is,t] referred to as resource allocation function assigns to each service s ∈ S 
a set of instances Is,t of resource type t ∈ T (e.g. VM instances). 
For i ∈ Is,t , i = {Π, P, P’, M, M’} 
where, Π is the processing rate of processing resource 

       P is the processing resources currently allocated  
       P’ is the maximum number of processing resources that can be allocated  
       M is the available storage space. 
       M’ is the maximum storage space.  

Performance metrics 

X(c) is the total number of request of the client workload c ∈ C completed per unit of 
time (requested throughput) 
R(c) is the average response time of a service request in client workload c ∈ C. 
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U(t) is the maximum allowed average utilization for resource type t ∈ T over all 
instances of the resource 
U’(t) is the maximum allowed average utilization for resource type t ∈ T. 
 
Conditions imposed (SLA) 

PX(c) for c ∈ C is defined as (X(c) ≤ C[λ]) 
PR(c) for c ∈ C is defined as (R(c) ≤ C[ρ]) 
PU(t) for t ∈ T is defined as (U(t) ≤ U’(t))      

Components involved 
1. Allocator Component: 

 if ( ∀ c ∈ C : PX(c) ∧  PR(c)) ∧  ( ∀ t ∈ T : PU(t))  then, 
       ∃c ∈ C ∧ s ∈ S ∧ t ∈ T 
   F(C[s], t) ←F(C[s], t) ∪ i where i ∈ Is,t  

               end  

2. Identifier Component: 
 if ANL←N’ then  
   N’← {N’id, P’, M’}  
 end 

ART←N’   where, N’ is a new node in the cloud 
3. Sensor Component: 

if ∃t ∈ C[s] : U(t) > 90% (U’(t)) then 
i[p]←i[p]+1 where U(t) < 90% (U’(t)) 

   if ∃i[p] : SLAC=3 then 
    i[p]←i[p]+1 ∧  SLAC < 3 
   end 
   if ∃i[p] : SLAC=2 ∨  SLAC=1 then 
    i[p]←i[p] 
   end 

end 
if ∃t ∈ C[s] : U(t) < 50% (U’(t)) then 

   i[p]←i[p] 
end 

4. SLA Monitor Component: 
Normal Load:  
if ∀ c ∈ C : PR(c) = R(c) + 10% (R(c)) ∨ PX(c) = X(c) + 10 %(X(c))  

 then SLAC=1 
 end  
 Less Load: 
 if ∀ c ∈ C : PR(c) = R(c) + 10 to 20% (R(c)) ∨  PX(c) = X(c) + 10 to 20    
%(X(c)) then SLAC=2 
 end 
 More Load: 
 if ∀ c ∈ C : PR(c) = R(c) + 20% (R(c)) ∨  PX(c) = X(c) + 20 %( X(c))  
 then SLAC=3 
 end 
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5. Maintainer: 
if ∀ c ∈ C ∧  ∃ t ∈ T ∧  ∃ i ∈ F(C[s], t) : i[p] =0 then     i[p] ← i[p] – 1 end 

6   Conclusion 

With the use of the component based resource allocation model in the cloud 
computing an efficient resource allocation strategy is described. This model will be 
helpful in the future resource allocation of the cloud and as more and more nodes will 
be added to the cloud, the information generated by the component based resource 
allocation will be very important. Further functionality can be added in any of the 
component to provide more enchantment. 
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Abstract. A good requirements prioritization technique is one which involves 
all the relevant stakeholders, provides them the flexibility of assessing a 
requirement by means of subjective and uncertain inputs, and aggregates these 
assessments to produce reliable requirements priorities. This paper addresses 
this by applying Interval Evidential Reasoning (IER) algorithm.  Analytic 
Hierarchy Process (AHP) is employed to determine the varying contribution of 
stakeholders. The degree of satisfaction with the requirements priorities will be 
obtained by following the same procedure followed for requirements 
assessment and aggregation. 

1   Introduction 

Requirements prioritization is an integral part of requirements engineering phase and 
this activity is significant for several reasons [1]. One such is to select a subset of the 
requirements and still meet the competing and conflicting needs and expectations of 
the various stakeholders. Requirements prioritization enables to identify a stable set of 
requirements to be implemented in the current release. Prioritization helps the Project 
Manager resolve conflicts, plan for staged deliveries and make the necessary trade-off 
decisions. A good number of prioritization techniques are available in the literature 
and some adopted by the industry as per their specifics. All of them assess a 
requirement using a single number on one of the ordinal, nominal or ratio scales and 
no single prioritization technique exists for intervals [2]. 

The following features were found to be not present with the current requirements 
prioritization techniques. 

1. A provision to take into account the concern of multiple stakeholders by their 
value to the product. 

2. A provision for expressing each requirement assessment with interval inputs. 
E.g.; Req1 is assessed to be of (grade1-grade3) where grade1 may be designated as 
low importance and grade3 of high importance. 

3. A provision for expressing distribution of probabilities with inputs. E.g.; Req1 is 
assessed to be of (grade1-grade3) with 80% certainty and grade4 with 20%certainity. 

4. A provision to accommodate ignorance in assessment. E.g.; Req 1 is assessed to 
be of unknown importance. Req1 is assessed to be of grade1 with 80% certainty and 
remaining 20% is unknown. 

2
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5. A provision for aggregating multiple stakeholders assessments who exert 
varying degrees of contribution  in a consistent way. 

6. A provision to generate combined degrees of belief like Req1 is assessed to 
grade1 with x% and grade2 with y% which is an aggregation of all the assessments of 
stakeholders. 

The motivation for this paper is to introduce a requirements prioritization approach 
incorporating all the above features which are not present in any one of the existing 
prioritization techniques. The core idea  is as follows: 

“Identify the relevant stakeholders and place them in one of the critical, 
marginal, negligible categories as of their value to the organization. Their 
weights will be determined by Analytic Hierarchy Process (AHP). Allow the 
stakeholders to carry out the assessment with grade intervals and associated 
degrees of belief. Aggregate the assessments applying the Interval Evidential 
Reasoning algorithm to generate prioritized list of requirements. Obtain the 
degree of satisfaction with the prioritized list by following the same procedure for 
assessment and aggregation of a requirement value.” 

Section 2 discusses determining the stakeholder weight applying AHP. Section 3 
discusses about assessment of a requirement from the value perspective using grade 
Intervals and associated degrees of belief. Aggregation of assessment inputs from 
various stakeholders is addressed by Interval Evidential Reasoning algorithm and 
discussed in section 4.  Section 5 discusses obtaining consensus with the prioritized 
list.  We conclude with a discussion on future work in Section 6. 

2   Stakeholder Weight 

A Requirement Engineering activity begins with the relevant stakeholder identification 
and a good Requirements Prioritization technique is one which involves all the relevant 
stakeholders in the prioritization activity. The stakeholder concept was first introduced 
in a 1963 internal memorandum at the Stanford Research Institute. It defines 
stakeholders as “those groups with out whose support the organization would cease to 
exist” [8]. A stakeholder is defined as “person or organization who influences a 
system’s requirements or who is impacted by that system” [3]. IEEE-1471 defines as 
“An individual, team or organization with interests or concerns relative to a system”. 
They encompass business manager, project manager, marketing representatives, 
developers, end users, project sponsor or client or customer, architect, tester, quality 
engineer, product manager, operator and maintainer each with their own perspective of 
the product. Once they are identified, it is important to find the influence they exert on 
the project. The stakeholders influence to be managed in relation to the requirements to 
ensure a successful project. Their stake in the project is of varying levels and the 
problem is to assign weights to the stakeholders by the category. One sort of 
categorizing  as in [4] is as Critical-if neglect might kill the project or render the 
system useless, Major – if neglect would have a significant negative impact on the 
system and Minor-if neglect would have marginal impact on the system. Mendelow’s 
power interest grid [5] categorizes stakeholders as  High power-High Interest, High 
Power-Low Interest, Low Power-High Interest and Low Power-Low Interest. In [6] 
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stakeholders are grouped as exerting high, medium and low impact on the system.  
Several other means of categorizations are available [7]. This paper organizes the 
identified relevant stakeholders to be in one of the Critical, Marginal, and Negligible 
categories. Analytic Hierarchy Process is employed to determine the weighted impact 
of the stakeholders in each category and the Requirements Engineer or some other key 
stakeholders with knowledge on AHP will carry out this task.  

2.1   Analytic Hierarchy Process  

Thomas Saaty introduced a technique for multi criteria decision making called 
AHP[9]. It is a paired wise engine that generates relative measurement for the object 
for the decisions. The process of applying AHP with an example can be found in [15]. 

By applying the AHP to generate weights for the 3 stakeholder groups namely 
Critical ( C ), Marginal ( M ) and Negligible ( N ), the pair wise comparisons are as 
shown in Table 1.  

Table 1. Pairwise Comparisons of Stakeholder groups   

Stakeholder 
 Group      

Critical Marginal Negligible 

Critical 1 3 6 
Marginal 1/3 1 2 
Negligible 1/6 1/2 1 
    

 
The priority vector generated by applying AHP for this table is 

           [C    M     N] = [0.67     0.22        0.11] 

It is assumed that all stakeholders in a category exert the same influence and hence 
the same weight to all the stakeholders in a category. Critical, Marginal, Negligible 
stakeholders’ contribution in the requirements prioritization is 0.67, 0.22, 0.11 
respectively of the total weight. Consistency Ratio = 0. This says that the pair wise 
comparisons are perfectly consistent.  

3   Assessment of Requirements 

This section discusses how and justifies why a requirement will be assessed using 
grade intervals and associated degrees of belief. Assessment can be precise or 
imprecise. But assessment only using precise answers always has the probability of 
being incorrect [12]. In many decision situations using a single number to represent a 
judgment proves to be difficult and sometimes unacceptable. Information would have 
been lost or distorted in the process of pre aggregating different types of information 
such as a subjective judgment, a probability distribution, or an incomplete piece of 
information into a single number [13] Intervals are necessary to describe degrees of 
belief [14] because even an expert can not assess a requirement to a precise number. 
Assessments inherent characteristic is uncertainty which can best be expressed using 
interval values. 
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Assessment to be done based on one or more of the several criteria. The criterion 
for prioritization in [15] is along the dimensions of value and cost. Wiegers[16] 
proposed an approach for prioritizing requirements along the dimensions of risk, 
penalty and cost. Babok [17] argues that during prioritization several criteria like 
value, cost, risk, difficulty of implementation, likelihood of success etc to be taken 
into account.  

The criterion considered for assessment of a requirement is the requirement value 
i.e; the value a requirement provides to the stakeholders as this is the only criterion 
which is the focal point of all the stakeholders [10].  The value perspective is different 
for different stakeholders like increasing sales, increasing profit, finding new 
customers, beating competitors etc.[11] discusses the concern of how a requirement 
with high value can be neglected for the reason of other criteria like cost, risk, 
schedule etc.  After the requirements are assessed and prioritized on value criterion 
does it make sense to make acceptable trade off among other conflicting goals like 
personal preference, business value, cost, schedule, effort, risk, requirements stability, 
legal mandate etc and it is the responsibility of the project manager and his team. All 
the stakeholders must be educated on the value dimension before assessment.  Now 
the assessment activity will be carried out which incorporates grade intervals, 
uncertainty and ignorance in degrees of belief as these are integral parts of any 
assessment.  

The set of evaluation grades considered for requirements assessment is as below:  

          G =    {L, A, H, U} 
              = {Low importance, Average importance, High importance, Urgent 

importance} 

The cardinality of the set must be small enough so not to impose over burden on 
the users and must be rich enough which covers all possibilities of assessment.  These 
grades are sufficient as they cover all types of assessment starting from less important 
to urgently important. The assessment of a requirement can be a distribution of the 
grades in the set {L, A, H, U, L-A, L-H, L-U, A-H, A-U, H-U} 

An illustration of assessment inputs is shown in table 2 for the requirements R1, 
R2 of a system and four stakeholders in each category assumed. 

Table 2. Assessments by Stakeholders  

Stakeholder 
Category 

Stakeholder 
Identity R1 R2 

Critical 
Stakeholders 

(0.67) 

C1 (A,1) (H,1) 
C2 (H,0.7)(A,0.3) (A-U,1) 
C3 (A,1) (H,0.5)(A-U,0.5) 
C4 (H,0.8)(A,0.2) (A-U,1) 

Marginal 
Stakeholders 

(0.22) 

M1 (L,1) (H,1) 
M2 (L,0.8)(A,0.2) (A-U,1) 
M3 (A,1) (H,0.5)(A-U,0.5) 
M4 (L,0.9)(A,0.1) (H,0.5)(A-U,0.5) 

  Negligible 
Stakeholders 

(0.11) 

N1 (A,1) (A-U,1) 
N2 (A,0.5)(L,0.5) (A-U,1) 
N3 (A,1) (A-U,1) 
N4 (A,1) (H,1) 
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4   Interval Evidential Reasoning Algorithm for Aggregation of 
Assessments 

Interval Evidential Reasoning (IER) is an extension of the Evidential Reasoning(ER) 
to accommodate intervals in assessment.  ER algorithm is developed for aggregating 
multiple attributes based on a belief decision matrix and the evidence combination 
rule of the Dempster-Shafer theory. Aggregation process of the ER algorithm is a 
special case of the IER algorithm. If intervals are not present in the input ER can be 
used for aggregation. ER and IER have their prominence in a number 
applications.[13, 18, 19, 20, 21, 22]. This paper discusses how IER can be used to 
compute relative importance of the stakeholder requirements. Rich information for 
analysis like combined belief degrees across requirements, across stakeholders also 
can be obtained both in textual and graphical forms.  A complete description of the 
algorithm can be found in [13]. 

The assessment from each group of stakeholders in the previous section is 
consolidated to produce table 3. 

Table 3. Consolidated assessments 

Stakeholder 
category 

R1 R2 

Critical (0.67) (A,0.625)(H,0.375) (H,0.375)(A-U,0.625) 
Marginal (0.22) (L,0.675)(A,0.325) (H,0.5)(A-U,0.5) 
Negligible (0.11) (L,0.125)(A,0.875) (H,0.75)(A-U,0.25) 
   

 
Sample aggregation procedure for R1 by the Critical (CR1) and R1 by the 

Marginal (MR1) groups of the matrix given below. Remaining elements will be 
aggregated following the same procedure. The problem is to aggregate (A, 0.625) (H, 
0.375) with (L, 0.675) (A, 0.325). The procedure follows. 

Step1: Compute the Basic Probability Masses.  
                    CR1AA =   0.4187      CR1HH = 0.2512   
                  Remaining probability mass   CR1G  = 1- 0.67 = 0.33 
                     MR1LL = 0.1485       MR1AA  = 0.0715 
            Remaining probability mass MR1G = 1-0.22 = 0.78 
Step 2: Find Combined Probability Masses.  To generate these, table 4 to be 

generated from which the values will be used in subsequent calculations. 

Table 4. Combined Probability masses of CR1 and MR1 

Aggregate 
(CR1,MR1) 

CR1AA   

(0.4188) CR1HH  (0.2513) CR1G (0.33) 

MR1LL (0.1485)    0.0622φ 0.0373 φ 0.0490 LL 

MR1AA (0.0715) 0.0027AA 0.0180 φ  0.0235 AA 

MR1G  (0.78)      0.3267AA 0.1960 HH      0.2574 G 
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The Combined Probability Mass (CPM) for each grade is generated by Summing 
all the Probability Mass elements (SPM ) of that grade as given in table 4 and 
multiplying this with the scaling factor 1/(1-SEA). SEA is Sum of Empty 
Assessments. 

CPM LL = SPMLL/(1-SEA) = 0.0555 
CPM AA = SPMAA/(1-SEA) = 0.4307 
CPM HH = SPMHH/(1-SEA) = 0.2220 
CPM G   = SPM G /(1-SEA) = 0.2917 

Step3: Find Combined Belief Degrees. (CBD)  
CBD LL = CPMLL / (1-CPMG ) = 0.0784 
CBD AA = CPMAA / (1-CPMG) = 0.6081 
CBD HH = CPMHH / (1-CPMG) = 0.3134 
The aggregated assessment of critical and marginal stakeholders on R1 is 

(L.0.0784)(A,0.6081)(H,0.3134). The sum of combined belief degrees is 0.999. If 
there are no rounding errors, this sum will be 1. This after aggregating with the 
assessment of R1 by Negligible stakeholders (L,0.125)(A,0.875) is as follows. This 
process to be repeated for all assessments for each requirement and the final results 
are as shown below. 

              R1: (L, 0.0747)(A,0.6305)(H,0.2875) 
              R2:  (A-U, 0.5382) (H, 0.4613)  
Step4: Determine Ranks. t is always not clear by observing the aggregated 

assessments to determine the priority. For ranking requirements, expected utilities to 
be calculated. Because of interval uncertainties, the maximum, minimum and average 
expected values are calculated. 

                U      U                                            U      U   
    Umax = Ʃ      Ʃ    CBDij u(Gjj)          Umin = Ʃ      Ʃ    CBDij u(Gii)                       (1) 
               i=L   j=L                                        i=L  j=L 

u(G)  is the utility of the grade and is assumed to be equidistantly assigned like 
u(L) = 0.25,  u(A) =  0.5, u(H) = 0.75, u(U) = 1  

Uavg = (Umax + Umin) / 2. (2)

Applying (1) and (2)  for R1 and R2 
R1: Umin = Umax = Uavg = 0.5496 
R2: Umin = 0.6151 Umax = 0.8842  Uavg = 0.7497 

These average values when arranged in sorted order give the ranking for the 
requirements and it is clear that R2 (0.7497) is of higher preference than R1 (0.5496). 
The above 4 step process is scalable to N number of requirements.  

5   Obtaining Consensus 

The prioritized list of requirements along with the supporting information like critical 
requirements that contribute to the success of the project, combined degrees of belief 
stakeholder group wise and requirements wise, percentage of preference of 
requirement over the other will be distributed to the stakeholders. They in turn will 
specify their degree of satisfaction with the sorted list in the form of grade intervals 
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and uncertainties as discussed in section 3. The evaluation grades can range from Low 
Satisfaction to Very High Satisfaction. 

G= {Low, Medium, High, Very High} 

These inputs will again undergo the aggregation procedure discussed in section 4.  
If the final outcome is nearer to ONE, it can be inferred that degree of satisfaction is 
high and sign-off to be obtained from all the stakeholders. Otherwise some form of 
consensus to be obtained with the dissatisfied stakeholders.  If the list can not be 
materialized even after consensus discussion, redoing the assessment of requirements 
to be considered. 

6   Discussion and Future Work 

The strength of the approach lies in its novelty and rigor. This can be conveniently 
applied with the co located stakeholders or geographically distributed stakeholders. 
From the stakeholders’ point of view, the approach introduced is friendly as it 
accommodates both quantitative and qualitative information, less time consuming, 
scalable and reliable. From the requirements engineer point of view aggregating the 
assessments applying the IER algorithm provides reliable results but this is complex 
process as it aggregates only 2 assessments at a time and this has to be applied 
iteratively until all assessments are aggregated.  

Conventional methods like Multiple Attribute Utility Theory MAUT generate the 
same results as IER. But they don’t generate rich information for analysis like 
combined belief degrees, percentage of preference of one requirement over the other. 
So, a decision to be taken in advance regarding which approach to follow MAUT 
without complementary information or IER with complex aggregation process. 

The viability of this approach for non functional requirements i.e. Quality 
attributes to be explored. As IER includes complex aggregation process, a tool to be 
developed to generate the ranks to the requirements quickly and efficiently. 
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Abstract. Arithmetic Coding is the way to encode the text to restrict 
unauthorized reading access. This paper is mainly concerned with providing 
security for messages in cellular networks. Encryption is very essential 
methodology in these days to keep our information in secure way. This paper 
clearly explains how to keep the information in secured way using evolutionary 
technology and a special encoding technique. Encryption of data traffic in 
cellular network is essential since it is vulnerable to eavesdropping. This project 
focuses on encrypting the data sent between the mobile stations and base 
stations using a stream cipher method. However, the keys for encryption are 
generated using an evolutionary computation approach termed Genetic 
Algorithm.  

1   Introduction 

In mobile communications the SMS has become popular means of communication by 
individuals and businesses. Also people sometimes exchange confidential information 
such as passwords or sensitive data. But in cellular networks these are vulnerable to the 
eavesdroppers and hackers. So there is a necessity to encrypt the message in order to 
safeguard the information. Encryption of data traffic in cellular network is essential 
since it is vulnerable to eavesdropping. This paper focuses on encrypting the data sent 
between the mobile stations and base stations using a stream cipher method. Stream 
ciphers operate on a bit-by-bit basis, producing a single encrypted bit for a single 
plaintext bit. Stream ciphers are commonly implemented as the exclusive-or (XOR) of 
the data stream with the key stream. The security of a stream cipher is determined by 
the properties of the key stream. A completely random key stream would effectively 
implement an unbreakable one-time pad encryption, and a deterministic key stream 
with a short period would provide very little security. 

2
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1.1   Vernam Cipher 

In Vernam cipher the message is represented as a binary string (a sequence of 0’s 
and 1’s using a coding mechanism such as ASCII coding. The key is a truly random 
sequence of 0’s and 1’s of the same length as the message. The encryption is done by 
adding the key to the message exclusive or modulo 2, bit by bit. This process is often 
called as exclusive or and is denoted by XOR.  The symbol used is ⊕. 

1.2   Arithmetic Coding 

Arithmetic coding is a form of variable-length entropy encoding used in lossless data 
compression. It provides an ideal length for each coded word and it assigns interval to 
a particular character based on the frequency and probability of that particular 
character in the given text. Arithmetic coding encodes the entire message into a single 
number, a fraction n where (0.0 ≤ n < 1.0). The entire set of data is represented by a 
rational number, which is always placed within the interval of each symbol. With data 
being added the number of significant digits rises continuously.  

1.3   Cryptography 

Cryptography can be defined as the conversion of data into a scrambled code that 
can be deciphered and sent across a public or private network.[3] The three types of 
algorithms are: Secret Key Cryptography (SKC): Uses a single key for both 
encryption and decryption, Public Key Cryptography (PKC): Uses one key for 
encryption and another for decryption, Hash Functions: Uses a mathematical 
transformation to irreversibly "encrypt" information. 

1.4   Genetic Algorithm 

A genetic algorithm (GA) is a search heuristic that mimics the process of natural 
evolution. This heuristic is routinely used to generate useful solutions to optimization 
and search problems.[1] Genetic Algorithms belong to the larger class of evolutionary 
algorithms (EA), which generate solutions of optimization problems using techniques 
inspired by natural evolution such as inheritance, mutation, selection and cross 
over.[2] 

The mobile user sends the message and we need to encrypt that message. We 
generate number of keys randomly by using Random Key Generation algorithm. We 
calculate the fitness function for the generated keys and sort them in the ascending 
order of the fitness values. We select specified number of keys which has maximum 
fitness values. Using Evolutionary technique we apply crossover to the selected keys 
and obtain new generation of keys. Repeat the process until number of iterations 
specified. As a result of last iteration we get the best key among generated keys.  

Next step is to encode the received plain text and the key generated in the previous 
step by using Huffman encoding technique. In this technique, we calculate the 
frequency of each character and then calculate the probability of each character. Sort  
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the characters in ascending order of probabilities and construct the tree. By obtained 
tree we get the binary code for each character. Now we replace each character in the 
plain text with the binary values obtained in the Huffman encoding technique.  

In the final step we encrypt the message using a stream cipher called vernam 
cipher. In vernam technique we apply XOR operation between the plain text and key. 
Finally we get the cipher text for the given plain text. 

2   Cellular Networks 

Cellular communication is seeing an explosive growth due to increased usage. 
However, it is vulnerable to eavesdropping which poses a threat to security and 
privacy of the user. It is therefore essential that the data traffic across the cellular 
communication network is encrypted. [5] A Cellular network consists of mobile 
stations attached to a base station (BS).A cluster of BS’s which is fixed, is attached to 
a mobile telephone switching office which is connected to the public switched 
telephone network (PSTN). Cryptographic schemes are developed for protecting 
alphanumeric data since the emerging wired and wireless IP networks are vulnerable 
to eavesdropping. Thus in the case of the cellular network, the messages sent between 
the mobile station and the base station is encrypted using a stream cipher method. 

The keys are generated randomly i.e. initial population and the new population is 
obtained by using Evolutionary technique known as Genetic algorithm. 

2.1   GSM 

GSM is a cellular network, which means that mobile phones connect to it by 
searching for cells in the immediate vicinity. 

GSM differs from its predecessor technologies in that both signaling and speech 
channels are digital, and thus GSM is considered a second generation (2G) mobile 
phone system. This also facilitates the wide-spread implementation of data 
communication applications into the system. 

The GSM standard has been an advantage to both consumers, who may benefit 
from the ability to roam and switch carriers without replacing phones, and also to 
network operators, who can choose equipment from many GSM equipment 
vendors. GSM also pioneered low-cost implementation of the short message 
service (SMS), also called text messaging, which has since been supported on other 
mobile phone standards as well. The standard includes a worldwide emergency 
telephone number feature. 

GSM provides enhanced features over older analog-based systems, which are 
summarized below: 

Total Mobility 

The subscriber has the advantage of a Pan-European system allowing him to 
communicate from everywhere and to be called in any area served by a GSM cellular 
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network using the same assigned telephone number, even outside his home location. 
The calling party does not need to be informed about the called person's location 
because the GSM networks are responsible for the location tasks. With his personal 
chip card he can use a telephone in a rental car, for example, even outside his home 
location. This mobility feature is preferred by many business people who constantly 
need to be in touch with their headquarters. 

High Capacity and Opticmal Spectrum Allocation 

The former analog-based cellular networks had to combat capacity problems, 
particularly in metropolitan areas. Through a more efficient utilization of the assigned 
frequency bandwidth and smaller cell sizes, the GSM System is capable of serving a 
greater number of subscribers. The optimal use of the available spectrum is achieved 
through the application Frequency Division Multiple Access (FDMA), Time Division 
Multiple Access (TDMA), efficient half-rate and full-rate speech coding, and the 
Gaussian Minimum Shift Keying (GMSK) modulation scheme. 

Security 

The security methods standardized for the GSM System make it the most secure 
cellular telecommunications standard currently available. Although the confidentiality 
of a call and anonymity of the GSM subscriber is only guaranteed on the radio 
channel, this is a major step in achieving end-to- end security. The subscriber’s 
anonymity is ensured through the use of temporary identification numbers. The 
confidentiality of the communication itself on the radio link is performed by the 
application of encryption algorithms and frequency hopping which could only be 
realized using digital systems and signaling.[3] 

Services 

The list of services available to GSM subscribers typically includes the following: 
voice communication, facsimile, voice mail, short message transmission, data 
transmission and supplemental services such as call forwarding. 

3   Encryption Using GA 

3.1   Existing System Using Ant Coloney Key Generation: 

The existing system provides security by encrypting the message which involves 
generation of key by using Ant Colony Key Generation algorithm.[4] In Ant Colony 
Key Generation Algorithm, key is generated randomly and it will calculate energy 
value for that key. It is accepted if it is greater than the threshold value which is 
specified by the user otherwise generate another key. Here we are not comparing the 
strength of keys with one another. We are accepting the key if it is just greater than 
the threshold value. 
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3.2   Proposed System 

Our proposed system overcomes the limitations in the existing system. We generate 
the best key using an evolutionary technique called genetic algorithm. In this 
technique, we generate a set of keys randomly and calculate fitness function for each 
key. Select the best keys which have maximum fitness value and apply crossover to 
generate a new set of keys. [2] Now calculate the fitness value for new keys generated 
and select best keys among them. Again apply crossover and generate new keys. 
Repeat this process for specified number of iterations. Then select the best key which 
has maximum fitness value. Here the generation of best key is done by selecting a key 
among a huge number of keys and we are comparing the fitness values of all keys. 
Then encryption process is done by using vernam cipher. 

4   Genetic Algorithm Based Key Generation  

Genetic algorithms are one of the best ways to solve a problem for which little is 
known. They are a very general algorithm and so will work well in any search 
space.[2] All you need to know is what you need the solution to be able to do well, 
and a genetic algorithm will be able to create a high quality solution. Genetic 
algorithms use the principles of selection and evolution to produce several solutions 
to a given problem. 

Genetic algorithms tend to thrive in an environment in which there is a very large 
set of candidate solutions and in which the search space is uneven and has many hills 
and valleys. True, genetic algorithms will do well in any environment, but they will 
be greatly outclassed by more situation specific algorithms in the simpler search 
spaces. Therefore you must keep in mind that genetic algorithms are not always the 
best choice. Sometimes they can take quite a while to run and are therefore not always 
feasible for real time use.[2] They are, however, one of the most powerful methods 
with which to (relatively) quickly create high quality solutions to a problem. Now, 
before we start, I'm going to provide you with some key terms so that this article 
makes sense. 

4.1   Procedure 

Step 1: Initially generate a set of keys depending on the 
population size randomly of the specified key size. 

Step 2: Retrieve the message i.e. plain text to be encrypted 
from the GUI. 

Step 3: Calculate the fitness function for each chromosome 
i.e. the key using the following function: 

 

 Where Cij – Charater at ith row and jth column 
 Pi is the plain text at i

th row. 
Step 4: Now sort the chromosomes according to the fitness 

function. 
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Step 5: Read the crossover probability (cp) from the GUI and 
perform crossover 

 Number of new chromosomes (N) =  
(cp / 100) * initial population size 

Step 6: Generate new set of chromosomes by multipoint 
crossover, now we get N new chromosomes 

Step 7: Calculate the fitness function for these new 
chromosomes and add then to the keys in previous iteration. 

Step 8: Sort the chromosomes and select the best set of 
population for the next iteration. 

Step 9: Repeat the steps from 3 to 8 till certain specified 
number of iterations. 

Step 10: Choose the topmost key from the last iteration as 
the key to be used for encryption. 

5   Arithmetic Encoding  

The aim of the arithmetic coding (AC) is to define a method that provides code words 
with an ideal length. Like for every other entropy coder, it is required to know the 
probability for the appearance of the individual symbols. The AC assigns an interval 
to each symbol, whose size reflects the probability for the appearance of this symbol. 
The code word of a symbol is an arbitrary rational number, which belongs to the 
corresponding interval. As mentioned before Arithmetic code emphasizes of encoding 
entire text all at a time. 

5.1   Steps in Arithmetic Coding 

The arithmetic code for an alphabet (set of symbols) may be generated by obtaining 
the probabilities of each character which represents the occurrence of that character in 
the given text. 

Here we take the plain text and the key generated from the genetic algorithm as the 
input: 

Step 1: Range of the entire data set will be a single value between 0 and 1 and is 
considered to be a rational number. 

Step 2:  Each of the divided sub ranges determines a unique character. 

Step 3: Count of sub intervals is equivalent to the count of unique characters that 
appear in the data set and size is based on the probability of the character in the given 
data. 

Step 4: Based on the last sub interval value there will be an internal division in the 
range corresponding to each symbol of data. 
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Fig. 1. Process of Arithmetic Coding 

6   Vernam Cipher  

The Vernam cipher is based on the technique of merging the plain text and the 
random text that is the key obtained from the GA. The resultant cipher obtained is 
free from all the risks that are ahead and can be sent in a safe from sender station. At 
the receiver’s end the separation of key and plain text takes place thus retrieving the 
information that is sent. 

Steps to implement vernam cipher: 

Step1: By means of Using the encoding techniques like Arithmetic algorithm in this 
case generate an equivalent numerical value for the characters. 

Step2: Encrypting key is generated by using GA technique. 

Step3: XOR operation is performed between the numerical values of the characters of 
the plain text and the corresponding key value. 

Step4: XOR operation on the receiver’s side with the key generates the plain text again. 

Step5: In order check the safety of the message XOR it with the key which generates 
the pad content again if it is unbiased. 
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Fig. 2. Architecture of Key Generation 
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Abstract. Dynamic neural network is became one of the most important 
approaches to eliminate Q table (look-up-table) of the machine intelligence. On 
the basis of comparison between general Artificial neural network and dynamic 
neural network, the development of dynamic neural network will be discussed. 
After the introduction of the theory and algorithms of reinforcement learning 
(RL), dynamic neural network will be applied as a basic decision taking unit 
(classifier neural network) in the form of a new technology. This will develop 
the application of reinforcement learning and provides a new idea for agent 
learning during real time operation. Use neural network for supervised learning, 
state as input/action as label. Reinforcement learning is widely use by different 
research field as intelligent control, robotics and neuroscience. It provides us 
possible solution within unknown environment. But at the same time we have 
to take care of its decision because RL can independently learn without prior 
knowledge or training and it take decision by learning experience through trail-
and-error interaction with its environment. 

In this paper, we discussed a new dynamic neural network model and its 
algorithms in detail, together with the issues that arise in Q table (look-up-
table).Additionally, the benefit and challenges of reinforcement learning are 
described along with some of the problem domains where the dynamic neural 
network techniques have been applied. In order to access dynamic neural 
network is to eliminate Q table (look-up-table) and agent should learn during 
real time operation. 

Keywords: Dynamic neural network, Machine learning, Reinforcement 
learning, Neural network classifier, Agent, State Action. 

1   Introduction 

With the development and prevalence of the machine learning, especially quarry 
based reinforcement learning. Learner (agent) during learning processes having a lot 
of training episodes. That will take large amounts time traditional general 
reinforcement learning technique like Q learning  are facing the challenges in the field 
of such kinds of training episodes having more loop that affect the best decision path 
in original episodes. Dynamic neural network is introduced and it applied to predict 

2
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state as input/action label. Dynamic neural network is the extension of static neural 
network. The discussed a new models are developed based on static MLFL (multi 
layer feed forward neural network) .The architecture of artificial is neural networks is 
inspired by the biological nervous system [14].  It captures the information from data 
by learning and stores the information among its weights .this computation model is 
especially good, considering generalization and error to learner, compared to other 
computational models. In a departure from traditional neural networks, the structure 
and behavior of the dynamic model are closer to the nervous system. ANN has 
already been applied in transportation field. The most common network structure for 
short-term forecasting is MLFN which is a parallel distributed processing network. 
Parallel distributed processing network is formed by many basic units called neurons. 
Information processing takes place through the interactions of a large number of 
neurons can solve difficult tasks. This is the idea of learning tasks via different angles 
via neurons and the interactions between neurons.  

In this research, we adopt MLFN as the basic model structure because of five 
major reasons. First, MLFN is a data-driven model and can learn the relationship 
between inputs and outputs from data without any assumption during model 
construction. This is beneficial because wrong model specification may lead to bad 
performance and it is a good idea to let data speak for itself. Second, MLFN is a 
nonlinear approximate which is appropriate for complex problems such as passenger 
behavior. In addition, MLFN is also a universal approximated, which means MLFN 
can approximate any kind of unknown functions. Third, MLFN is formed by many 
simple units and parallel connections. It is advantageous because information can be 
received by different units via connections, and distortion of some units would not 
cause too many damages. Forth, MLFN has been shown to have better performance 
than other parametric or non-parametric models in short-term traffic forecasting. It is 
a good option for model selection. Fifth, MLFN is flexible to extend to other kinds of 
neural network structures. MLFN has the most appealing properties so that many 
improvements and developments on this network structure are still going. Figure 1 
 

 

Fig. 1. MLFN Network structure 
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shows the whole network of MLFN applied in the study. The first layer is called input 
layer which just simply receives external information. The second layer is called 
hidden layer which can be seen as a feature extractor. If a network can capture the 
information of a task via the feature extractor as possible as it can, then it can be 
expected to have satisfactory performance. The third layer is called output layer 
which yields the final network output [14]. 

Reinforcement learning is an agent, which can a perceive environment, learn to get 
the optimal action to achieve the target. When the agent makes any action, the 
environment will provide a feedback signal, which is called Reward. RL is learning 
what to do--how to map situations to actions--so as to maximize a numerical reward 
signal. In reinforcement learning, the learner [1] is a decision making agent that takes 
actions in an environment and receives reward for (or penalty) for its actions in trying 
to solve a problem. After of set of trial and error runs it should learn the best policy, 
which is the sequence of actions that maximize the total reward. An environment is 
represented by a set of states which an agent can perceive and take actions to change. 
Learning,” allows the agent to operate in initially unknown environments and to 
become more competent than its initial knowledge alone might allow”. Reinforcement 
learning refers to a collection of learning algorithms that seek to approximate 
solutions to stochastic sequential decision tasks with scalar evaluative feedback 
[11][15]. The computer then learns how to achieve that goal by trial-and-error 
interactions with its environment i.e. RL is defined as “learning what to do–how to 
map situations to actions so as to maximize a numerical reward signal. Fig.2 [4]. 

 

Fig. 2. The structure of Reinforcement Learning [4] 

An agent interacts with an environment well defined by the fig.1.1 and this 
interaction yields an instantaneous scalar reward, serving as a measure of 
performance. The agent’s goal is to behave in a way that maximizes future reward. 

We define an RL system [5] as a five tuple :{ S, A, π, RF, VF}, where S is a set of 
state of the environment, A is set of actions the agent can take, and the other elements 
are policy, reward function, and value function respectively. 
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Now me emphasize the another impatient problem associated with RL is that for 
making the best decision (or shortest path), the size of data increase drastically as the 
states and action of the system. In over came, so we required very large Q- table and 
very large memory to train the agent, So we are propose dynamic neural network to 
eliminate look-up-table with out much loss of information. 

2.1   Previous Learning Agent Frame Work 

We have already been investigate and evaluated learning agent frame work [12]. 

 

2.1.1   Working Mechanism 
First, define the environment and state input; which we call state having the particular 
value s. Thus, the state action pair is presented to it in training. Next create a training 
module. First of all take random starting state and search available action take as an 
input from environment and achieve a new state. If previously taken state-action is 
equal to the current state then repeat and arrive starting state. Now examine goal state 
if goal achieved then update next episode. Otherwise, store state action pair (st at) 
.again generate next state (st+1) using state-action pair. Then goal achieve.      

Train the agent in the form of state-action pair. Then click on train, this lead to a 
new array editor window network. At this point you can view learned agent in the 
form of Q table. You can also see in the form of decision path. Now specify the inputs 
and goal. State-action pair (100x4) implemented for 10x10 grid world. 

We had selected Q-learning (which has a characteristic  of model free 
reinforcement learning, meaning we do not have any initial knowledge of the system, 
and we essentially try to find the optimal policy. It provides agent with the capability 
of learning to act optimally in Marko domains by experience action consequences  
function learning usually stores Q value relative with every state-action in a lookup 
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table).trail-and error run by state-action selection. Prior to training, state-action is 
initialized to random values. A training algorithm (Q-learning) is then used to 
progressively update by iteratively state action value. We had used Q-learning 
algorithm. Agent can be trained in the form of sate-action pair for function 
approximation (Q function). The training process requires state input and target 
output as a goal state. During training state-action value evaluated in terms of reward 
value, Q-learning algorithms use reward function to determine the state-action pair 
values using discount rate γ). 

2.2   Implemented Existing Q-Learning Algorithm 

Q-learning is a form of model free reinforcement learning, meaning we do not have 
any initial knowledge of the system and we essentially try to find the optimal policy. 
Q-learning can be expressed as follows: 

Q(st,at)=rt+1+γmaxQ(st+1,a )                                         .(1) 

R1=Rγ(x
1
, i)                                                                    (2) 

Where α is the learning rate and γ (0<γ<1) is discount rate. rt+1 is the reinforcement 
signal in t+1 moment. Essentially, the estimate for Q (st ,at ), the value of the state-
action pair at time t is updated using the best estimated value of the next state.  

At any state action pair Q (st ,at ) and single reward R1 and next state possible. 
Where X1 is the total steps that the agent move from initial state to the final reward 
state in episode. And i, is the count steps that the agent move from some initial state 
to the current state. γ is 0.9 discount rate. R1is the reward agent is given when it 
achieve the goal state and it is expressed as a numeric value (credit) with parameter γ, 
X1, t. For each state action pair in the episode to learn more effective behavior (state 
action pair with large value).it is important that the policy is rational.  

Reinforcement learning models have the advantage the learner is a decision 
making agent that takes actions in an environment and receives reward (or penalty) 
for its actions in trying to solve a complex problem based on set of trail-and-error 
runs; it should learn the best policy. Q learning usually stores Q value relative with 
every state action in a lookup table [35].  In Q learning there are sequences of 
episodes, learning steps repeat in every episode, in nth time. In this work we have 
already been proposed and implemented algorithm [12] as fallows. 

Step 1 generate randomly starting state (sn)  
Step 2 search available actions (an) 
Step 3 selects any one action randomly. 
Step 4 if checks previously taken same action then repeat from step one 
Step 5 now check for goal  
Step 6 if goal achieved than next episode  
Step 7 else, store (sn , an) in temp array  
Step 8 update Qn-1 (sn ,an) according to.  

Q(sn,an)=
1 α Qn sn, an αn rn γmaxQ sn 1, arn γmaxQ sn 1, an 1 , if αn 1Q sn, an if αn 0 R1=Rγ(x

1
-i) 

Step 9 now generate next state (sn+1), using state action pair. 
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Step 10 if goal achieve then next  
Step 11 else repeat above step until stop criterion is satisfied  

In Mat lab for train the agent in the form of state action pair (Q-table).In our 
implementation had size of (100x4) for <10x10> grid world. 

Where α is the learning rate and γ (0<γ<1) is the discount factor that reduces the 
influence of future expected rewards. So technically speaking, Q learning is evaluated 
Q value of each agent are evaluated by the sum of the rewards which the agent 
obtains during the previous one episode. 

3   Proposed Model and Algorithm: 

3.1   Dynamic Neural Network Training Model 

In the study, we propose dynamic neural network training module as a (i) Agent on 
training (ii) agent on work. 
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3.2   Dynamic Neural Network Algorithms 

In this research, we are proposing new algorithms as follows. 

(A) For basic agent training: 

Step: 1 generate random action an 

Step: 2 move to next state according to action 

Step: 3 if goal is not achieved 

Step: 4 go to step (1) 

Step: 5 update reward using R1=Rγ(x
1
-i) 

Step: 6 check for iteration limit 

Step: 7 if under iteration limit go to step (1) 

Step: 8 else train NN by state action table or look-up-table or q table 
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(B) For Dynamic Neural network training 

Step: 9 predict next state by NN 

Step: 10 if decision by NN and agent both are same 

(I) then predict next state is goal 
(ii) Exit (achieved goal) 

Step: 11 else (Both are not same) 

Step: 12 Update NN 

4   Discussion 

In this research, we design dynamic neural network (DNN) model. We find that DNN 
is effective decision making unit (NN classifier) to take as an input/action as a label. 
Dynamic neural network eliminate q-table and agent should learning during real time 
operation. We have implemented, how to agent learn and to take random selection 
and learn short cut path from episode. 

4.1   How to Agent Learn 

In order to show how agent learn in the form of Q table for the grid world problem. 
In order to evaluate the performance of machine learning techniques such as Query 

based reinforcement learning for the grid world problem, taken from figure 4.1.By 
observing an artificial agent who travels a virtual world called a grid world. In this 
grid world has the point for agent to start with, the point for the agent to aim as goal 
as a goal, usually we train “agent” who are to learn to behave intelligently, and 
agent’s aim is to reach the goal. We take the size of grid world is MxN, where grid is 
square, M is equal to N as 10.the agent starts state position at the top left most. The 
goal is right most cells at the bottom, that is (10, 10). Agent can moves only one cell 
at a time to neighboring cell that is, up words, down words, to the right, or to the left, 
unless the agent touches the border or wall, if the action is possible. When the agent is 
touches the border or wall, the action that makes the agent cross the border is not 
performed but it must remain stooped or take decision for next available action. There 
are no rollback condition apply here. This would be repeated until the agent reaches 
the goal.        

For the example, if the agent is at (1, 1) and the action is to down then agent 
remains at that point (2, 1), and if the next action is to right, then moves to (6, 4) or 
when the next action is down then agent moves to (8, 3). The grid world those agents 
are going to explore using a decision path is like a grid shown in above figure. Agent 
finds decision path from figure 3, the start position to goal position in 10x10 grid 
world using Q-learning proposed algorithm ,agent select randomly one of four actions 
at a time. 
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Fig. 3. In the Grid world of 10x10, the agent can move in four directions to find the goal 

4.2   Random Selection and Shortcut Path 

Agent moves one step upwards, downwards, to the right, or to the left, if the action is 
possible. If the movement is not possible due to the border of the grid world, do 
nothing and decide the next action again at random. This would be repeated until the 
agent reaches the goal. The maximum number of steps should be determined 
depending on the size of the grid world. We now look at the result of a random move 
by agent in a mentioned above. See the Figure. 4 Where an agent reaches the goal 
cell, it gains the reward 100.the value of discount rate parameter is set to be 0.9. 
Comprehensive way to remove loops and find shortcuts from episode for speeding up 
convergence, While the start cell is (2, 8) and fixed, the goal cell (9, 8) and is 
determined at random. The agent perceives its own coordinates (x, y), and has four 
possible actions to take: moving up, moving down, moving left and moving right, that 
is to say, it has actions to move into (x,y+1),(x,y-1),(x-1,y) and (x+1,y).some cell 
have walls at the boundaries with their adjacent cells, and the movement of the agent 
is blocked by the walls and the edge of the grid world. In addition, there are no roll 
back condition occurred here. 
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                                      (A)                                           (B) 

           
                                        (A’΄)                                                      (B’΄)                         

Fig. 4. In the grid-world of 10x10, starting from (2, 8) an Agent moves aiming the goal at (9, 2) 
of which the agent had no a-priori information. Left: A path chosen from 50 trials by random 
move to the goal and A΄ is the corresponding performance graph. Right: B route of the shortest 
path to the goal and B΄ is the corresponding performance graph. One trial had 200 episodes. 

4.3   Evaluation Accuracy Assessments 

Performance of the reinforcement learning algorithm using Q-learning measures can 
be used to assess Learning accuracy. EQ is a measure of goal tracking efficiency and 
overall percentage of correctly evaluated training rate. 

EQ= [1- M   T   T   T  ] x100 

Where T is the total number of states, minimum count step is I and x1 is total count 
step. 

5   Conclusion and Future Work 

In this study, we design dynamic neural network model to help agent in learning 
during real time operation. Dynamic neural network applies on quarry based 
reinforcement learning. Which eliminate the problem of look-up-table (Q table) or 
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large amount of training cycle? It should that knowledge acquired by the agent from 
environment and corresponding decision path. 

Our proposed algorithm to learn shortest decision path in each and every episode. 
In this approach, look-up-table is removed to speed up convergence. While keep all 
state space knowledge acquired from original episode. To ensure each state in original 
episode can be refined by the reward acquired from achieving the final goal state and 
no any loss in state space knowledge. 

Dynamic neural network is decision making system is known as learning agent. 
Reinforcement learning provides important mechanism for evaluation of machine 
learning problem such as control problem, robotics, weathering forecasting etc. 

In the future work, reinforcement learning more effective by using combining 
multiple learner and other decision techniques like support vector machine and 
Genetic algorithm. 
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Abstract. There has been a lot of related work for detecting distributed denial 
of service attacks (DDoS) targeted on TCP and IP Layer. But these techniques 
cannot handle attacks which are mainly based on application layer. The severity 
of application layer DDoS attack has become a major threat to network 
operators nowadays. In this paper we introduce a new scheme based on hidden 
markov model (HMM) that distinguishes HTTP flooding attacks from 
legitimate HTTP traffic.  An extended hidden Markov model is proposed to 
describe an anomaly. Each user’s behavior is captured and profiled using 
HMM. In case of anomaly detection the user is authenticated using CAPTCHA 
otherwise added to the blacklist in case of attack, resulting in to blocking all the 
further requests from this user. We developed online e-banking portal to 
validate our Model. The experimental results show a distinctive and predictive 
pattern of the DDoS attacks, and our proposed model can successfully detect 
various DDoS attacks. 

Keywords: DDoS, Hidden Markov Model, Anomaly detection, Captcha. 

1   Introduction 

As the complexity of Internet is scaled up, it is likely for the Internet resources to be 
exposed to Distributed Denial of Service (DDoS) attacks [1-3]. Distributed denials of 
service (DDoS) attacks constitute one of the major threats and are among the hardest 
security problem facing today’s Internet [1]. Because of the seriousness of this 
problem, many defense mechanisms, based on statistical approaches [4-14], have 
been proposed to combat these attacks. Although the approaches based on statistics 
attributes are not always workable for some special DDoS attacks which work on the 
application layer. This has been witnessed on the Internet in 2004, when a worm virus 
named “Mydoom” [15] used pseudo HTTP requests to attack victim servers by 
simulating the behavior of browsers. 

The challenge of detecting Application layer DDoS (App-DDoS)attacks is due to 
the following aspects. (i) The App-DDoS attacks utilize high layer protocols to pass 
through most of the current anomaly detection systems designed for low layers and 

2
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arrive at the victim web server. (ii) App-DDoS attacks usually depend on successful 
TCP connections, which make the general defense schemes based on detection of 
spoofed IP address useless. (iii) Flooding is not the unique way for the App-DDoS 
attack. 

From the literature, few studies can be found that focus on the detection of App-
DDoS attacks. Which are based on Data Mining [16], Neural Network [17], Markov 
chains [18] and etc. However, we cannot find many methods in the literature that 
emphasize the large-scale Web sites and their security at application. This paper 
proposes a new Probabilistic Hidden Markov Model (P-HMM) to describe the Web 
user behaviors and implement anomaly detection for flooding-based Application layer 
level DDoS attacks. 

HMM which has widely applied in Speech Recognition, Character Recognition 
and DNA sequences clustering [9], is not widely used in the application of network 
security [11-13]. The main difference between HsMM and HMM is that the state 
duration is not a constant or exponentially distributed. [15] Has proved that the HMM 
is better than the HsMM in describing the unstable distribution and can describe the 
second order self-similarity and long-range dependence of network traffic which may 
change with the time. Because of these advantages, the HsMM can be used to 
describe Web user behaviors.  

This paper is organized as follows. In Section 2, we describe the related works of 
our research. In Section 3, we present the assumptions made in our scheme and 
establish a new model for our scheme. In Section 4 we present experiment and result 
analysis. We conclude our work in Section 5. 

2   Related Work 

Most current DDoS-related studies focus on the IP layer or TCP layer instead of the 
application layer. [4] Devised a defense system called D-WARD installed in edge 
routers to monitor the asymmetry of two-way packet rates and to identify attacks. IP 
addresses [5] (which assume that attack traffic uses randomly spoofed addresses) and 
TTL values [6] were also used to detect the DDoS attacks. Statistical abnormalities of 
ICMP, UDP, and TCP packets were mapped to specific DDoS attacks based on the 
Management Information Base (MIB) [7].[8] discovered the DDoS attacking 
signature by analyzing the TCP packet header against the well-defined rules and 
conditions. [9] Attempted to detect attacks by computing the ratio of TCP flags to 
TCP packets received at a web server and considering the relative proportion of 
arriving packets devoted to TCP, UDP, and ICMP traffic. [19] proposed techniques to 
extract features from connection attempts and classify attempts as suspicious or not. 
The rate of suspicious attempts over a day helped to expose stealthy DoS attacks, 
which attempt to maintain effectiveness while avoiding detection. Out of all these 
attacks [7] methodology extracts at least one valid attack precursor, with rates of false 
alarm of about 1%. Since the framework depends on MIB information alone, it is 
straightforward to use these Statistical signatures to implement MIB watches in 
common Network Management Systems. 
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3   Model Preliminaries and Assumption 

The Hidden Markov model (HMM) has been successfully applied to a number of 
scientific and engineering problems [20]. Most studies found in the literature, 
however, implicitly assume that the duration of any system state is constant (i.e., a 
unit time in a discrete-time model) or exponentially distributed. This simplifying 
assumption is made because efficient computation algorithms have been well 
developed to deal with such HMMs. There are a few studies that discuss more general 
situations, where the duration of any state is explicitly assumed to be non exponential. 

 

Fig. 1. Process flow of the proposed model 

In our model given in fig.1 (OR+1)
1 we use Hidden Markov Models in order to 

extract web user behavior patterns from past one month behavior and subsequently 
compare an incoming request, and the latest effected request sequence of the same 
user, with the sets of extracted patterns. The comparison will generate a percentage 
value which represents the probability of the analyzed pattern being contained in that 
particular model. Based on the profiling mechanism applied previously we propose 
that independent HMMs are devised for each profile. Such an implementation will 
increase the effectiveness of HMMs since accessing patterns that are popular in one 
profile may not be popular in another profile and therefore the HMMs built will be 
specific for each group of users. 

An HMM has a finite set of states governed by a set of transition probabilities. In a 
particular state, a outcome or observation can be generated according to an associated 
probability distribution. It is only the outcome and not the state that is visible to an 
external observer. 

                                                           
1 (OR+1) means adding new observation in existing observation database.  
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3.1   Modeling the User Behavior 

To model the web user behavior we made following assumptions: 

• Web user behavior can be profiled using the web page request sequence. 

• It is very difficult for an attacker to build a routine that exactly mimics the 
legitimate user behavior. Because user browsing can be modeled by three aspects 
Web page request rate, web page reading time and the web page request 
sequence. An attacker cannot generate a request sequence which mimics 
legitimate user sequence since an attacker uses a predefined routine which cannot 
capture the dynamics of user and network. 

• A http request sequence can be simulated in following  ways  

1. Attacker’s routine generates the http request objects randomly which makes the 
attackers request sequence to differ from normal users request sequence. 

2. The attacker has to embed a predefined set of http request list into the attacking 
routine, so it becomes very easy to identify that some users are accessing the 
same web pages periodically. 

• Once the attacker gains the control of zombies (infected computers) attacker 
distributes a varying http request sequence list to each zombie periodically but 
still as attacker cannot view the users access patterns stored on victim server and 
it will be different from users behavior profile build on the victim computer and 
hence can be easily identified. 

3.2   Behavior Tracking Algorithm 

In recent years, [21] investigated the capabilities of HMM in anomaly detection. They 
classify TCP network traffic as an attack or normal using HMM. [22] Suggested an 
HMM-based intrusion detection system that improves the modeling time and 
performance by considering only the privilege transition flows based on the domain 
knowledge of attacks. [23] Proposed the application of HMM in detecting multistage 
network attacks. [24] Used HMM to model human behavior. Once human behavior is 
correctly modeled, any detected deviation is a cause for concern since an attacker is 
not expected to have a behavior similar to the genuine user. Hence, an alarm is raised 
in case of any deviation. Our behavior tracking algorithm is having following steps. 

 
1 In this model we build two machines i) 50 % probability machine (which has 

0.50% probability for OK, 0.50% probability for Fraud). ii) Truth machine (which 
has 0.95 % Probability for OK, 0.05% Probability for Fraud). 

2 Sequence generation for truth machine: 200 rows are generated using markov 
generator algorithm .Each row contains 100 sequences. 

3 Learning Machine: BaumwelchLearner Algorithm is used to create object of 
learning machine. 

4 0.50% machine is initialized. The distance between 0.50% machine and Truth 
machine is calculated by using Kullback Leibler Distance Calculator algorithm. 

5 Here to normalize the machine we take 10 iterations. The test sequence is 
Generated and inputted to learn the machine. 
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6 If the probability of test sequence is between 0 to 0.7 then it results OK, and if it 
is between 0.7 to 1 then it results FRAUD. 

7 If the result of the test sequence is FRAUD server returns CAPTCHA to that 
client.  

8 If server does not get response to the CAPTCHA for three consecutive replies and 
the difference between two consecutive request is less than some threshold value 
(here 20 msec) then server blocks all the requests from that ip address. 

3.3   Anomaly Detection Module 

If the resource is scarce and the server gets busy then we apply the filter for the 
incoming requests .Here a history is maintained for each client (IP) address which 
stores the  latest 20 requests. If an unusual behavior is detected then server calls the 
behavior tracking module which reply’s with the captcha to that client if server do not 
receive correct answer for the consecutive reply’s of CAPTCHA then it checks the 
history of request sequence, now if the difference between two consecutive request is 
less than some threshold (50 msec in this case) then server blocks all the requests 
coming from that IP address and returns Block message. 

Online eBanking portal was attacked by the application layer DDoS attack. The 
attack continuously called LoginPage.htm and Login_Error.htm. Where the later page 
does not exists there on the server and is just called to confuse the server. Initially 
server returned a login page for three times and upon getting no response since the 
attack did not respond to the reply, server returned three CAPTCHA pages and 
immediately blocked the IP address 192.168.1.1 from where the attack was made. 

4   Experiment and Result Analysis 

Testing end user request is termed as transaction. Using real data set is a difficult task. 
Banks do not, in general, agree to share their data with researchers. There is also no 
benchmark data set available for experimentation. We have, therefore, took a trained 
system. A trained data is used to generate a mix of genuine and fraudulent 
transactions. The number of fraudulent request in a given length of mixed request is 
normally distributed with a user specified µ (mean) and σ (standard deviation), taking 
end users spending behavior into account. µ specifies the average number of 
fraudulent request in a given request mix. In a typical scenario, an issuing bank, and 
hence, its DDoS receives a large number of genuine request sparingly intermixed with 
fraudulent request. The genuine requests are generated according to the end users 
most likely behavior. We have studied the effects of spending group and the 
percentage of request. We use standard metrics—True Positive (TP) and False 
Positive (FP), as well as TP-FP spread and Accuracy metrics, as proposed in [25] to 
measure the effectiveness of the system. TP request the fraction of fraudulent request 
correctly identified as fraudulent, whereas FP is the fraction of genuine request 
identified as fraudulent. Most of the design choices for a DDoS that result in higher 
values of  TP, also  cause FP to increase. To meaningfully capture  the performance of  
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such a system, the difference between TP and FP, often called the TP-FP spread is  
used as a metric. Accuracy represents the fraction of total number of request (both 
genuine and fraudulent) that have been detected correctly. It can be expressed as 
follows:  

 “Accuracy is defined as sum of no of good request detected as good and no of bad 
request detected as bad divide by two”. We first carried out a set of experiments to 
determine the correct combination of HMM design parameters, namely, the number 
of states, the sequence length, and the threshold value. Once these parameters were 
decided, we performed comparative study with another DDoS. 

4.1   Choice of Design Parameter 

We considered the µ and σ, values to be 1.0 and 0.5, respectively. This is chosen so 
that, on the average, there will be 1 fraudulent request in any incoming sequence with 
some scope for variation. After the parameter values are fixed, we will see in 

For parameter selection, the sequence length is varied from 5 to 25 in steps of 5. 
The threshold values considered are 30 percent, 50 percent, 70 percent, and 90 
percent. The number of states is varied from 5 to 10 in steps of 1. We consider both 
TP and FP for deciding the optimum parameter values. An initial set of five 
simulation runs, each with100 samples, was carried out to estimate the mean and 
standard deviation of both TP and FP for a fixed sequence length, number of states, 
and threshold value. Mean TP was found to be an order of magnitude higher than 
mean FP. Standard  deviation of TP was 0.1 and that for FP was 0.005. We set the 
target 95 percent confidence interval (CI) for TP and FP, respectively, as = +/- 2.5 
percent and +/- 0.25 percent around their mean values. Using Student’s t-distribution, 
the minimum number of simulation runs required for obtaining desired CI for TP. 
Since it is not convenient to present the detailed results for each of the 120 
combinations. Thus, our design parameter setting is given as follows: 

1. Number of hidden states N = 10, 
2. Length of observation sequence R = 15, 
3. Threshold value = 50%, and 
4. Number of sequences for training =100. 

With this design parameter setting, we next proceed to study the performance of the 
system under various combinations of input data. 

4.2   Performance Analysis     

Based on the parameter in section 4.1, our system can therefore, correctly detect most 
of the transactions. However, when there is no profile information at all, the system 
shows some performance degradation in terms of TP-FP. This observation highlights 
the importance of trained data. Also, when there is little difference between genuine 
request and malicious request, most of the web server suffers from DDoS 
performance degradation, either due to a fall in the number of TPs or a rise in the 
number of FPs. 
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5   Conclusion 

In this paper, we focused on early detection and prevention of DDoS attack using a 
new technique based on Hidden Markov Model. To test the model we designed a 
sample online banking portal. The server stores behavior characteristic of each user 
and in case if it finds unusual behavior or anomaly detection for a particular client 
then a CAPTCHA is returned to that client. For correct response server authenticates 
the client, whereas in case of attack the client ignores the CAPTCHA pages and 
makes more requests simultaneously (More than the threshold value) then server 
immediately blocks all the requests from this client and sends a BLOCK message for 
further requests. 

For generation of DDoS we used a script in java which continuously requests 
Login_Page.htm and LOGIN_Error.htm. Once we run this script server returned three 
CAPTCHA Pages and then upon getting no response, server blocked this client 
immediately by sending a “Block” message. 
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